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Transport of intense particle beams in large-scale plasmas
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Transport of particle beams in plasmas is widely employed in fundamental research, industry, and medicine.
Due to the high inertia of ion beams, their transport in plasmas is usually assumed to be stable. Here we report the
focusing and flapping of intense slab proton beams transporting through large-scale plasmas by using a recently
developed kinetic particle-in-cell simulation code. The beam self-focusing effect in the simulation is prominent
and agrees well with previous experiments and theories. Moreover, the beam can curve and flap like turbulence as
the beam density increases. Simulation and analysis indicate that the self-generated magnetic fields, produced by
movement of collisional plasmas, are the dominant driver of such behaviors. By analyzing the spatial growth rate
of magnetic energy and energy deposition of injected proton beams, it is found that the focusing and flapping are
significantly determined by the injected beam densities and energies. In addition, a remarkable nonlinear beam
energy loss is observed. Our research might find application in inertial confinement fusion and also might be of
interest to the laboratory astrophysics community.
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I. INTRODUCTION

The transport of particle beams in plasmas is of great
interest in fundamental research and applications, such as
accelerator physics [1,2], high-energy density physics [3–6],
and inertial confinement fusion (ICF) [7,8] as well as astro-
physical shocks [9,10] and cosmic rays [11,12]. Beam-plasma
instabilities often play an important role in this research. For
specific applications, they certainly should be controlled, for
example, by fast ignition for ICF [13] and plasma wake-field
acceleration [14–17], while for some studies, instabilities by
themselves are worthy of research efforts. For instance, beam
focusing can be applied to a plasma lens [18–28]. A proton
beam of a cyclotron was focused for the first time by a
plasma lens by Panofsky and Baker [18]. The first heavy-ion
beam focusing experiment was carried out by Boggasch et al.
[19]. Furthermore, a plasma lens for the heavy-ion acceler-
ator was investigated by Basko et al. [21]. There are also
beam self-focusing experiments by Gilson and co-workers
[23,24] and theoretical analyses and numerical simulations
by Kaganovich and co-workers [25–28] and Hu et al. [29].
Additionally, in astrophysics, supersonic flows generate elec-
tromagnetic fields through instabilities and then particles can
be accelerated to high-energy cosmic rays [30,31].

Numerical simulation is a common method for particle
interaction research. For ICF or plasma astrophysics, the
spatial and temporal scales of simulations are usually very
large. Fluid approaches [32–36] have dominated the research
for a long time, but microkinetic processes, like particle
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acceleration or deceleration and kinetic instabilities, have not
been considered. In recent years, there has been a tendency to
treat plasma with kinetic methods rather than considering it
from a fluid perspective. The particle-in-cell (PIC) simulation
method [37–41] has been established as a state-of-the-art
method in kinetic plasma physics. It is a compromise between
direct particle interaction (such as the molecular dynamics
method [42,43] and the N-body method [44,45]) and the
Vlasov method [46–48]. It proves to be a valuable tool in
studying many astrophysical phenomena from first principles
[49].

However, the PIC method still faces challenges. When
the densities of particle beams and plasmas differ by orders
of magnitude, for instance, the beam density is three orders
of magnitude lower than the plasma density [50] and direct
PIC simulation of the beam-plasma interaction becomes very
difficult. When spatial and temporal scales are normalized
by low-density particle beams, there will be significant nu-
merical self-heating and instabilities in overdense plasmas;
when normalized by high-density plasmas, the simulation
demands dramatically massive simulation grids and time
steps, which is currently an unaffordable task for state-of-
the-art supercomputers. Since this interaction between ion
beams and comparatively-high-density plasmas widely exists
in astrophysical plasmas [9–12] and ICF [7,51], a compe-
tent kinetic method that can be applied in this situation is
of great importance. Recently, an advanced numerical code,
LAPINS, was proposed which combines the PIC method with
a reduced model of high-density plasma based on Ohm’s
law [52–56]. This code is able to simulate close particle
interactions [52] by using a Monte Carlo binary collision
model and is benchmarked to describe the dynamics of the
proton beam in warm dense matter [53]. It can be well
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FIG. 1. (a) Schematic representation of the simulation model.
Plasma is uniformly distributed within the red dashed box. Planes
I and II are positions where the beam energy is measured. The
black grids present the simulation cells. (b) Beam transport with the
self-generated magnetic constraint. The red and blue surfaces stand
for the self-generated magnetic fields in the x direction which are
positive and negative, respectively. The green surface is the beam
density distribution.

adapted for systems in which plasma electrons can respond
to electromagnetic field changes in no time and their inertia
can be accordingly neglected. Moreover, compared with the
standard PIC code, this code is more time-saving and can
avoid numerical instabilities [52,56], especially in the case of
intense proton beams, because it calculates the electric field
with Ohm’s law while neglecting the electron inertia. LAPINS

also has its advantages in ionization dynamics calculations
[54] and laser-plasma interactions [55]. With this method,
it is now possible to reveal the untouched phenomena in
large-scale beam-plasma interactions with density differences
by magnitudes.

Here the transport of continuous proton beams in plasmas
with a density of 1018 cm−3 and size of 8 cm is simulated by
the LAPINS code [52–56] for over 10 ns. In the simulations,
the densities of injected proton beams vary from 1014 to
1016 cm−3 and the beam energies range from 0.4 to 4.0 MeV.
Plasma gas cells and continuous proton beams with similar pa-
rameters are nowadays widely available. Hence, in principle,
the simulation predictions can be confirmed by experiments.
In this paper we report that the focusing and flapping of slab
proton beams transporting in large-scale plasmas are closely
related to self-generated magnetic fields. The analyses of the
spatial growth rate of magnetic energy and energy deposition
of the beams indicate that such behaviors are determined by
the injected beam densities and energies. Moreover, we point
out that the flapping of beams can cause remarkable nonlinear
energy loss.

II. SIMULATION SETTINGS AND RESULTS

The system setup is displayed in Fig. 1(a). Here hydrogen
plasma with a density of 1018 cm−3 and temperature of 4 eV
is uniformly distributed in an area 8 cm long in the z direction

and 4 mm along y. A continuous slab proton beam with a
width of 0.8 mm (Gaussian distribution) is injected into the
plasma along the z axis. For two-dimensional simulations,
there are 2250 grids in the z direction and 100 grids in the y di-
rection. The time step is 67 fs. Absorbing boundary conditions
are imposed on the particles and fields in the z direction, while
in the y direction periodic boundary conditions for plasma
particles are applied instead. Two diagnostic planes marked
I and II are used to measure particle energies. Figure 1(b)
shows that the beam transport is significantly connected to
the self-generated magnetic fields. Further simulation and
analysis indicate that such magnetic fields are produced by
the movement of collisional plasmas.

We scanned the injected proton beams with a fixed energy
of 0.4 MeV and varying densities from 1014 to 1016 cm−3.
Figure 2 displays maps of proton beam densities nb and mag-
netic fields Bx at 12 ns. When the beam density is 1014 cm−3

[Fig. 2(a)], the transport of protons in plasmas is quite ordi-
nary. The beam is straightforward and only slightly deflected
at the front end by collisions with background plasmas. For
such a large density difference between injected proton beams
and background plasmas, the collective electromagnetic field
can hardly be generated. As shown in Fig. 2(b), the magnetic
field is even weaker than the background fluctuations. Further
simulations confirm that when the proton beam density is
lower than 1014 m−3, the collective effect of the plasma on
the proton beam is not of any significance.

Figures 2(c) and 2(e) show obvious beam focusing when
the beam density increases to 1 × 1015 and 5 × 1015 cm−3, re-
spectively. Similar beam focusing has been reported in beam-
driven plasma wake-field acceleration studies [15–17] and
plasma lens research [23–28]. Unlike the groups of focused
ions moving along with the beam in a plasma wake field, here
the focusing positions are almost fixed. Increasing the beam
densities can intensify the focusing effect and shorten the
distance between focusing positions. In Figs. 2(d) and 2(f), the
self-generated magnetic field, as a result of the beam current
and neutralizing current in collision plasmas, is obviously
stronger than the background fluctuation. This simulation
result, which indicates several beam self-focusing points with
transverse width being reduced from 0.8 mm to 0.2 mm, is a
great illustration of the beam self-focusing effect and agrees
well with previous experiments [21,23] and analyses [25]. In
Ref. [21] a plasma lens designed for the heavy-ion accelerator
was investigated experimentally. The plasma pinch dynamics
images showed multiple focusing points and similar particle
distribution. In addition, a transverse beam size change from
6 mm to 2 mm was observed in overfocusing experiments
on the neutralized drift compression experiment device in
Ref. [23].

When the proton beam density reaches 5 × 1015 and 1 ×
1016 cm−3, as shown in Figs. 2(e) and 2(g), respectively,
it is worth noting that the beam distribution in the high-z
region undergoes another change apart from beam focusing.
The transport path of the beam is no longer a straight line
along the axis, but a curved path around it. The beam can flap
like turbulence and may even totally deviate from the axis at
the high-z region. So do the magnetic fields in Figs. 2(f) and
2(h). There have been studies [57,58] where particles undergo
kinking, but hardly any of them have a parameter regime close
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FIG. 2. Distributions of beam densities and magnetic fields for proton beams with different densities at 12 ns. The beam distributions
(in units of n0 = 1014 cm−3) have an injection energy of 0.4 MeV; initial densities of (a) 1 × 1014, (c) 1 × 1015, (e) 5 × 1015, and (g) 1 ×
1016 cm−3; and current densities of (a) 1.4 × 108, (c) 1.4 × 109, (e) 7 × 109, and (g) 1.4 × 1010 A/m2. The corresponding magnetic fields are
shown in (b), (d), (f), and (h).

to ours. Our flapping result should be studied further in future
works.

III. ANALYSIS AND DISCUSSION

In Cartesian coordinates (x, y, z), the Lorentz force acting
on the beam protons can be expressed as

Fb = Zbe
(

E + vb

c
× B

)

= Zbe
[(

Ey + Bx
vb

c

)
ey + Ezez

]
, (1)

where the beam particle charge Zb is 1, vb is the beam velocity,
c is the light speed, and the electric field and magnetic field
are written as E = Eyey + Ezez and B = Bxex, respectively.
Considering the system is time dependent, we express all
quantities in coordinates (x, y, ξ ), where ξ = z − vbt . In the
simulation, all particles are totally free in space. However, in
this analysis, we assume that the plasma ions are fixed and
the electron velocity is in the z direction, i.e., vi = 0 and
ve = vezez for simplicity. The electron momentum equation
becomes

(vez − vb)
∂ve

∂ξ
= − e

me

(
E + ve

c
× B

)
. (2)

Here we make use of dve/dt = (vez − vb)(∂ve/∂ξ ) +
vey(∂ve/∂y) and vey = 0. The y and z components of Eq. (2)
yield

Ey = −Bxvez

c
, (3)

Ez = me

e
(vb − vez )

∂vez

∂ξ
. (4)

Making use of Faraday’s law ∂Ez/∂y − ∂Ey/∂ξ =
vb/c(∂Bx/∂ξ ), we obtain

Bx = mec

e

∂vez

∂y
, (5)

Ey = −me

e
vez

∂vez

∂y
. (6)

Substituting Eqs. (4)–(6) into Eq. (1) gives us the Lorentz
force acting on the beam protons

Fb = Fby + Fbz

= Zbme(vb − vez )

(
∂vez

∂y
ey + ∂vez

∂ξ
ez

)

= Z2
b mevb(vb − vez )

1

ne

(
∂nb

∂y
ey + ∂nb

∂ξ
ez

)
. (7)

Here Fby and Fbz are the y and z components of Fb. Consider-
ing that the proton beam is well neutralized, nevez = Zbnbvb,
and the plasma density is much larger than the beam density
ne � nb, Fb can be simplified to

Fb ≈ Z2
b mev

2
b

ne

(
∂nb

∂y
ey + ∂nb

∂ξ
ez

)
. (8)

The same expression of Fby was derived in Refs. [25,59,60]
where azimuthally symmetric beams were analyzed in cylin-
drical coordinates. On the one hand, Fby provides a strong
focusing force at the low-z region when the beam density
gradient in the y direction is large enough with a highly
symmetrical distribution. On the other hand, as the beam
transports, perturbations develop and can even cause a trans-
verse displacement of the beam and Fby will deflect the beam
further in this case.

In our simulation, the initial perturbations actually result
from the collision and get boosted by the magnetic field.
According to Ref. [52], the beam current Jb and magnetic field
B are connected by Ohm’s law E + (ve/c) × B = ηJb and
Faraday’s law ∂B/∂t = −c∇ × E in cgs units, where η is the
resistivity. Resistivity η can be calculated with an empirical
formula in usual hybrid PIC simulations where the plasma is
treated as a fluid. However, we have a natural method to model
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FIG. 3. The z component of the electric field with a beam density
of 1 × 1016 cm−3 at 12 ns. Other conditions are the same as in
Fig. 2(g). The black dots reveal the distribution of beam particles.

resistivity in our simulation by using the Monte Carlo binary
collision model. This model was benchmarked in Ref. [53],
where the stopping power of protons in solid-state aluminum
was studied. Here resistivity η is calculated by averaging over
all binary collisions at each time step for each simulation cell.
For low electron velocity, we have B = − ∫

c∇ × (ηJb)dt .
When the beam density is 1014 cm−3 in Fig. 2(b), the magnetic
field is basically a background noise, which is around 0.2 T.
In contrast, it can be as large as 2 T when the beam density is
5 × 1015 cm−3, as shown in Fig. 2(f). The transverse magnetic
pressure on the proton beam will increase by 100 times.

While the magnetic field makes a great contribution to Fby,
the electric field is the main cause of the damping force Fbz.
Figure 3 displays the electric field in the z direction at 12 ns
when the beam density is 1 × 1016 cm−3. Other conditions
are the same as those in Fig. 2(g). The z component of the
electric field is very small before z = 4 cm, but can reach
several megavolts per meter where the beam flaps and gets
scattered.

To study the focusing and flapping, we evaluate the spatial
growth rate over a transport distance of 8 cm by analyzing the
magnetic field energy, which is EBx = ∑

(B2
x/8π )δxδyδz in

our case. Here the summation domain is the whole simulation
area (8 cm × 4 mm). It can be related to the spatial growth rate
γ when written as EBx ∼ E0 exp(γ z), where z is the transport
distance and E0 is the initial magnetic energy.

The magnetic field energies EBx and corresponding spa-
tial growth rates γ for fixed 0.4-MeV beams with different
densities as a function of distance are displayed in Fig. 4(a).
Generally, it takes 10 ns for these beams to reach z = 8 cm.
The logarithmic energy increases sharply at early stage and
then is followed by a saturation stage. We find that the
magnetic energy in the case of a higher-density beam rises
faster. Figure 4(b) presents the spatial growth rates as the
derivatives of curves in Fig. 4(a). The growth rate of the higher
beam density is generally larger.

We also analyze the influence of the injected beam en-
ergy on the magnetic field energy and spatial growth rate
in Figs. 4(c) and 4(d), where the beam density is fixed at
1016 cm−3 and the energy varies from 0.4 to 0.8 to 1.6 to
4.0 MeV. The time spent getting z = 8 cm is around 10,
7, 5, and 3 ns, respectively. A high-energy beam can cause
high magnetic field energy, while the spatial growth rate also
increases. The development of high-energy beams is faster
than that of low-energy beams at the early stage.

FIG. 4. Evolution as a function of distance: (a) magnetic field
energies and (b) spatial growth rates for proton beams with a fixed
initial energy of 0.4 MeV but different densities, and (c) magnetic
field energies and (d) spatial growth rates for a proton beam with a
fixed density of 1016 cm−3 but different initial energies.

Additionally, the focusing and flapping of beams have an
obvious impact on beam energy deposition, which results
from a longer transport path and the damping force Fbz caused
by the electric field. Figure 5 shows the beam spectra with
densities of 1014, 1015, 5 × 1015, and 1016 cm−3 measured
on plane II at 13.33 ns. They have the same initial spectrum
of 0.4 MeV, which is detected on plane I. More details are
presented in Table I. When the beam density is 1014 cm−3,
there is hardly any focusing and the energy loss is 50 keV
in the simulation. According to Bethe’s theory [61,62], for a
single particle with speed v � c, charge Z , and energy E , its

FIG. 5. Beam energy spectra for different densities measured on
plane II at 13.33 ns. The black curve is the initial spectrum of these
beams, detected on plane I. The dots at the bottom are the minimum
energies detected.
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TABLE I. Beam density (BD), average energy (AE), minimum
energy (ME), and energy loss percentage (ELP) after passing through
plasmas for four simulation cases with different densities.

Parameters Case 1 Case 2 Case 3 Case 4

BD (cm−3) 1 × 1014 1 × 1015 5 × 1015 1 × 1016

AE (keV) 350 337 307 296
ME (keV) 330 215 160 139
ELP 12.5% 15.8% 23.3% 26.0%

energy loss per unit distance when being transported through
a plasma of density np and frequency ωp = (4πnpe2/me)1/2

reads, in cgs units, −dE/dz = (Z2e2ω2
p/v

2)ln(2mev
2/h̄ωp).

Thus, the theoretical total energy loss of a single proton
in our condition is 6.02 keV/cm × 8 cm = 48.16 keV. The
theoretical result agrees well with our simulation results even
when the beam density is four orders of magnitude lower
than the plasma density. However, when the beam density
rises, focusing and flapping occur and the spectrum extends
toward the lower-energy region. Both the average energy and
minimum energy decrease. As the beam density increases
from 1014 cm−3 to 1016 cm−3, the energy loss percentage
climbs from 12.5% to 26.0% and the minimum energy of
the beam particles drops from 330 keV to 139 keV, which
is obviously nonlinear. Further studies are still necessary to
validate these quantitative results.

Considering the results in Fig. 2, our simulation reveals
evident beam focusing when the beam density is higher than
1015 cm−3 and there is a small average energy difference of
15 keV compared with Bethe’s theory. Moreover, the beam
can curve and flap when the beam density is higher than
1016 cm−3. The beam travels a path longer than the actual
plasma size like turbulence with the influence of a damping
force. Particles detected by plane II can lose 65% of their
initial energies at most. The remarkable nonlinear energy loss

increase we observed is of great importance in ICF [7,8] and
high-energy density physics [3–6].

IV. CONCLUSION

In summary, the transport for continuous intense slab
proton beams through hydrogen plasmas with a density of
1018 cm−3 and size of 8 cm was simulated by the LAPINS PIC
code for over 10 ns. The focusing and flapping of the beam
were observed and studied. In the simulation, the prominent
beam self-focusing effect agreed well with previous theory.
When the beam density increased, the beam could curve and
flap like turbulence. Simulation and analysis indicated that the
self-generated magnetic fields, produced by the movement of
collisional plasmas, play an important role in focusing and
deflecting the beams. In the analysis of the spatial growth
rate of magnetic energy and beam energy deposition, beam
focusing and flapping were found to be related to the beam
densities and energies. A higher beam density could cause
an obvious increase of the magnetic field energy. We pointed
out that such beam behaviors can cause remarkable nonlinear
energy loss. Our simulations provide clear pictures for the
transport and energy deposition of very intense ion beams
in plasmas, but await quantitative validation through further
independent simulation studies. The results might find innova-
tive applications in fusion sciences and astrophysics and could
also be of interest for the focusing, modulating, or dumping of
intense ion beams at large-scale accelerators.
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