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Plasticity in amorphous solids is mediated by localized quadrupolar instabilities, but the mechanism by which
an amorphous solid eventually fails or melts is debated. In this work we argue that these phenomena can be
investigated in the model problem of an elastic continuum with quadrupolar defects, at finite temperature.
This problem is posed and the collective behavior of the defects is analytically investigated. Using both
renormalization group and field-theoretic techniques, it is found that the model has a yielding/melting transition
of spinodal type.
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I. INTRODUCTION

The accepted paradigm for relaxation and flow of an amor-
phous solid is that of a thermally vibrating elastic medium
punctuated by instability [1–4]. The former can be considered
as a continuum, with discreteness relegated to heterogeneity
of density, elastic moduli, or pre-stress and an ultraviolet
cutoff that corresponds to the underlying particle scale. It
is often lamented that for amorphous materials, there is
no simple equivalent to dislocations and disclinations that
govern the melting of a crystal. However, it is now well
established that flow of amorphous solids is mediated by
localized quadrupolar instabilities of Eshelby type [5], and it
has been argued that relaxation of a supercooled liquid can
also be understood in this framework [6–12]. The role of
alternative mechanisms of relaxation, and the precise relation
between structural heterogeneity and the location of incipient
instabilities is still debated [13–17], but meanwhile the impor-
tance of localized instabilities as excitations of an otherwise
elastic medium is clear. Numerically, localized forcing has
been used as a probe of glass properties [18,19]. However, the
collective behavior of many localized quadrupolar instabilities
has hardly been analytically investigated. Crucial first steps
were performed in [20,21], where it was shown that in the
presence of external shear stress, it is energetically favorable
to align quadrupoles collinearly. This was interpreted as a
precursor to the formation of macroscopic shear bands.

In Ref. [20], and in some subsequent works [22,23], the
elastic self-energy of the quadrupoles was neglected, while
in Ref. [21] it appears in a calculation of the yield strain
for a line of quadrupoles. In this paper we show that this
self-energy plays a crucial role in the collective behavior, even
in the absence of external stress. Using methods developed
by Kosterlitz, Thouless, Halperin, Nelson, and Young for the
theory of 2D melting [24–27], we compute the renormaliza-
tion of elastic interactions by a small density of quadrupolar
defects in a two-dimensional elastic continuum. We will show
that interactions can reduce the self-energy to such an extent

that a shear stiffness can vanish, thus signaling a phase transi-
tion. Under external stress, we interpret this transition as the
yielding of an amorphous solid, while in the absence of stress
it corresponds to melting. The transitions are predicted to be
continuously related, although yielding is much more abrupt
than melting.

This paper is organized as follows. First, we discuss el-
ementary excitations of an amorphous solid in general and
argue that these excitations will have a nontrivial renormal-
ization. Then, we pose the equilibrium problem of a col-
lection of quadrupolar defects in an elastic continuum. The
corresponding partition function is then analyzed, first by a
renormalization group method, and then by field-theoretic
methods. Both techniques lead to the conclusion that such
a solid will have a melting/yielding transition of spinodal
type. We then outline how our results can be applied to out-
of-equilibrium and athermal amorphous solids, and discuss
prospects for future work.

Our tensor notation is such that all contractions are explic-
itly indicated. We alternatively use index-free notation, when
appropriate, and indices when necessary, with the Einstein
convention. The identity tensor is denoted δ̂. We make use
of the antisymmetric tensor, ε12 = −ε21 = 1, ε11 = ε22 = 0.

II. ELEMENTARY EXCITATIONS

We consider amorphous solids that can be treated as low-
temperature continua. Since a solid must break translational
symmetry, we are tacitly assuming that the stress field has
long-range correlations [28,29], which are indeed easily ac-
counted for in the framework [30]. We work in a dual de-
scription developed by Kleinert that uses stress as the fun-
damental variable [31]. In two dimensions, the stress tensor
can be written in terms of a scalar gauge field, the Airy stress
function ψ , as σik = εi jεkl∂ j∂lψ . Any configuration of ψ (�r)
identically describes stress fields in mechanical equilibrium,
called inherent states. The curvature of ψ (�r) determines the
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stress.1 Since the continuum is an idealization of a collection
of discrete particles, the ψ field can be punctured at any point,
creating defects. What type of defects are permitted? While
one might imagine that ψ could be multivalued, in fact, an
explicit construction at the particle scale shows that the ψ field
is continuous at the smallest scale at which it can be defined
[33]; at most it can have point singularities, living in the voids
at the particle scale. Their form can be motivated physically.

Indeed, since any elementary excitation taking one inherent
state to another must preserve force and torque balance, the
most basic excitation is the stress response to a dipole of
forces, that is a pair of equal and opposite forces ± �f at a
separation �s ∝ �f , which respects both constraints. In the far-
field limit s/r � 1 the change in ψ due to imposed external
forces ± �f at ∓�s is [34]

D(�r; τ, θ ) = a0τ log r − a2τ cos(2φ − 2θ ) + O (τ s2/r2),
(1)

where a0=(3 − ν)/(4π ), a2=(1 + ν)/(4π ), �r=r(cos φ, sin
φ), �f = f (cos θ, sin θ ), τ = �f · �s is the dipole moment of
the excitation, and ν is Poisson’s ratio.2 In the taxonomy
of Ref. [23], the first term in Eq. (1) is monopolar, and the
second term is quadrupolar. As pointed out in Ref. [23], such
a force dipole is actually not a local excitation. Indeed, if the
locus of the defect is removed by creating a void, then the
material cannot relax to a strain-free configuration; this is due
to the monopolar term in Eq. (1). It is easily seen that if we
add a second force dipole at an angle of π/2 with respect
to the original, and with opposite sign, then the monopolar
terms cancel, while the quadrupolar terms add. This force
quadrupole is a local excitation, and can thus be produced
physically by localized instabilities. The Eshelby inclusion
procedure [5] can be considered as an explicit physical real-
ization of quadrupolar instability, but the far-field behavior is
universal. In our treatment we will consider the quadrupoles
as having a core radius a; its initial value is arbitrary so long
as a � s, and eventually will be renormalized away.

Note that in treating the solid as an elastic continuum, we
assume the validity of linear elasticity up to a wave number
cutoff �, associated to the inverse of a particle length scale.
Self-consistency requires that the defect core size is larger
than this length scale. Fits of quadrupolar instabilities to the
Eshelby inclusion procedure for a Lennard-Jones glass in-
ferred a core involving approximately 20 particles [21], indeed
much larger than the size of a single particle. However, as
the jamming point is approached, continuum elasticity breaks
down [35]; we thus need to assume that our solid is deep in
the jammed phase. This is discussed further in the conclusion.

Consider two quadrupoles τ1 and τ2 at a distance �r, as
shown in Fig. 1(a). They have an elastic interaction energy
[23]

U = 2a2

μ

τ1τ2

r2
cos(2θ1 + 2θ2 − 4φ), (2)

1See Ref. [32] for a discussion of gauge freedoms.
2The Poisson ratio is related to the Lamé modulus by λ =

2μν/[1 − (d − 1)ν] in d dimensions [31].

FIG. 1. Airy stress function for two elastic quadrupoles (a) and
a single quadrupole with the same dipole moment (b). The fields are
comparable beyond a distance r ≈ 2s, where s is their separation.

where μ is the shear modulus. They also have self-energies of
the form

Ei = c

μ

τ 2
i

a2
, (3)

where the coupling constant c depends on the regularization
at the core scale. The interaction energy is minimized when
φ = (π + θ1 + θ2)/2 and the quadrupoles are close together,
r = 2a. For simplicity, let τ1 = τ2 = τ . At large distances,
the minimal-energy state of the quadrupoles behaves as a
renormalized quadrupole of moment τ ′ = 2τ and core radius
a′ = 2a. We can define a renormalized self energy by E ′ =
1
2 (E1 + E2 + U ), where the factor of 1/2 ensures that the
energy is invariant in the absence of interactions. This relation
implies a renormalization of the coupling c via

c′

μ

τ ′2

a′2 ≡ E ′ = 1

2

1

μ

τ 2

a2

[
2c − a2

2

]
, (4)

or c′ = c − a2/4, assuming that ν and μ remain invariant. The
elastic interaction reduces the coupling, opening the possibil-
ity that under repeated renormalization there is a nontrivial
fixed point, implying scale invariance, or for the self-coupling
to vanish, implying macroscopic instability. This is true even
in the absence of external stress, which further favors the
quadrupoles to coalign and thus behave as composite objects
[20,21].

In this simple argument we are ignoring the distribution
of τ and fluctuations in �r, external stress, renormalization of
μ and ν, and deviations of the composite object from a true
quadrupole. Most importantly, the microscopic self-energy
is clearly dependent on details at the core scale. For these
reasons, in the next section we elevate this computation to
a renormalization group analysis where microscopic details
can be forgotten. We will find, eventually, that generically
the self-coupling vanishes at large enough scale and implies
instability of spinodal type.

III. RENORMALIZATION

A quadrupole is a bound state of a dilatant dipole (τ > 0)
and a compressive dipole (τ < 0). We introduce the tensorial
dipole moment τ̂ , with units of stress×volume. For a single
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FIG. 2. Airy stress function for a configuration of several
quadrupolar defects. The equilibrium theory considers all such con-
figurations, along with their phonon-mediated interactions.

force dipole τ̂ = �f �s it takes the form

τ̂ = 1

2
τ

[
1 + cos 2θ sin 2θ

sin 2θ 1 − cos 2θ

]
, (5)

while for a quadrupole the isotropic component is absent.3

Introducing also a spatial coupling matrix,

P̂(�r) =
[

cos 2φ sin 2φ

sin 2φ − cos 2φ

]
, (6)

the expression τ cos(2φ − 2θ ) in Eq. (1) can be written as
τ̂ : P̂ = τi jPi j , which is linear in the charge and therefore be-
haves well under renormalization. This indicates that tensorial
charges are the correct level of description [7], so we promote
the theory to one of general symmetric tensorial charges τ̂ .

The elastic energy [31]

H = 1

4μ

∫
d2r

[
σi jσi j − ν

1 + ν
σiiσ j j

]
(7)

depends on the total stress σi j = σ i j + σ D
i j + σ P

i j decomposed
into a constant component, defects, and transverse phonons.4

The relationship between σ̂ and the expected stress 〈σ̂ 〉 is
nontrivial and will be discussed below. The defects take the
form

σ D
i j = (∇ × ∇×)i j

n∑
a=1

D(�r − �ra; τa, θa), (8)

where the double-curl operator is (∇ × ∇×)i j = (ε̂ · ∇∇ ·
ε̂t )i j = εikε jl∂k∂l and D is as in Eq. (1). Figure 2 shows an
example of the Airy stress function for several quadrupolar
defects, that is

∑
a D(�r − �ra; τa, θa).

As shown in Appendix A, the transverse phonons can
be integrated out to obtain the effective Hamiltonian of the

3For a quadrupole, the second dipole has its force vector rotated by
π/2 and its separation vector rotated by −π/2. Hence, τ̂ = �f �s + ε̂ ·
�f �s · ε̂ = 2 �f �s − τ δ̂, where we used that �f ∝ �s.

4Beginning from the standard representation in terms of displace-
ments, the stress tensor is introduced by a Hubbard-Stratonovich
transformation, and the longitudinal phonons are integrated out when
the field equation ∇ · σ̂ = 0 is imposed [31].

defects:

Hn′ =
n′∑

a,b=1,a �=b

τ a
i jτ

b
kl

C0
i jkl (�rab)

r2
ab

+
n′∑

a=1

V 0
(
τ a

i j

)
, (9)

where �rab = �ra − �rb. The defects have a long-range phonon-
mediated interaction. We find

C0
i jkl = γ 0

11δi jδkl + 2γ 0
12δi jPkl + γ 0

22Pi jPkl

+ [
λ0

11δikδ jl + 2λ0
12δikPjl + λ0

22PikPjl + (k ↔ l )
]

(10)

in terms of P̂(�r) introduced above. The γi j and λi j are func-
tions of r� with a constant part and a fluctuating part, where
� is the UV cutoff for the phonons. For simplicity, in this
work we keep only the constant part, thus giving a scale-free
1/r2 interaction between defects, as used in most elastoplastic
models [3]. In this case we have

γ 0
22 = 8a2/μ, (11)

γ 0
12 = 6(a0 − a2)/μ, (12)

while the remaining couplings are obtained from

λ0
22 = 0, (13)

λ0
11 = +1

4
γ 0

22, (14)

λ0
12 = + 3

4γ 0
22, (15)

γ 0
11 = −1

4
γ 0

22. (16)

The local potential has the form

V 0(τi j ) = μ−1[(a0/a2)pδi j − /σ i j]τi j

+ 1

2a2

[
k0

1δi jδkl + k0
2δikδ jl

]
τi jτkl , (17)

where p = 1
2σ ii is the pressure and /σ i j = σ i j − pδi j is the

deviatoric stress. The couplings k0
1 and k0

2 are not well con-
strained in a continuum theory but are expected to behave as
k0

i ∝ 1/μ with an O (1) coefficient; see Appendix A.
Equation (9) applies for any set of defects of the form given

in Eq. (1). We consider that we have n′ = 2n force dipoles
strictly paired into quadrupoles as above. Then the partition
function for the defects is

Z =
∑
n�0

1

n!

∫
r1,...,rn

∫
τ1,...,τn

e−βH2n , (18)

where
∫

ri
= ∫

d2ri/a2 and
∫
τi

= ∫
dτ i

xx

∫
dτ i

xy

∫
dτ i

yyω[τ̂ i]/τ 3
c

in terms of the core radius a and characteristic dipole moment
τc. The measure factor ω[τ̂ ] is used to enforce the correct
form of the charge τ̂ : ω[τ̂ ] = δ(τxx + τyy)τc eliminates the
monopolar degree of freedom. Notice that the scale τc controls
the fugacity of defects. We consider it as a parameter set by
the quenching process from the melt.

We aim to compute Z , or at least to extract the phase dia-
gram that it describes. We will use the renormalization group
in the manner of José et al. [36]: we consider the interaction
between two fixed charges at separation r and compute its
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renormalization by a test charge, which is integrated over.
By considering an appropriate class of theories, the resulting
RG equation can be transformed into an RG flow that can be
iterated.

The class of theories specified by the form of interactions
must be closed under the RG. It will be sufficient to consider
H = ∑

a V (τ̂a) + ∑
a �=b U (τ̂a, τ̂b, �rab) with

U (τ̂a, τ̂b, �rab) = τ a
i jτ

b
klCi jkl (�rab)/r2

ab, (19)

where Ci jkl (�r) is of the form of Eq. (10), without the super-
scripts. The charges have quadratic self-interactions

V (τ̂ ) = hpτii + j/σ i jτi j

+ 1

2a2
[k1δi jδkl + k2δikδ jl ]τi jτkl . (20)

In the interest of future work, this class of theories allows
both dipoles and quadrupoles. The parameters h, k1, γ11, and
γ12 are not relevant for quadrupoles and eventually will be
ignored.

The RG computation is explained in Appendix B. We
find that the RG is indeed closed if (i) we take the far-field
limit, r 
 a, and (ii) the self-energy is much larger than
the interaction energy. The latter condition is equivalent to a
standard small-fugacity condition. In the case of an external
shear stress, we only include the most relevant anisotropic
terms, namely those affecting h and j.

The computation implies that dipole moments scale as τ ∼
a, up to anomalous corrections, in agreement with the simple
argument presented previously; this generalizes to τ ∼ ad/2 in
d dimensions.

The final result for the running in t = log a is

(a2 p/τc)∂t h = 2πZτ

(
γ11 + 2λ11 + 1

4
λ22

)
(τ1/τc), (21)

(a2σ/τc)∂t j = π

8
Zτ γ22(aτ /τc), (22)

∂t k1 = A

(
Y1 − π

4
χY2

)
, (23)

∂t k2 = Aχ

(
1

2
πY2 + 16πY3

)
, (24)

∂tγ11 = AY4 + 2πAχγ22γ11, (25)

∂tγ12 = AY5 + 2πAχγ22γ12, (26)

∂tγ22 = 2πAχγ 2
22, (27)

∂tλ11 = 2πAχγ22λ11, (28)

∂tλ12 = 2πAχγ22λ12, (29)

∂tλ22 = 2πAχγ22λ22, (30)

where A = −βZτ τ2/(8a2), and the Yi are functions of the
λi j, γi j , and χ , given in Appendix B. The stresses scale as
σ ∼ τc/a2, as expected from dimensional analysis. In fact,
all the terms in parentheses in Eqs. (21) and (22) scale as
a0, hence the flow is homogeneous, which implies that the
initial value of a is forgotten and the universality hypothesis
is verified. A key role is played by the single-defect partition

function Zτ = ∫
τ

e−βV (τ̂ ), which controls the dipole-moment
scales and fluctuations appearing as τ1, aτ , τ2, and χ above.
This depends on the measure for the defects, which can be
more general than described above.

Before specializing to the case of quadrupoles, let us note
that the linear Eqs. (13)–(16) satisfied by the initial values of
the couplings are all preserved by the RG flow. The evolution
therefore takes place in a proper subset of the coupling space.

First, we look for fixed points. Assuming A �= 0 and χ �=
0 as we will check later, the flow equation for γ22 requires
that γ22 = 0. This then implies that all the other interactions
are stationary, and only γ12 can be nonzero. Stationarity of
k2 requires either χ = −1, which holds for quadrupoles, or
γ12 = γ22. In either case the fixed point is noninteracting. The
defect partition function in this case is

ZNI =
∑
n�0

1

n!

(∫
r

Zτ

)n

= exp

(
�

a2
Zτ

)
, (31)

where � is the area of the system, and we ignore any steric
constraints on the defects. The mean number of defects is

〈n〉 = − 1

m

∂ log Z

∂ log τc
= �

a2
Zτ , (32)

where 〈·〉 denotes an average over the Boltzmann distribution,
m is the exponent in

∫
τ

∼ τ−m
c (for quadrupoles m = 2), and

the second relation holds only for Eq. (31). In this approx-
imation, Zτ is the average number of defects in a region of
area a2.

Since the only fixed point is noninteracting, this suggests
that the model is trivial. However, by analyzing the RG flow,
we will see that this fixed point is not necessarily reached.
Instead, at large enough scale there is a regime where some
fluctuations diverge, signaling a proliferation of quadrupoles.

IV. RENORMALIZATION OF ELASTIC QUADRUPOLES

For quadrupoles as we consider here, the couplings
h, k1, γ11, and γ12 play no role. We have

Zτ = π (a/τc)2

2βk2
e

βa2 j2σ2

k2 , (33)

where σ 2 = 1
2/σ i j/σ i j . This fixes the dipole-moment scales and

fluctuations defined as

〈τi j〉τ = 1

2
τ1δi j + 1

4
aτ /σ i j/σ , (34)

〈
τ 2

ii

〉
τ

= 1

2
τ2(1 + χ ), (35)

〈τi jτi j〉τ = 1

4
τ2(1 + 3χ ), (36)

where 〈·〉τ is an expectation over a single defect:

〈A (τ̂ )〉τ ≡ Z−1
τ

∫
τ

e−βV (τ̂ )A (τ̂ ). (37)

For quadrupoles τ1 = 0, χ = −1, and

aτ = −2
√

2 ja2σ/k2, (38)

τ2 = −2a2(k2 + βa2 j2σ 2)/
(
βk2

2

)
. (39)
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FIG. 3. Stress vs. strain curves for various values of κ from 10−5

(top) to 10−1/2 (bottom) in the independent defect theory. The curves
are dashed beyond the local maximum, which we interpret as a yield
stress.

Consider first the noninteracting limit. The total free energy
per unit area is

1

�
F = 1

2
σ̂ : ε̂ − Zτ

βa2
, (40)

where ε̂ = 1
2μ

[σ̂ − ν
1+ν

δ̂ tr(σ̂ )] is a strain tensor. The first

term in F comes from the contribution of σ̂ to the elastic
energy. In the absence of defects, this is the only component
of stress with a nonzero expectation value; hence σ̂ is the
constant component of elastic stress, and 〈σ̂ 〉 − σ̂ is then the
plastic stress. The latter can be computed from

1

�

∂F

∂σ̂
= 1

2μ

〈
σ̂ − ν

1 + ν
δ̂ tr(σ̂ )

〉
, (41)

leading to

σ 2 ≡ 1

2
〈σi j〉〈σi j〉 = 2σ 2

(
1 − 4μ j2Zτ

k2

)2

. (42)

This gives the total shear stress as a function of the elastic
shear strain ε = σ/μ. Introducing the strain scale

ε1 = (βμ2a2 j2/k2)−1/2, (43)

this relation is plotted in Fig. 3 for various values of

κ = 2πa2 j2μ

βτ 2
c k2

2

(44)

from 10−5 (top) to 10−1/2 (bottom). Evidently once the strain
is large enough, the stress begins to decrease with strain; we
interpret the local maximum as a yield stress, and consider the
theory to only be reliable for smaller strain. This phenomenon
occurs because as strain is increased, more quadrupoles are
excited, and each quadrupole counters the applied stress. It is
a finite-temperature analog of the yielding scenario discussed
in Refs. [20,21]. Quantitatively, the yield strain scales as ε1,
with a logarithmic correction from κ:

ε2
y ≈ ε2

1 log
(
ε2

1/
(
κε2

y

)) ∼ ε2
1 log(1/κ ), κ � 1. (45)

The sharpness of the transition is controlled by κ . Comparing
with the expression for Zτ [Eq. (33)], we see that κ is pro-
portional to the defect density at zero strain. As this density

k2

γ22

FIG. 4. Projection of renormalization group flow onto (γ22, k2)
space, or equivalently, complete flow for σ = 0. There is a line
of independent-defect fixed points along γ22 = 0. Only trajectories
beginning in the shaded region (X > 0 and γ22 > 0) end there;
otherwise, trajectories tend to the line k2 = 0 where fluctuations
diverge.

increases, the transition becomes more smoothed out. This
agrees with findings in Refs. [37,38].

Let us now see how interactions complicate this picture.
First, we notice that for quadrupoles the k2 evolution equation
reduces to ∂t k2 = − 5π

2 Aγ 2
22, which implies that 4k2 − 5γ22 is

constant. Introduce the important constant

X = 4k0
2 − 5γ 0

22. (46)

Using Eq. (11) we have X = 4(k0
2 − 10a2/μ). We choose

units with bare values a = μ = 1 and fix ν = 2/5. The results
then depend on X , on the temperature β−1, the shear stress
σ , and the dipole-moment scale τc. Since τc sets the fugacity
scale, it controls the defect density, and should be considered
as a parameter set by the quench. At a qualitative level,
lowering the temperature is similar to increasing τc.

Consider first the case σ = 0. The RG flow in the (γ22, k2)
plane is shown in Fig. 4. For X > 0 and γ22 > 0 the flow tends
toward γ22 = 0, which is a line of independent-defect fixed
points; we call this the stable phase. Otherwise, the flow ends
at k2 = 0. In the latter case the fugacity Zτ diverges, hence this
corresponds to a proliferation of quadrupoles. These regimes
are separated by the critical line X = 0 ending at the origin.

When σ > 0, the same picture is obtained (Fig. 5). In the
stable phase, j → 0, while in the unstable phase, j tends to
a nonuniversal constant, depending on its initial value. The
fixed point in ( j, k2) space is the line of fixed points shown in
Fig. 4.

In practice, these asymptotic behaviors are not always
reached, because the RG flow is very slow. Consider σ = 0,
for which

∂tγ22 = −20C2
(γ22)2

(5γ22 + X )2
, (47)

with C2 = 2π2a2/(5βτ 2
c ). This can be integrated to

5

4

(
γ 0

22 − γ22
)[

1 + X 2

25γ22γ
0
22

]
− X

2
log

γ22

γ 0
22

= C2t, (48)
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(a) (b)

k2 k2

j

FIG. 5. Renormalization group flow in ( j, k2) space for (a)
X < 0 and (b) X > 0. The basin of attraction of the fixed point
manifold is shaded. Here β = 1, τc = 10, σ = 0.1 and the shown
region is | j| < 1, 0 < k2 < 1.

where we recall that t = log a. There are three regimes: for
large enough γ22, γ 0

22 − γ22 � 4|X |/5, we have γ 0
22 − γ22 ∼

log a, independent of the sign of X . Instead for smaller γ22,
this sign matters: for X < 0 γ22 tends to a constant at a finite
scale, while for X > 0 we find first a nontrivial power law
γ22/γ

0
22 ≈ a−2C2/X , and eventually γ22 ∼ 1/ log t , these latter

regimes being well-separated only for very small |X |.
These results imply that there is a length scale ξ below

which all couplings evolve only logarithmically, and the sys-
tem is stable. Above this length, either the system remains
stable (X > 0) and the couplings can show nontrivial power-
law behavior, or the system is ultimately unstable (X < 0) and
fluctuations diverge. The critical length can be obtained by
setting k2 = 0 in Eq. (48), for X < 0. We find

ξ ≈ a ek0
2/C2 (49)

to leading order in X ; this result then is also valid for X > 0
to leading order. Since ξ is exponential in the parameters, it
can be astronomically large, in which case only the (transient)
stable regime would be seen. In particular, for a system of
linear size L, if ξ > L, then only the transient regime will
be seen, and neither will the fixed-point be reached, nor will
fluctuations diverge. For ξ < L, however, these two regimes
will be distinguished.

When σ > 0, the phenomenology is similar. First we con-
sider the unstable regime X < 0. Again there is a length ξ

such that k2 → 0 at larger scales. In Fig. 6 we show contours
of log ξ as a function of σ and 1/τc, up to a maximum of
ξ = e100. (Here βμa2 = 1.) We can also study the transition
at fixed τc while β varies. In Fig. 7 we show contours of log ξ

at fixed τc = 50 and varying β. At small enough temperatures
and small enough stress, the length ξ is exponentially large,
so again the transition is avoided.

When X > 0, then ξ is still relevant: below this scale,
the RG flow is logarithmic, while above, there is a regime
of power-law behavior before the fixed point is approached.
To see this, we note that when βa2 j2σ 2/k2 � 1, we have
γ22/γ

0
22 = ( j/ j0)

√
2. Anomalous behavior of γ22 thus carries

over to j.
The corrections to ξ at finite σ can be obtained from the

RG equations. For simplicity we set X = 0 and neglect the
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FIG. 6. Contours of logarithm of length scale ξ as a function
of σ and 1/τc, up to a maximum of log ξ = 100. The length ξ is
exponentially large in the region closest to the origin.

flow of j. Then

log ξ/a ≈ g

C2

∫ k0
2/g

0

dk k

k + 1
e−1/k

≈ k0
2

C2

(
1 − 2ε2

ε2
1

+ · · ·
)

, ε � ε1, (50)

where g = βa2 j2σ 2. For ε � ε1 this reduces to Eq. (49) as
expected. We can obtain a yield strain by finding when ξ = L.
This leads to

ε2
y ≈ ε2

1

2 log 2

[
1 − C2

k0
2

log L/a + · · ·
]
. (51)

Comparing with Eq. (45) we see that interactions between
defects have shifted the yield strain to a smaller value. This is
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FIG. 7. Contours of logarithm of length scale ξ as a function
of σ and 1/β, up to a maximum of log ξ = 100. The length ξ is
exponentially large in the region closest to the origin.
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consistent with expectations from the simple renormalization
argument.

Note that all of these results rest on the weak-fugacity
assumption Zτ � 1. This implies ε < ε1 and, at σ = 0, β 

a2/(k2τ

2
c ).

To summarize this section, we find that there is a critical
length ξ such that couplings are only weakly scale-dependent
on smaller scales. If the system scale L < ξ , then the solid
is stable. When L > ξ , the behavior depends on the relative
strength of the bare self-energy and interactions, represented
by X Eq. (46). When X > 0, corresponding to a large self-
energy, the solid flows toward a fixed point with noninteract-
ing defects. At scales larger than ξ , there is a regime in which
couplings have anomalous power-law behavior, although this
is only predicted near the limits of validity of the theory,
i.e., when k2 is small. Instead when X < 0, corresponding
to a moderate self-energy, the solid is ultimately unstable
and k2 → 0. This corresponds to a divergence of fluctuations,
and we interpret this spinodal transition as a yielding or
melting transition, depending on the control parameter. These
transitions are smoothly related, as shown in Figs. 6 and 7.

However, since the weak-fugacity assumption of the RG
calculation breaks down as the transition is approached, this
transition may in fact disappear in a more complete theory,
and in particular we cannot reliably extract information near
the predicted transition. To confirm and extend the above
results, we therefore proceed to a field-theoretic formulation,
in which the defects are identically summed over.

V. DUAL-FIELD THEORY

Following standard techniques, a defect model can be
transformed into a dual field theory with a complex inter-
action, often with remarkable integrability properties. For
example, the XY model maps onto the integrable sine-Gordon
field theory, and the vector Coulomb gas to an extension
thereof [39,40]. In this section we derive the novel field theory
corresponding to Eqs. (19) and (20).

The interaction τ a
i jτ

b
klCi jkl (�rab)/r2

ab can be written as

Iab = τ a
i jτ

b
kl

Ci jkl (�rab)

r2
ab

= 1

r2
ab

�va · Ê · �vb, (52)

where �va = τ a[1, cos(2θa), sin(2θa)] and

Ê =
⎛
⎝ A α cos(2φ) α sin(2φ)

α̃ cos(2φ) B + γ cos(4φ) γ sin(4φ)
α̃ sin(2φ) γ sin(4φ) B − γ cos(4φ)

⎞
⎠,

(53)

where φ is the polar angle of �rab and

A = γ11 + λ11 + 1

4
λ22, (54)

B = λ11 + 1

2
γ22, (55)

α̃ = 2λ12, (56)

α = 2γ12 + 2λ12, (57)

γ = λ22 + 1

2
γ22. (58)

Matrices of the form Eq. (53) belong to a matrix algebra,
as shown in Ref. [7]. Separating the interaction into the
contributions from dilatant (+) and compressive (−) dipoles,
we have

n′∑
a,b=1,a �=b

Iab =
n∑

a,b=1,a �=b

1

r2
ab

∑
±

∑
±′

�va
± · Ê (�rab) · �vb

±′

=
n∑

a,b=1,a �=b

1

r2
ab

�va
+ ·

[
Ê (�rab) + Ê |α → −α

α̃ → −α̃

(�rab)

]
· �vb

+

(59)

where in the last step we assume that dipoles are strictly
bound into quadrupoles, as above.5 For the initial values of
the couplings, A = 0, and the α and α̃ terms vanish from
neutrality, thus for the quadrupolar system only the lower-
right 2 × 2 block of Ê is relevant, namely,

F̂ (�r) = 1

r2

(
B + γ cos(4φ) γ sin(4φ)

γ sin(4φ) B − γ cos(4φ)

)
. (60)

In Fourier space F̂ is

F̂ (�q) = −π

(
b(q) + γ cos(4θ ) γ sin(4θ )

γ sin(4θ ) b(q) − γ cos(4θ )

)
, (61)

with b(q) = 2B log(q/�) < 0 and θ the polar angle of �q.
For B > 0 as we find, F̂ (�q) is positive-definite for −b(q) >

|γ |. This inequality is violated in the UV regime, since
b(�) = 0. We will need to split the interaction into separate
positive-definite and negative-definite parts, corresponding to
stabilizing and destabilizing interactions, respectively. To this
end we consider an augmented operator ˜̂F (�q) = F̂ (�q) + ηk2δ̂,
where η is a parameter to be chosen such that F̃ is positive-
definite at all q. This requires that

η >
π |γ |

k2
. (62)

Introducing the density

�w(�r) =
∑

a

τ a(cos(2θa), sin(2θa))δ(�r − �ra), (63)

the dual field theory is derived by a standard method, ex-
plained in Appendix C. It is given in terms of two vec-
tor fields �ζ and �ε, with a physical interpretation as plas-
tic strain; they appear as a vector because we have intro-
duced a Voigt-like representation of the tensorial interaction
in Eq. (52) above. �ε admits a straightforward interpreta-
tion: It has the same statistics as −�ε0 + ηk2( �w − �w0), where
�w0 and �ε0 are constant background defect densities, to be
fixed momentarily. �ζ , instead, couples to an imaginary field
and is less transparent. The field theory has the nonlocal

5In a more general theory, we could consider a system composed of
independent dilatant and compressive dipoles, with overall neutrality.

043002-7



ERIC DEGIULI PHYSICAL REVIEW E 101, 043002 (2020)

action

S = 1

2
β

∫
r

∫
r′

�ζ (�r) · ˜̂F−1(�r − �r ′) · �ζ (�r ′)

+β

∫
r

[
ε(�r)2 + 2�ε(�r) · �ε0

2ηk2
+ i �w0 · �ζ (�r) − Z0

βa2
ecξ (�r)2

]
,

(64)

where �ε0=B log(R/a) �w0 + ηk2 �w0 + j �σ , �ξ (�r)=i�ζ (�r) + �ε(�r),
Z0 = (πa2)/(2τ 2

c βk2), c = βa2/(2k2), and �σ = σ (cos 2θσ ,

sin 2θσ ). The appearance of log(R/a) in �ε0 is due to the in-
frared divergence of F̂ when acting on constants:

∫
d2r′F̂ (�r −

�r ′) · �w0 = B log(R/a) �w0, for an asymptotically large domain
of radius R. It is implicitly assumed that any steric constraints
on the defects are captured by a Debye cutoff � = 2π/a in
the field theory. Note that the form of the onsite potential ecξ 2

directly results from the Boltzmann measure on the defects.
The background density �w0 is chosen such that �ζ = 0 is

a solution to the classical equation. This leads to �εc = −�ε0 +
ηk2 �w0, and when �σ = 0 we find �w0 = 0 while for �σ �= 0 we
have �w0 = −ρ j �σ/(B log R/a), with

ρ = Z0B log R/a

k2
ec j2σ 2(ρ−1)2

(1 − ρ). (65)

This has a unique solution which for large systems is ρ =
1 − k2/(Z0B log R/a) + O (1/ log2 R/a). The classical value
for the partition function is then

ZC = Z ′
c exp

(
Z0�

a2
ec j2σ 2(ρ−1)2

)

= exp

(
�

Z0

a2
+ O (�/ log R) + · · ·

)
(66)

and the Hessian is

Ĥ (�r) =
(

˜̂F−1(�r) 0

0 ˆδF
−1

)
+ C[��σ �σ + cδ̂]

(
1 −i
−i −1

)
δ(�r),

(67)

where ˆδF (�r) = δ(�r)ηk2δ̂, � = 2 j2(ρ − 1)2c2 and C =
2Z0/[βa2(1 − η)]ec j2σ 2(ρ−1)2

.
To one-loop order we have [41]

Z1 = ZC |F̃ |−1/2|δF |−1/2|H |−1/2

= ZC exp

{
−1

2
Tr log

[(
F̃ 0
0 δF

)
H

]}
(68)

∝ ZC exp

[
−1

2
�

∫
d2q

(2π )2
logW (�q)

]
(69)

for an operator W (�q). For simplicity we consider only σ = 0.
Then after some work

W (�q) = [1 − πcCb(q)]2 − (πcγC)2. (70)

Stability requires that logW (�q) is always real and has at most
integrable singularities. The most dangerous wave number is
q = � for which we require

k2 > πγ Z0 = π2a2γ

2τ 2
c βk2

. (71)

Consistent with the RG analysis, the field theory breaks down
when the self-energy is too small. Comparing with Eq. (49)
we see that this can be written k2/γ22 > 5/(2 log ξ/a). This
should be compared with the condition to be in the stable
phase determined above, i.e., X > 0, which can be written
k2/γ22 > 5/4. The latter condition determined from the RG
analysis is more stringent, apparently reflecting the logarith-
mic enhancement of fluctuations under renormalization.

Of course, this condition only reflects the stability to small
fluctuations. The action has a term ecξ 2 = e−cζ 2

e+cε2
e2ic�ζ ·�ε ,

which contains potentially dangerous large fluctuations from
ε. It is shown in Appendix C that when k2 is large enough,
the ε field can be eliminated and the stability of the theory
guaranteed (although the field remains imaginary). This holds
for k2/γ > π , which corresponds to the condition X > 0, up
to a numerical factor.

We thus find a well-defined dual field theory when k2 >

πγ Z0, which is definitely stable for k2 > πγ . When σ �= 0
it has an imaginary field, thus not strictly behaving as a
statistical field theory.

Finally, since the operator F̂ is local in Fourier space, the
spectrum of H can be explicitly determined. The eigenvec-
tors ζn(�r) are anisotropic and quasi-localized and decay as
1/r2.

VI. ATHERMAL AND OUT-OF-EQUILIBRIUM SYSTEMS

The scenario described above holds when the stress tensor
is sampled by a Boltzmann measure with Hamiltonian Eq. (7).
One hypothetical experimental realization of this is a defected
crystal in which all dislocations are strictly bound in pairs
with equal and opposite Burger’s vectors, in the special case
where the separation s between dislocations is fixed. From
the KTHNY Hamiltonian it is straightforward to compute the
interaction between two such pairs, which at distances r 
 s
takes the form of Eq. (9), as a function of the Burger’s vectors
and the separation vectors.

We are not aware of any such crystal. However, by a
reinterpretation of the theory, we expect the above scenario
to hold for glasses, out of equilibrium.

Indeed, in this case measurements still occur in some
ensemble specified by boundary conditions and experimental
protocol. If stress is controlled, then this is the stress ensemble
[30,32,42], which in its field-theoretic version was argued to
require only terms to Gaussian order [30,32], in the generic
case. For isotropic materials, one then finds an effective action
exactly of the form βH with H as in Eq. (7), but with effective
couplings with no a priori relationship to elastic moduli or
temperature.

For example, such an ensemble can be derived by
considering harmonic vibrations around an arbitrary inherent
state, specified by its stress field.6 After integrating out the
phonons, the vibrational entropy of the state gives again
Eq. (7), with couplings β

2μ
= g, −βν

2(1+ν)μ = η in the notation of

Ref. [32]. The coefficients g and η both behave as 1/(Ddμ2) in
d dimensions, where D is a length scale needed to regularize

6See the Supplemental Material in Ref. [32].
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the measure; it has a natural interpretation as the particle
size, up to O (1) constants. Equivalently, we can consider the
effective inverse temperature as β ∝ 1/(Ddμ). If the system
has only repulsive forces, then η will be renormalized to
η ∝ 1/(Dd p2) [30].

A natural hypothesis for the measure for glasses is then to
combine contributions from the vibrational entropy and from
the energy at the glass transition temperature. Regardless of
these speculations, the hypothesis of an effective tempera-
ture has been explicitly tested in previous work on glasses
[43–45].7 It was found that an effective temperature Teff

indeed controls the behavior under shear, and in particular that
at any true temperature T , Teff tends to a constant at vanishing
strain rate. This is consistent with Teff being tied to a shear
modulus, as we suggest.

VII. DISCUSSION

It has been argued on general grounds that stress fluctu-
ations in amorphous solids are governed by a distribution
of Boltzmann type, with effective parameters [30,32,42].
Standard renormalization arguments imply that in its field-
theoretic formulation, only terms to quadratic order are
needed; the effective Hamiltonian is then equivalent to Eq. (7).
Predictions for long-range stress correlations naturally fol-
lowed from this theory, in excellent agreement with available
data. This, however, presents a puzzle: since the theory is
Gaussian in the gauge field, it is at bottom a noninteract-
ing theory. But real amorphous solids yield under sufficient
applied stress, and they can also liquify under heating. A
noninteracting theory cannot support any phase transitions.
What then is the missing ingredient in the theory, which
controls the onset of these transitions?

We have shown here that localized excitations can fulfill
this role. Indeed, by including them in the field theory, a
transition appears, which we interpret as yielding if induced
by stress, or melting if induced by temperature. This transition
is fundamentally one of strong coupling, hence the behavior
very near the transition is inaccessible with the present pertur-
bative method, and indeed may disappear in a more general
treatment. However, renormalization group and field-theoretic
calculations are in approximate agreement concerning its lo-
cation. Moreover, since the onset of instability is so abrupt, the
present theory is valid until close to the predicted transition.
So long as the fugacity Zτ is small, the defects are only a
small perturbation to the free energy. We thus explain why the
Gaussian theory correctly predicts stress correlations in such a
large range of parameters, and yet will eventually break down
at the yielding/melting transition.

The renormalization group method sheds some light on
the organization of states within the stable solid phase. For
example, the RG shows that the characteristic dipole-moment
scale τ varies with scale a as τ ∼ a in 2D, generalizing to
τ ∼ ad/2 in d dimensions. This exponent defines a fractal
dimension, reminiscent of the fractal dimension of plasticity
avalanches in amorphous solids. The latter has been studied
both in steady-state yielding, where it is close to 1 in 2D and

7For applications to granular matter, see the discussion in Ref. [30].

close to 3/2 in 3D [46–49], and in the quasi-elastic regime at
small strain, where it is significantly smaller [50,51]. Since the
present theory applies in the stable solid, why the prediction
d/2 is close to, but distinct from, the steady-state yielding
result remains to be clarified. Marginal stability, known to
be present in many amorphous solids, is likely playing a role
[46,47,52–61]. This could be investigated by simulating the
dynamics of the present model, while the quantum formalism
may be useful for an analytical treatment [62].

We found that yielding is a transition of spinodal type.
Recent works indeed present evidence that yielding is of this
form [63,64], but the tools employed in these works are ag-
nostic regarding the microscopic mechanism. Consistent with
[20,21], we have shown that localized quadrupolar defects
will generally renormalize to create large-scale instability. In
our model, the defects are treated on the same footing as the
phonons; their magnitude and orientation are dynamical. It
is very important to see what happens when some properties
of the defects are considered quenched [65], since disorder
necessarily controls dynamics of plasticity.

We found that the transition demarks a stable phase around
the origin in (σ , 1/τc, 1/β ) space (Figs. 6 and 7). The tran-
sition varies continuously with these parameters, but is more
abrupt when induced by stress than by temperature. As the
zero-strain defect density increases, the yielding transition
becomes smoothed out, as found in Refs. [37,38]. We also
find that the abrupt transition can disappear entirely when the
bare self-energy is large enough, consistent with the transi-
tion between brittle and ductile failure recently discussed in
Refs. [37,38].

More precisely, the renormalization group calculation in-
dicates that there is a length scale ξ beyond which the system
can be unstable, if ξ is smaller than the system size L. This
scale depends exponentially on parameters [Eq. (50)] and
can thus be astronomically large. This sensitive dependence
on parameters corresponds precisely to a weak, logarithmic,
system-size dependence of the yield strain [Eq. (51)]. Such
a logarithmic dependence can be seen in Fig. 8 of Ref. [63].
It is currently unclear whether ξ is related to the correlation
length of solid domains derived in Ref. [66], which diverges
proportional to the relaxation time as the glass transition is
approached from the liquid side.

We have not discussed what happens in the yielded phase.
Since each quadrupole can be considered a bound state of a di-
latant and compressive dipole, and the transition corresponds
to a proliferation of quadrupoles, as yielding is approached it
becomes entropically unfavourable for the dipoles to remain
strictly bound in pairs; this opens the possibility for collective
excitations involving multiple pairs of dipoles. Taken to the
limit, this would give a neutral plasma of dilatant (τ > 0)
and compressive (τ < 0) force dipoles. It is possible that this
unbinding is related to the increasing avalanche size and soft-
ening of the pseudo-gap observed as yielding is approached in
elastoplastic models [47].

We have focused on amorphous solids deep in the jammed
phase, where a continuum approach with defects is appro-
priate. It has been shown in Ref. [59] that as the jamming
transition is approached, the quasi-localized modes have a
growing core, and become the anomalous modes associated
to the jamming point [35,67,68]. This suggests that a full
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treatment of the unjamming point in the present framework
may require a more sophisticated description of mode cores
than is accounted for by self-energies.

Finally, it would be useful to extend this theory to three
dimensions. An analog of the Airy stress function exists but
in this case the theory has a bona-fide gauge freedom [30].
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APPENDIX A: DERIVATION OF THE DEFECT ENERGY

In a planar elastic continuum, the response in stress to a
point force �f at �r0 can be written in terms of the Airy stress
function ψ (�r). In a complex notation with f = fx + i fy, z0 =
r0,x + ir0,y the result is (p. 268 in Ref. [34])

ψ (z; f , z0) = −z f

4π (1 + c)
log δz + c f

4π (1 + c)

× [δz log δz − δz] + c.c., (A1)

where δz = z − z0, c = (λ + 3μ)/(λ + μ), and c.c. means
complex conjugate. We now consider a pair of forces ± �f
applied to �r ∓ �s, where �s ∝ �f , in order to preserve both force
and torque balance. The response is

D(z; f , z0, s0) = ψ (z; f , z0 − s) + ψ (z; − f , z0 + s), (A2)

with s = s0,x + is0,y. Expanding this in s we find

D(z; f , z0, s0) = τc

2π (1 + c)
log |z − z0|2

− τ

π (1 + c)
cos(2θ − 2θ0) + O

(
τ |s|2
|z|2

)
,

(A3)

where f = | f |eiθ0 , z = |z|eiθ , and τ = �f · �s. The first term is
monopolar while the second is quadrupolar. It is convenient to
adopt the notation of [23]; see Table 1 therein. We write

D(�r; f , z0, s0) = −ψ0(�r − �r0; M ) − ψ2(�r − �r0; Q̂), (A4)

where

ψ0(�r; M ) = −Y M

2π
log |r| (A5)

and

ψ2(�r; Q̂) = Y

16π
r̂r̂ : Q̂ (A6)

are canonical monopolar and quadrupolar defects, respec-
tively. Here M is the scalar monopolar charge,

Q̂ = Q

(
cos(2θ0) sin(2θ0)
sin(2θ0) − cos(2θ0)

)
(A7)

is the tensor quadrupolar charge, and Y = 2(1 + ν)μ is
Young’s modulus. We define an elastic energy functional as

E [σ 1, σ 2] = 1

2Y

∫
r

Ai jklσ
1
i jσ

2
kl , (A8)

with Ai jkl = (1 + ν)δikδ jl − νδi jδkl . The total stress field σ̂

is decomposed into σ̂ = σ̂ + σ̂ P + ∑
a σ̂ D

a , where σ̂ is a
constant stress, σ̂ P are the transverse phonons, and σ̂ D

a is the
ath defect. The latter two components are written in terms
of Airy scalar fields using the double-curl operator (∇ ×
∇×)i j = (ε̂ · ∇)i(ε̂ · ∇) j = εik∂kε jl∂l , i.e., σ̂ P = ∇ × ∇ × ψ

and σ̂ D
a = ∇ × ∇ × Da. The energy is then

E [σ, σ ] = E + E [σ P, σ P] +
∑

a

E
[
σ̂ D

a , σ̂ D
a

] + 2E [σ̂ , σ̂ P]

+ 2
∑

a

E
[
σ̂ , σ̂ D

a

] + 2
∑

a

E
[
σ̂ P, σ̂ D

a

]
+

∑
a �=b

E
[
σ̂ D

a , σ̂ D
b

]
. (A9)

We have E = 1
2�σ̂ : ε̂ where ε̂ = 1

2μ
[σ̂ − ν

1+ν
δ̂ tr(σ̂ )] is a

strain tensor. The constant component of stress σ̂ is orthog-
onal to the phonons and E [σ̂ , σ̂ P] = 0. Using results from
Table 2 in Ref. [23] we have

2E
[
σ̂ , σ̂ D

a

] = 2Matrσ̂ − 1

4
Q̂a : σ̂ (A10)

and

2E
[
σ̂ D

a , σ̂ D
b

] = Y

2πr2
ab

[MaQ̂b + MbQ̂a] : r̂abr̂ab

+ Y

16πr2
ab

Q̂aQ̂b :: [2r̂abr̂abr̂abr̂ab − r̂ab δ̂ r̂ab],

(A11)

where �rab = �ra − �rb, r̂ab = �rab/|�rab|, and we recall that we are
using a notation in which all tensor contractions are explicitly
indicated, e.g., Q̂Q̂ :: r̂δ̂r̂ = Qi jQkl riδ jkrl .

The interaction energy between a defect and another stress
field σ̂ P = ∇ × ∇ × ψ can be written as E = 1

2

∫
r ψKG in

terms of the defect curvature KG, which for a monopole
and quadrupole is −2M∇2δ(�r − �r0) and 1

4 Q̂ : ∇∇δ(�r − �r0),
respectively [23]. The phonon-defect interaction energy is
then

2E
[
σ̂ P, σ̂ D

a

] = 2
∫

r
ψ (�r)

[
− 2Ma∇2δ(�r − �ra)

+ 1

4
Q̂a : ∇∇δ(�r − �ra)

]
(A12)

= 2

�

∑
�q

ψ�q ei �q·�ra

[
2q2Ma − 1

4
�q �q : Q̂a

]
(A13)

≡
∑

�q
ψ�q �q �q : Âa

�q (A14)

=
∑

�q∈BZU

[
ψ�q �q �q : Âa

�q + ψ
†
�q �q �q : Âa

−�q
]
, (A15)

defining a tensorial operator Â, and then writing the sum over
BZU , the half of the first Brillouin zone in the upper-half
plane.

The phonon self-interaction has the form

E [σ P, σ P] = 1

2Y

∫
r
[(1 + ν)((ε̂ · ∇)(ε̂ · ∇)ψ ) :

((ε̂ · ∇)(ε̂ · ∇)ψ ) − ν(∇2ψ )2] (A16)
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= 1

2Y

∫
r
[(1 + ν)(∇∇ψ : ∇∇ψ ) − ν(∇2ψ )2]

(A17)

= 1

2Y �

∑
�q

[(1 + ν)�q �qψ�q : �q �qψ−�q − νq4ψ�qψ−�q]

(A18)

= 1

2Y �

∑
�q

q4ψ�qψ−�q (A19)

= 1

Y �

∑
�q∈BZU

q4ψ�qψ
†
�q . (A20)

In the interest of future work we will change Y to Ỹ to
distinguish it from the Young’s modulus appearing elsewhere.
We can now integrate out the phonons:∫

Dψ e−βE [σ P,σ P]e−2β
∑

a E [σ P,σ D
a ]

=
∏

�q∈BZU

∫
d2ψ�q e− β

Ỹ �
q4ψ�qψ

†
�q e−βψ�q �q �q:Âa

�q−βψ
†
�q �q �q:Âa

−�q

(A21)

=
∏

�q∈BZU

πỸ �

βq4
exp

⎛
⎝βỸ � q̂q̂q̂q̂ ::

∑
a,b

Âa
�qÂb

−�q

⎞
⎠ (A22)

∝ exp

⎛
⎝2βỸ

�

∑
a,b

K̂aK̂b ::
∑

�q
q̂q̂q̂q̂ ei �q·�rab

⎞
⎠, (A23)

where K̂a = 2Maδ̂ − 1
4 Q̂a. We need to evaluate

Ii jkl (�r) = 1

�

∑
�q

q̂iq̂ j q̂k q̂l ei �q·�r (A24)

= I1(r)[δi jδkl + δikδl j + δilδ jk] + I2(r)r̂i r̂ j r̂k r̂l

+ I3(r)[r̂i r̂ jδkl + r̂i r̂lδ jk + r̂i r̂kδ jl + r̂ j r̂kδil

+ r̂ j r̂lδik + r̂k r̂lδi j], (A25)

where the second form follows since Ii jkl depends only on �r,
is symmetric in all indices, and is invariant under a spatial
reflection. In d dimensions we have

Iiikk = 1

�

∑
�q

ei �q·�r = I1(d2 + 2d ) + I2 + I3(2d + 4), (A26)

r̂i r̂ j Ii jkk = 1

�

∑
�q

(q̂ · r̂)2ei �q·�r = I1(d + 2) + I2 + I3(d + 5),

(A27)

r̂i r̂ j r̂k r̂l Ii jkl = 1

�

∑
�q

(q̂ · r̂)4ei �q·�r = 3I1 + I2 + 6I3, (A28)

and one can compute

K̂aK̂b :: ˆ̂I = −1

2
(MaQ̂b + MbQ̂a) : r̂r̂[I2 + (d + 4)I3]

+ 1
16 Q̂aQ̂b :: [I2r̂r̂r̂r̂ + 2I1

ˆ̂� + 4I3r̂δ̂r̂] (A29)

+ 4MaMb[d (d + 2)I1 + I2 + 2(d + 2)I3], (A30)

where �i jkl = δikδ jl . We now restrict to d = 2 with an
isotropic Brillouin zone 0 < q < �, and evaluate the sums in
the continuum. For r = 0 we have

I1(�r = 0) = �2/(32π ), I2(�r = 0) = I3(�r = 0) = 0,

(A31)

while for r �= 0 we have

I1(�r �= 0) = 1
4πr2

[
1 − 2(r�)−1J1(r�) − 2

3 r�J1(r�)
]
,

(A32)

I2(�r �= 0) = 1

4πr2
[8 + 16J0(r�) − 48(r�)−1J1(r�)],

(A33)

I3(�r �= 0) = 1

4πr2

[−2 − 2J0(r�) + 8(r�)−1J1(r�)

+2

3
r�J1(r�)

]
. (A34)

Introduce a spatial-coupling matrix

P̂(�r) =
[

cos 2φ sin 2φ

sin 2φ − cos 2φ

]
, (A35)

where φ is the polar angle of �r. Then Q̂ : r̂r̂ = 1
2 Q̂ : P̂. Alto-

gether the effective Hamiltonian for the defects is

H =
∑

a

[
2Matrσ̂ − 1

4
Q̂a : σ̂ + E

[
σ̂ D

a , σ̂ D
a

]

− 2Ỹ
�2

32π

[
1

4
Q2

a + 32M2
a

]]
(A36)

+
∑
a<b

[
2

Y

2πr2
[MaQ̂b + MbQ̂a] :

1

2
P̂

+ 2
Y

16πr2
Q̂aQ̂b :: [2P̂P̂ − r̂ δ̂ r̂] − 4Ỹ K̂aK̂b :: ˆ̂I

]
,

(A37)

where r = rab everywhere and P̂ = P̂(�rab) everywhere. We
note that the phonons induce a destabilizing self-interaction
between the defects. This must be compensated by the defect
self-energy E [σ̂ D

a , σ̂ D
a ], which requires regularization. A naive

estimation obtained by replacing δ(�r) by 1/(πa2), where a
is a core size, yields terms of the same form as the phonon-
mediated self-interaction, but with the opposite, stabilizing,
sign. Physically the resultant self-energy must be positive,
but its magnitude then depends sensitively on a�, i.e., the
core size compared to the UV cutoff for the phonons. Since
this quantity is not well constrained, we simply lump together
these terms into

E self
a = μ2

2a2

[
16

c

(
k1 + 1

2
k2

)
M2

a + 1

8
k2Q2

a

]
, (A38)

where a is a microscopic length scale and the ki have units of
inverse shear modulus; this particular form is chosen for later
convenience. We expect ki ∝ 1/μ with O (1) coefficients.
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FIG. 8. Comparison of functions I2(r) and I3(r) with simplified scale-free forms, Ĩ2(r) = 2/(πr2) and Ĩ3(r) = −1/(2πr2), respectively.
Here we have taken � = 1 so that the smallest r is 2π . Note that I1 is obtained from I1(r) = −I3(r) − I2(r)/8 for r > 0.

In the main text we adopt the notation of a tensorial dipole
moment,

τ̂ = 1

2
τ

[
1 + cos 2θ sin 2θ

sin 2θ 1 − cos 2θ

]
= 2μ

c
M δ̂ + μ

4
Q̂,

(A39)

and rewrite the interaction as a quadratic form in τ̂ .

Note that the functions Ii have secular components ∝ 1/r2,
and components that fluctuate on the scale r�. For simplicity,
in this work we consider the scale-free form in which the
fluctuating components are neglected; see Fig. 8. Future work
will critically examine this simplification.

APPENDIX B: DERIVATION OF RENORMALIZATION GROUP FLOW

We consider two fixed charges, τ̂ and τ̂ ′, and see how their interaction, including their self-interaction, is renormalized by
excited charges. The role of fugacity is played by the single-defect partition function Zτ = ∫

τ
e−βV (τ̂ ). At leading order in Zτ ,

we just consider one excited charge. Let �r ′ = �r − �s where �s is the vector from τ̂ to τ̂ ′. We perform the computation where each
charge has a hard core of radius a. The renormalized interaction between the external charges, including self-interactions, is

e−βV (τ̂ )−βV (τ̂ ′ )e−βCi jkl τi jτ
′
kl /s2

= e−βV (τ̂ )−βV (τ̂ ′ )e−βCi jkl τi jτ
′
kl /s2

[
1 + Zτ

∫
�

d2r
a2

〈
e−βCr

i jkl τi jτ
′′
kl /r2

e−βCr′
i jkl τ

′
i jτ

′′
kl /(r′ )2 〉

τ̂ ′′ + O
(
Z2

τ

)]
1 + Zτ

∫
�

d2r
a2 〈1〉τ̂ ′′ + O

(
Z2

τ

) , (B1)

where the integration domain is � = {r > a, r′ > a}. The denominator ensures that the interaction is not renormalized when the
excited charge does not interact with the fixed charges. Then

V (τ̂ ) + V (τ̂ ′) + 1

s2
Ci jklτi jτ

′
kl = V (τ̂ ) + V (τ̂ ′) + 1

s2
Ci jklτi jτ

′
kl − Zτ

β

∫
�

d2r

a2
〈I (�r, �r ′, τ̂ ′′)〉τ̂ ′′ + O (Z2

τ ), (B2)

where

I (�r, �r ′, τ̂ ′′) = e−βCr
i jkl τi jτ

′′
kl /r2

e−βCr′
i jkl τ

′
i jτ

′′
kl /(r′ )2 − 1, (B3)

where the superscript r indicates that P̂ depends on r̂, and where we suppress dependence on τ̂ and τ̂ ′.
Following Refs. [26,36], we can organize Eq. (B2) into a renormalization group transformation by splitting � into the shells

a < r < ba and a < r′ < ba and the remainder �(b) ≡ {r > ba, r′ > ba}. Multiplying through by a2/τ 2
c we can write

Ṽ (τ̂ ) + Ṽ (τ̂ ′) + a2

s2
Ci jkl

τi jτ
′
kl

τ 2
c

= Ṽ (τ̂ ) + Ṽ (τ̂ ′) + a2

s2
Ci jkl

τi jτ
′
kl

τ 2
c

− Zτ a2

βτ 2
c

∫ ba

a

rdr

a2

∫
r̂
〈I (�r, �r ′, τ̂ ′′)〉τ̂ ′′

− Zτ a2

βτ 2
c

∫ ba

a

r′dr′

a2

∫
r̂′
〈I (�r, �r ′, τ̂ ′′)〉τ̂ ′′ − Zτ a2

βτ 2
c

∫
�(b)

d2r

a2
〈I (�r, �r ′, τ̂ ′′)〉τ̂ ′′ , (B4)

where Ṽ = (a/τc)2V , Ṽ = (a/τc)2V . The self-interaction is quadratic in τ̂ and can be written

Ṽ (τ̂ ) = Ai j
τi j

τc
+ Bi jkl

τi jτkl

τ 2
c

, (B5)

Ṽ (τ̂ ) = Ai j
τi j

τc
+ Bi jkl

τi jτkl

τ 2
c

. (B6)

We see that the left-hand-side of Eq. (B4) will be invariant under a scaling transformation in which all lengths transform as
� → �/b and all dipole moments transform as τ → τ/bs, provided A ,B, and C are themselves invariant.
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Write

I (�r; b) = Zτ (b)a(b)2

βτc(b)2

〈
I

( �r
b
,
�r ′

b
, τ̂ ′′,

τ̂

bs
,
τ̂ ′

bs

)〉
τ̂ ′′

, (B7)

where we explicitly indicate here the dependence on τ̂ and τ̂ ′. If

I (�r; 1) = I (�r; b), (B8)

then we can make a change of variables �r to b�r in the final term in Eq. (B4), bringing the integration domain back
to �(1). This term then has the original form but with modified couplings Zτ (b), a(b), τc(b), a(b) and modified variables
τ̂ (b) = τ̂ (1)/bs, τ̂ ′(b) = τ̂ ′(1)/bs.

We see then that the renormalized couplings will satisfy the invariance equation

Ai j[a(b), Zτ (b), τc(b), A(b), B(b),C(b)] = Ai j[a(1), Zτ (1), τc(1), A(1), B(1),C(1)] (B9)

and similarly for B and C , provided the couplings renormalize as

Ṽ (τ̂ , 1) + Ṽ (τ̂ ′, 1) + a2

s2
Cs

i jkl (1)
τi jτ

′
kl

τ 2
c

−
∫ ba

a

rdr

a2

∫
r̂
I (�r; 1) −

∫ ba

a

rdr

a2

∫
r̂
I (�s + �r; 1)

= Ṽ (τ̂ (b), b) + Ṽ (τ̂ ′(b), b) + a(b)2

s(b)2
Cs

i jkl (b)
τi j (b)τ ′

kl (b)

τc(b)2
. (B10)

In the limit b → 1+ we obtain

∂Ṽ (τ̂ )

∂ log a
+ ∂Ṽ (τ̂ ′)

∂ log a
+ a2

s2

∂Cs
i jkl

∂ log a

τi jτ
′
kl

τ 2
c

= −
∫

r̂
I (ar̂; 1) −

∫
r̂
I (�s + ar̂; 1), (B11)

where we used the fact that τc transforms the same as τ̂ and τ̂ ′. This equation must hold for all admissible s, τ̂ , and τ̂ ′; if solutions
exist, then the model is renormalizable to O (Zτ ).

In analogy with results for 2D melting [26,27] the change in free energy is

∂ (βF )

∂ log a
= −1

2
�zZ2

τ + O
(
Z3

τ

)
, (B12)

where � is the system volume and z is the coordination number, whose precise value will not be important.
To compute the right-hand side of Eq. (B11), we need to expand

I (�r, �r ′, τ̂ ′′) = e−βCr
i jkl τi jτ

′′
kl /r2

e−βCr′
i jkl τ

′
i jτ

′′
kl /(r′ )2 − 1

= − β

r2
Cr

i jklτi jτ
′′
kl − β

(r′)2
Cr′

i jklτ
′
i jτ

′′
kl + β2

2r4

(
Cr

i jklτi jτ
′′
kl

)2 + β2

2(r′)4

(
Cr′

i jklτ
′
i jτ

′′
kl

)2

+ β2

r2(r′)2
Cr

i jklτi jτ
′′
klC

r′
pqrsτ

′
pqτ

′′
rs + · · · , (B13)

where the neglected terms will be small if the self-energy is much larger than the interaction energy. Taking the expectation over
τ̂ ′′, we find

〈I (�r, �r ′, τ̂ ′′)〉τ̂ ′′ = −βτ1

r2
Cr

i jklτi j〈τ ′′
kl〉/τ1 − βτ1

(r′)2
Cr′

i jklτ
′
i j〈τ ′′

kl〉/τ1

+ 1

2
β2τ2

(
Cr

i jklτi j

r2
+ Cr′

i jklτ
′
i j

r′2

)
〈τ ′′

klτ
′′
rs〉

τ2

(
Cr

pqrsτpq

r2
+ Cr′

pqrsτ
′
pq

r′2

)
+ · · · , (B14)

where τn = 〈τ n〉. The desired invariance property Eq. (B8) will be satisfied if

bsτ1(b)Zτ (b) = τ1(1)Zτ (1), (B15)

b2τ2(b)Zτ (b) = τ2(1)Zτ (1). (B16)

This leads to s = 1.
There are three types of terms to consider. The first is

I1 =
∫

r̂

〈
Cr

i jklτi jτ
′′
kl

〉
τ̂ ′′ = 2πτ1 tr(τ̂ )

(
γ11 + 2λ11 + 1

4
λ22

)
+ π

8
aτ γ22 τ̂ : σ̂ /σ . (B17)

Note that in I there is another term obtained by integrating the same function around �r = �s + a�r ′; this result will be smaller by
a factor of a2/s2, so we neglect it.

043002-13



ERIC DEGIULI PHYSICAL REVIEW E 101, 043002 (2020)

The second type of term is

I2 =
∫

r̂
Cr

i jklτi jC
r
pqrsτpq〈τ ′′

klτ
′′
rs〉τ̂ ′′ (B18)

= 1

8
τ2τi jτpq

∫
r̂

[
Cr

i jk jC
r
pqrq + 2χCr

i jklC
r
p jrl + O (aτ )

]
, (B19)

where in the final line we ignore corrections with a tensorial dependence on /σ , which correspond to the generation of anisotropic
elasticity. After tedious algebra we find

I2 = 1
8τ2τikτ jl [δikδ jlY1 + Zik jlχY2 + 8πχ (δi jδkl + δilδ jk )Y3 + O (aτ )], (B20)

where the Yi are as in the main text, and

Zikpr =
∫

r̂
Pr

ikPr
pq = π

4
[−δikδpq + δipδkr + δirδkp]. (B21)

Finally, we have terms of the form

I3 =
∫

r̂
Cr

i jklτi jC
r′
pqrsτ

′
pq〈τ ′′

klτ
′′
rs〉τ̂ ′′ (B22)

= 1

8
τ2τi jτ

′
pq[δrsδkl + 2χδ jqδls + O (aτ )]Ai jkl

[
Cs

pqrs + · · · ], (B23)

with

Ai jkl =
∫

r̂
Cr

i jkl = 2πδikδ jl

[
γ11 + 2λ11 + 1

4
λ22

]
+ γ22Zik jl . (B24)

After more algebra we find

I3 = 1
8τ2τikτ

′
jl

[
1

2
δi jδklY4 + δikPs

jlY5 + πγ22χCs
i jkl

]
, (B25)

and there is a related term

I ′
3 = 1

8τ2τikτ
′
jl

[
1

2
δi jδklY4 + Ps

ikδ jlY5 + πγ22χCs
i jkl

]
. (B26)

Assembling terms we find∫
r̂
〈I (a�r, �r ′, τ̂ ′′)〉τ̂ ′′ = − β

a2
I1[1 + O (a2/s2)] + β2

2a4
I2[1 + O (a4/s4)] + β2

2s2a2
I3, (B27)

and there will be another set of terms related by τ̂ ↔ τ̂ ′. Comparing with V (τ̂ ) and Cs
i jkl this term has the correct form in order

for Eq. (B11) to be satisfied, hence the model is renormalizable under the chosen scaling ansatz. Matching up the couplings, we
find the RG equations reported in the main text, where the Yi are

Y1 = 8π

(
λ11 + 1

4
λ22 + γ11

)2

+ 8πχ

(
γ 2

11 + 1

4
γ 2

12

)
+ 4πχ

(
λ11λ22 + λ2

12

) + 16πχ

(
γ11λ11 + 1

2
γ12λ12 + 1

4
γ11λ22

)
, (B28)

Y2 = 4(1 + χ−1)(2λ12 + γ12)2 + γ 2
22 − 16λ2

12 + 8γ22λ11 + 2γ22λ22, (B29)

Y3 = λ2
11 + 1

2
λ2

12 + 1
16λ2

22, (B30)

Y4 = 4π

[
4(1 + χ )

(
γ11 + 2λ11 + 1

4
λ22

)
− 1

2
χγ22

](
γ11 + λ11 + 1

4
λ22

)
, (B31)

Y5 = 2π

[
4(1 + χ )

(
γ11 + 2λ11 + 1

4
λ22

)
− 1

2
χγ22

]
(γ12 + 2λ12). (B32)

One check on the above computations is to see that a quadrupolar theory remains quadrupolar. Indeed, for a theory of
quadrupoles γ11 and γ12 play no role, since they appear multiplied by τii = 0. This implies that for quadrupoles, these couplings
cannot appear in the β-functions of γ22, λ11, λ12, and λ22. Once the quadrupole constraint χ = −1 is applied, this is indeed the
case.
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APPENDIX C: DERIVATION OF DUAL FIELD THEORY

To sum over the defects, we need to first separate them using a Hubbard-Stratonovich transformation. Convergence of the
associated Gaussian integral requires that we have either a positive-definite or negative-definite operator for all �q. Since the
original operator F̂ is not positive-definite at all q, we split the interaction into an augmented operator ˜̂F = F̂ + δF and the
remainder −δF . The deformation δF (�q) = ηk2 is a self-energy. We are thus shifting part of the self-energy term from directly
acting on the defects to act instead on the new field introduced through the transformation. To be positive-definite, we need
−2πB log(q/�a) + ηk2 > π |γ | for all q. For B > 0 as we will assume, the most dangerous wavenumber is q = �, where this
reduces to η > π |γ |/k2.

The defects are separated using two Hubbard-Stratonovich transformations, in bra-ket notation

e− 1
2 β〈w−w0|F̃ |w−w0〉 ∝

∫
Dζ e− 1

2 β〈ζ |F̃−1|ζ 〉eiβ〈ζ |w−w0〉, (C1)

e+ 1
2 β〈w|δF |w〉 ∝

∫
Dε′ e− 1

2 β〈ε′|δF−1|ε′〉eβ〈ε′|w〉, (C2)

leading to

Z =
∑
n�0

1

n!

∫
r1,...,rn

∫
τ1,...,τn

e−βH2n (C3)

= e
1
2 β〈w0|F̃ |w0〉

∑
n�0

1

n!

∫
r1,...,rn

∫
τ1,...,τn

e− 1
2 β〈w−w0|F̃ |w−w0〉e−β〈w|F̃ |w0〉e+ 1

2 β〈w|δF |w〉e−β
∑

a V 0(τ̂ a ) (C4)

∝ |F̃ |−1/2|δF |−1/2Z ′
c

∫ ′
Dζ

∫ ′
Dε′ ∑

n�0

1

n!

∫
r1,...,rn

∫
τ1,...,τn

eβ〈w|iζ+ε′−F̃w0〉e−β
∑

a V 0(τ̂ a ), (C5)

where
∫ ′

Dζ = ∫
Dζ e− 1

2 β〈ζ |F̃−1|ζ 〉e−iβ〈ζ |w0〉 and
∫ ′

Dε′ = ∫
Dε′ e− 1

2 β〈ε′|δF−1|ε′〉. Then

Z ∝ |F̃ |−1/2|δF |−1/2Z ′
c

∫ ′
Dζ

∫ ′
Dε′ ∑

n�0

1

n!

(∫
r

1

4τ 2
c

∫
d2w eβ �w·(i�ζ (�r)−F̃w0 )e−β j �σ · �w− 1

2a2 βk2w
2
)n

, (C6)

∝ |F̃ |−1/2|δF |−1/2Z ′
c

∫ ′
Dζ

∫ ′
Dε′ ∑

n�0

1

n!

(
πa2

2βk2τ 2
c

∫
r

eβa2ξ (�r)2/(2k2 )

)n

, (C7)

∝ |F̃ |−1/2|δF |−1/2Z ′
c

∫ ′
Dζ

∫ ′
Dε′ exp

(
Z0

∫
r

eβa2ξ (�r)2/(2k2 )

)
, (C8)

where Z ′
c = e

1
2 β〈w0|F̃ |w0〉, �σ = σ (cos 2θσ , sin 2θσ ), �ξ (�r) = i�ζ (�r) + ε′(�r) − B log(R/a) �w0 − ηk2 �w0 − j �σ , and Z0 =

(πa2)/(2τ 2
c βk2).

It is convenient to define �ε0 = B log(R/a) �w0 + ηk2 �w0 + j �σ , make a shift �ε ′ = �ε + �ε0, and define

Zc = Z ′
ce

1
2 β〈�ε0|δF−1|�ε0〉. (C9)

Assembling terms we then arrive at the nonlocal action shown in the main text.
As mentioned in the main text, the ε field can be eliminated in one regime. Indeed, since 〈w|δF |w〉 = ηk2

∑
a τ 2

a /a2, this term
is just a self-energy. Instead of introducing ε, it can be incorporated into the defect self-energy, giving a total term exp(− 1

2β(1 −
η)w2k2/a2) in the w integral. Convergence of this integral requires that 1 − η > 0. Since we must have η > πγ /k2, the former
condition can be satisfied when k2 > πγ , which corresponds approximately to the stable regime when X > 0, discussed with
respect to the RG. Therefore, in this regime, the ε field is unnecessary.
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