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Fluid-driven fractures in granular media: Insights from numerical investigations
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We investigate the mechanisms of opening-mode fracture initiation in granular media. The study is based
on a simulation of grain-scale fluid-grain interactions through a coupled numerical approach in which the
discrete element method is used to solve for the mechanics of a solid granular medium, and computational
fluid dynamics is used to model fluid flow and drag forces. We present benchmark problems with analytical
solutions and validate this numerical model against experiments on a viscous-drag-driven cavity in the literature.
Additional simulation results show fracture initiation mechanisms in a random granular packing subjected to
constant boundary stresses and to fluid injection with a localized source. The dimensionless variable Fs/Fsk

(ratio of seepage force Fs and skeletal force Fsk) incorporates the impacts of physical properties and injection
parameters including fluid viscosity, injection velocity, grain size, and effective stresses, and it has been used as
a criterion separating regimes of fluid invasion and drag-driven fracture opening. Our simulation results show
that Fs/Fsk in combination with τ1 (ratio of diffusion time from hydromechanical coupling and injection time)
serves as a prediction of fracture opening within granular packing. We suggest a simple criterion (Fs/Fsk > 1
or τ1 > 0.17) that is valid for various types of granular media and injection conditions to determine if fracture
opening will occur. Among other applications, this study is useful to predict the initiation and propagation of
fractures in natural sediments.

DOI: 10.1103/PhysRevE.101.042903

I. INTRODUCTION

Fluid injection into the subsurface occurs in many engi-
neering applications such as CO2 geological storage [1,2],
grouting for ground improvement [3,4], enhanced oil recovery
[5], waste subsurface disposal [6,7], and water-flooding for
hydrocarbon recovery and hydraulic fracturing [8–12]. Frac-
tures are a common consequence of subsurface fluid injection.
Natural fluid overpressure can also force the fluid to migrate
through porous media and create localized fractures in geosys-
tems [13–20]. Improved theories and models of fluid-driven
fractures in granular media are of great importance to predict
natural geosystems and optimize engineering designs.

Elastic solutions, e.g., linear elastic fracture mechanics
(LEFM), have been extensively used to investigate the ini-
tiation and propagation of fluid-driven fractures in cohesive
rocks [21–25]. Elastic formulations are usually not applica-
ble to the unconsolidated formations with little cementation
and high permeability due to their lack of tensile strength
and strongly coupled behavior with the fluid pressure [6,26–
31]. Discrete approaches, e.g., the discrete element method
(DEM), treat the rock as an assembly of blocks or particles
and allow for a direct investigation of local physical phenom-
ena such as the initiation and formation of cracks [32,33].
Discrete approaches are more realistic at the microscale than
usual continuum approaches.

There are various models to simulate fluid flow and interac-
tion between fluid and particles based on discrete approaches.
Pore network modeling simplifies the complex pore-space
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geometry as an interconnected network of pores and chan-
nels [34]. Pore network modeling based on the discrete el-
ement packing overcomes the issue of high computational
cost but does not provide an accurate reproduction of the
fluid domain [17,35–39]. There are also approaches cou-
pling smooth particle hydromechanics (SPH) or the Lattice-
Boltzmann method (LBM) with DEM to describe the fluid-
particle system [40–47]. However, these approaches require
long computational times and therefore are rarely used to
model fluid-driven fractures. Computational fluid dynamics
(CFD) coupled with DEM has been widely applied to var-
ious hydromechanical engineering problems [48–51]. The
CFD-DEM model can use either “resolved” or “unresolved”
approaches dependent on the size of the particles and the
required resolution of fluid flow [52–54]. In this study, we
adopt the resolved approach that can capture well the fluid
flow within each individual pore and the impact of the two
phases (fluid and grain) on each other.

Experimental studies show that micromechanical pro-
cesses are fundamental to fluid-driven fractures in granular
media [55–57]. At the particle level, the most important forces
involved in the fluid-driven particle displacements include
the weight of particles W = πdp

3ρ f g/6, where dp is the
particle size and ρ f is the fluid mass density, the skeletal force
Fsk = σdp

2, where σ is the effective stress (N/m2) acting
on the particles, the capillary force Fc = πdpTs due to an
injection of immiscible fluid with interfacial tension Ts (N/m),
and the seepage force Fs = 3πμ f udp due to an injection of
miscible fluid of viscosity μ f traversing the pore space with a
velocity u. Skeletal force scales with dp

2 while capillary and
seepage forces scale with dp [58]. Therefore, fine grains are
more prone to fluid-driven fracture opening with capillary and
seepage forces exceeding skeletal force than coarse grains.

2470-0045/2020/101(4)/042903(9) 042903-1 ©2020 American Physical Society

https://orcid.org/0000-0002-9595-3108
https://orcid.org/0000-0002-3418-0180
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.101.042903&domain=pdf&date_stamp=2020-04-22
https://doi.org/10.1103/PhysRevE.101.042903


SUN, LI, ESPINOZA, AND BALHOFF PHYSICAL REVIEW E 101, 042903 (2020)

FIG. 1. Regimes of fracture opening dependent on fluid and
granular medium type and a force balance between capillary (Fc),
seepage (Fs), and skeletal forces (Fsk) (redrawn from [58]). Parameter
dp is the particle size, Ts is the interfacial tension, σ is the effective
stress, μ f is the fluid viscosity, and u is the injection velocity.

The van der Waals force describing the interaction between
molecules remains negligible for the range of dp in this study.

Figure 1 shows various regimes of fracture opening due
to invasion of an immiscible and/or miscible fluid [58]. A
medium of coarse grains (large dp) corresponds to zone (a)
with no fracturing due to fluid invasion. Capillary forces
caused by the immiscible invasion can promote fracture open-
ing in fine-grained media, as shown by zone (b). Fracture
initiation driven by miscible fluids requires enough drag force
to support opened fracture walls [zone (c)]. In other words,
fine-grained media, high fluid flow velocity, high fluid viscos-
ity, and low effective confining stress favor fracture opening
[29]. Capillary and seepage forces may also induce fracture
opening under a mixed mode [zone (d)]. Here, we focus on the
invasion of miscible fluids (the x-axis in Fig. 1), which results
from the competition between seepage and skeletal forces.

The objective of this article is to investigate the underlying
mechanisms and conditions that determine fracture open-
ings in uncemented granular media. We use a grain-scale
fracture initiation model based on the CFD-DEM to model
fluid flow through a granular medium. First, we describe the
resolved CFD-DEM model, which can capture the particle-
particle/fluid interactions at high particle concentrations. Sec-
ond, we validate the numerical model against experiments
of fluid-driven deformation of a soft granular material. Last,
we discuss the fracture initiation mechanisms in a random
granular packing subjected to constant boundary stresses and
fluid injection with a localized fluid source. We identify the
regimes of fracture opening by combining two dimensionless
parameters. This work reveals how particle-scale processes
contribute to fluid-driven fracture initiation at the grain scale.

II. NUMERICAL APPROACH

The solid granular medium is modeled with the discrete
element method (DEM), and the fluid flow is solved using
computational fluid dynamics (CFD). We implement this cou-
pled model with “CFDEMcoupling”, which is an interface
between the discrete element code LIGGGHTS and the CFD

toolbox OPENFOAM [59]. The CFD-DEM model combines
Eulerian and Lagrangian methods [47,52,53,60]. The DEM
approximates an individual grain by an idealized shape, e.g.,
a sphere in 3D and a disk in 2D, calculates the forces and
torques exerted at particle contacts, and explicitly updates the
particle dynamics at each iteration through Newton and Euler
equations. The contact law follows a Hertzian contact me-
chanics in between particles. The material properties used for
particles include the following: Young’s modulus of particles
E, Poisson’s ratio ν, coefficient of friction µ, and mass density
ρp. The macroscopic mechanical behavior emerges from the
interplay of mostly rigid particles through their contacts at the
microscale [32]. Detailed model formulation of the DEM can
be found in our previous work [61,62]. The CFD is a direct
numerical simulation approach to describe the fluid flow and
involves the discretization and solution of the Navier-Stokes
(NS) equation in space and time using various numerical
methods, e.g., the finite volume method in this study [63,64].

In this work, we adopt the resolved CFD-DEM approach
to model the solid phase with the fictitious domain method,
which is suitable for a complex geometry (particulate phase in
this study) embedded in a simple domain [65]. The advantages
include that (i) fluid flow is fully resolved without any reduced
order models (in contrast to the unresolved approach that
solves a locally averaged NS equation and assumes a drag law
of fluid flow on particles); (ii) the model has structural recti-
linear CFD meshes independent of the particle location and
therefore avoids grid regeneration and unstructured meshes
that could be computationally expensive; and (iii) the model
has a good scalability, which enables parallel implementation.
This resolved approach is applicable for large particles cov-
ering fine computational mesh cells that simulate the accurate
fluid flow and fluid-solid coupling. The supplemental material
includes a brief introduction to the model formulation and
algorithm [79]. More details can be found elsewhere [52,65].

The supplemental material also presents several classic
benchmark problems for the numerical approach: (i) upward
seepage flow in a single column of spheres, (ii) a settling
single spherical particle in a fluid, and (iii) steady-state fluid
flow and pressure drop through a random particle packing.
The results of the resolved CFD-DEM model agree with the
corresponding analytical solutions.

III. MODEL VALIDATION AGAINST EXPERIMENTS

MacMinn et al. injected a mixture of water and glycerol
(61% glycerol in mass) into the center of a radial disk filled
with a monolayer of soft spherical polyacrylamide hydrogel
particles, and they studied its deformation during injection
[66]. Their system contained ∼25 000 spherical particles
between two glass plates and was initially fully saturated. The

TABLE I. Properties of soft spherical polyacrylamide hydrogel
particles.

Young’s modulus, E 20 KPa
Poisson’s ratio, v 0.4999
Coefficient of friction, µ 0
Mean diameter, dp 1.2 mm
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FIG. 2. Fluid is injected into a monolayer of soft spherical parti-
cles and displaces the particles outward. The annular spacer confines
the particle movement but allows the fluid to flow through. Parameter
b is the radius of particle packing. The high-resolution imaging
and particle-tracking permit calculating the displacement field. The
image [66] shows the particle packing at the end of fluid injection.

packing had an initial porosity of ∼0.51. A permeable spacer
separating the two plates confined the outward movement of
particles but allowed fluid to flow through. The particles were
elastic, noncohesive, incompressible (Poisson’s ratio is ∼0.5),
slippery (coefficient of friction is near zero), and followed the
Hertzian contact model. Table I shows the properties of the
particles.

Figure 2 shows the experimental setup and the image
of the displaced particles at the end of fluid injection. The
plate had a circular shape with a radius b of 105 mm. The
injection port had a radius of 1.25 mm. The injected fluid
had a viscosity of 0.012 Pa s and was injected at a constant
volumetric rate Q(= 16 mL/min). The fluid flowed radially
and exited through the annular spacer. The fluid flow dragged
the particles outward and resulted in a cavity at the center.
After the deformation reached an equilibrium state, fluid

injection stopped and particles relaxed. Therefore, the cavity
first opened and then closed during the experiment.

We simulate the fluid-driven cavity in a packing of soft
particles shown in Fig. 2 using the resolved CFD-DEM model.
Limited by the computational time, the domain of the simula-
tion (2b = 80 mm) was set smaller than that of the experiment
(2b = 210 mm). The particles have a diameter of 1.2 mm.
The packing has an initial porosity of ∼0.46. Other model
parameters are set equal to those in the experiment. Boundary
conditions of the fluid flow include a constant injection rate
and an atmospheric pressure at the draining spacer. Figure 3(a)
shows the simulated cavity shapes at steady-state conditions in
the experiments. Figure 3(b) shows the evolution of the cavity
in the numerical simulation. The color represents the absolute
particle displacements. Parameter tD is the dimensionless time
and rD is the dimensionless radius. Similar to the experiment,
the fluid injection opens a cavity due to drag forces; then, the
injection stops and the cavity closes due to the elastic response
of the particles.

The shape of the cavity in the experiments is not repeat-
able, indicating the irreversible micromechanical deforma-
tions [66]. The simulated cavity tends to be more symmetric
around the injection port and smooth compared to the experi-
mental cavity, which is likely due to the small domain of the
numerical simulation and the perfect uniform distribution and
spherical shape of the simulated particles. We normalize the
time t and radial position r by the domain radius b and the
duration of the experiments/simulation tmax (proportional to
the characteristic time scale Tpe):

rD = r

b
, (1)

tD = t

tmax
, (2)

tmax ∝ Tpe = μ f b2

Ek
, (3)

FIG. 3. Experimental and numerical results. (a) Steady-state cavity shape from three experiments [66]. (b) Absolute displacements of
particles in the resolved CFD-DEM simulation. The cavity first opens due to drag forces and then closes when injection stops. Parameter tD is
the dimensionless time and rD is the dimensionless radius.
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FIG. 4. Comparison between three experiments [66] and our
three CFD-DEM numerical simulations. The resolved CFD-DEM
approach can predict a similar macroscopic deformation behav-
ior because it captures well the fluid-particle and particle-particle
interactions.

where μ f is the fluid viscosity, E is the effective (drained)
Young’s modulus of the granular medium, and k is the per-
meability of the granular medium [66,67]. The dimensionless
cavity area AD is the ratio of the cavity area A and domain
area πb2:

AD = A

πb2
. (4)

We compare the evolution of dimensionless cavity area AD

over the dimensionless time tD from three experiments and
our three numerical simulations (Fig. 4). The injection rate Q
is constant and equal to 16 mL/min for both experiments and
simulations.

Figure 4 shows that the resolved CFD-DEM model can
predict the fluid-driven cavities observed in the experiments.
The three experiments are a result of the injection-relaxation
cycles repeated on the same group of particles. The variability
of the results under identical operational conditions indicates
that the particle spatial distribution has a slight impact. The
change in cavity area results from a force balance between
the drag force and the elastic contact force caused by a
drag-driven compaction. The resolved CFD-DEM approach
can capture well the fluid-particle and particle-particle inter-
actions and therefore predicts a similar macroscopic defor-
mation behavior. The experiments have limitations related to
using only one type of soft granular material and having fixed
walls radially symmetric. The numerical CFD-DEM model
allows changing granular micromechanical properties, fluid
characteristics, and boundary conditions. In the following
section, we investigate the fracture opening induced by fluid
injection into a granular medium based on the resolved CFD-
DEM approach.

IV. RESULTS AND DISCUSSION

A. Fluid-driven fracture opening with an anisotropic
state of stress

We investigate the underlying mechanisms of fluid-driven
fractures in uncemented granular media under an anisotropic

FIG. 5. Schematic of CFD and DEM boundary conditions ap-
plied to a random particle packing. σmax and σmin are maximum and
minimum stresses where σmax = 4 × σmin. The fluid is injected from
the middle black point with a constant fluid injection rate and exits
at the boundaries with a constant fluid pressure.

state of stress. The model of granular media is simplified
to a numerical packing of 10 122 spherical particles with a
diameter of 2 μm in one layer (Fig. 5). The monolayer has no
gravity effects. We prepare the grain packing by generating
random grains within the simulation domain and relaxing
them until negligible grain-to-grain overlaps occur. The poros-
ity of the sample is conditioned by the initial placement of
particles in the simulation domain. The simulation domain
is rectangular, of size 200 μm × 200 μm, which is large
enough to eliminate the boundary effects. We apply constant
stress boundary conditions in the x- and y-directions, and
we use a stress ratio (maximum stress σmax over minimum
stress σmin) of σmax/σmin = 4, which is close to the critical
stress anisotropy that can be imposed without inducing a
shear failure [68]. A high stress anisotropy is expected to
increase the likelihood of shear failure and facilitate fracture
propagation [69]. After the packing is subjected to a given
state of stress, the fluid is injected at the inlet port placed at the
bottom-center of the model. The porous medium is initially
saturated with the same fluid as the fluid we inject. The fluid
flows through the particle packing and exits at the boundaries
with a prescribed constant outlet pressure. The particles are
subjected to constant-stress boundaries and can move after the
loading procedure. The CFD mesh is uniform with four cells
per particle diameter [53]. Reynold’s number (Re) is about
2 × 10−6 at the inlet indicating a laminar flow regime,

Re = ρ f udp

μ f
∼ 2 × 10−6. (5)

The base case simulation is performed with the parameters
given in Table II and models the fracturing opening process
within a time period of 1 s. The injection hole has a diameter
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TABLE II. Model parameters of CFD-DEM simulation.

Particle Young’s modulus, E 1 MPa
Particle Poisson’s ratio, v 0.3
Particle-particle/particle-wall coefficient of friction, μ 0.5
Particle diameter, dp 2 μm
Particle density, ρp 2650 kg/m3

Maximum stress, σmax 2.5 KPa
Fluid injection Darcy velocity, u 1 mm/s
Fluid viscosity, μ f 1 Pa s
Fluid density, ρ f 1000 kg/m3

Number of particles 10 122

of 2 μm. The fluid injection Darcy velocity is the volumetric
injection rate divided by the cross-sectional area of the porous
medium, i.e., the perimeter of the injection hole times the
thickness of the particle packing. The simulation is run in
parallel and takes ∼ 48 h on 192 Xeon E5-2690 v3 (Haswell)
2.6 GHz processors of Lonestar5 high-performance comput-
ing resource in Texas Advanced Computing Center. All model
parameters are typical values of fluid flow and fine granular
material [70,71]. We explore the effects of these parameters
in the following sections. Please note that a monodisperse
packing of spheres can order into crystalline structures and
might affect the results. This is a limitation of the current study
and has implications on the extension of this work to real
subsurface granular media with a particle size distribution.
Adding a particle size distribution would add one more level
of complexity to the problem that we decided to skip in this
study.

Figure 6(a) shows the x-direction displacement field of
particles at times of 0.1, 0.3, and 1 s of fracture propagation
in the base case simulation. Fracture initiates from the fluid
injection point and opens at several locations preferentially
perpendicular to the minimum principal stress σmin. Similar
to experiments [29,72], our simulation shows complex and
subparallel fractures induced by the fluid drag force. Figure
6(b) shows that the fluid flow is localized in the opened

fracture channels, and fluid drag supports the aperture of
fracture walls. Stopping fluid injection would result in loss of
drag forces, relaxation of the particles, and therefore closure
of the fracture.

Unlike cemented materials, the uncemented particle pack-
ing has no tensile strength. Experiments have shown that the
fracture initiation in a packing of uncemented particles is
determined by fluid invasion and shear failure ahead of the
fracture tip [29,73,74]. Therefore, shear strain localization
in the particle packing is critical to explain fracturing in
uncemented granular packings. We use open-source digital
image correlation tools (2D-DIC MATLAB codes Ncorr) [75]
and calculate the shear and volumetric strains from the images
produced by DEM numerical simulations. Figure 7 shows the
fields of local shear strain εxy and volumetric strain εvol of the
full domain at the time of 0.3 s, taking time 0 s as the reference
frame. A sheared zone near the fracture face indicates that the
fracture opening in unconsolidated particles is dominated by
shear failure.

B. Control factors on fluid-driven fractures in granular media

Fluid-driven fracture opening in granular media exhibits
large deformations and irrecoverable deformations. The clas-
sical theory of linear elastic fracture mechanics coupled with
poroelasticity is not applicable for this problem. The resolved
CFD-DEM model offers an alternative to investigate fracture
initiation and explore grain-scale processes. As illustrated in
Sec. I, the dimensionless variable Fs/Fsk (ratio of seepage
force and skeletal force) is a criterion to separate regimes
of fluid invasion without fracturing and drag-driven fracture
opening. In this section, we will explore the effects of the
dimensionless variable Fs/Fsk along with other important
parameters.

First, the simulations explore the dimensionless variable
Fs/Fsk from 0.75 to 75 by increasing the fluid viscosity from
0.1 to 10 Pa s. All other parameters remain invariant (Table II).
Figure 8 shows the displacement patterns for tests at the
same time t = 0.3 s but with a different Fs/Fsk. When Fs/Fsk

FIG. 6. (a) Fracture initiation and propagation represented by the particle x-direction displacement field at times of 0.1, 0.3, and 1 s in the
base case. (b) Field of fluid velocity magnitude. The injection velocity is 1 mm/s. The upper limit shown in the figure is selected as 0.2 mm/s
to better visualize the velocity field far from the inlet port.
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FIG. 7. Fields of shear strain εxy and volumetric strain εvol obtained from DEM simulation results based on the 2D-DIC.

is relatively small, ∼0.75, the particles exhibit negligible
displacements that result in near zero shear and volumetric
strains. The injected fluid from the middle point tends to
invade rather than displace the particle packing. For this case
scenario, the flow regime is dominated by the infiltration
rather than the fracture opening.

As the Fs/Fsk increases from 0.75 to 7.5, a frac-
ture opening occurs, which indicates a transition from the
infiltration-dominated regime to the grain-displacement dom-
inated regime. The created fracture is relatively complex with
a main opening and several branches. The fracture initiates at
the fluid injection point and opens up perpendicularly to the
minimum principal stress direction. The field of local shear
strain shows that the fluid also permeates into the granular
medium and induces a shearing of the particles near the main
fracture. The highly sheared zone coincides with the created
fractures. As Fs/Fsk further increases to 75, the fluid flow
induces a short and wide cavity rather than thin fractures as
seen for Fs/Fsk = 7.5. High fluid viscosity inhibits infiltra-
tion, therefore fluid injection results in a grain-displacement-

FIG. 8. Effect of the dimensionless variable Fs/Fsk on the frac-
ture opening. From top to bottom, Fs/Fsk changes from 0.75, 7.5,
and 75. The simulated time of all three cases is 0.3 s.

dominated regime. The particle displacements induced by
seepage drag forces lead to changes in effective stress.

Apart from the dimensionless parameter Fs/Fsk, the parti-
cle micromechanical properties including Young’s modulus,
Poisson’s ratio, and a friction coefficient may also influ-
ence the fracture opening behavior. The base case shown in
Fig. 9(a) uses the parameters given in Table II. Figure 9(b)
shows the simulation result by increasing the particle Young’s
modulus from 1 to 10 MPa. The created openings tend to
be thin for a granular medium consisting of stiff particles,
which also manifests due to the small sheared zone and
the low-magnitude volumetric strains. Therefore, an increase
in particle Young’s modulus reduces the width of fracture
opening.

Figure 9(c) shows the simulation result by decreasing the
particle Poisson’s ratio from 0.3 to 0.1. The particle Poisson’s
ratio only has a slight impact on the fracture opening. Figure
9(d) shows the simulation result by decreasing the coefficient
of friction from 0.5 to 0.1. The coefficient of friction μ is
proportional to the roughness of the particle surface. As μ

decreases, the shear and volumetric strains show a slight de-
crease due to the decrease in particle surface roughness. This
is consistent with the fact that the friction angle is proportional
to the dilation angle in granular media [76,77]. Figure 9
shows that Young’s modulus among other micromechanical
properties shows the most significant influence on fluid-driven
fracture behavior.

C. Regimes of fracture opening

Injection of aqueous glycerin solutions into dense dry
Ottawa F110 sand showed that the flow regime depends on
the interplay between fluid infiltration and grain displacement
[70]. The flow regime is dominated by the infiltration with
negligible flow channels when the injection velocity and the
fluid viscosity are relatively small. A transition from the
infiltration-dominated regime to the grain-displacement dom-
inated regime occurs as the injection velocity and the fluid
viscosity increase, which is consistent with our simulation
results. The classification of these displacement regimes in
unconsolidated granular media shares similarities with that of
fracture propagation regimes in cemented rocks [25,78].
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FIG. 9. Effects of particle micromechanical properties on the fields of shear and volumetric strains. Compared to base case (a) with
parameters given in Table II, cases (b)–(d) indicate that Young’s modulus among other micromechanical parameters has the most significant
influence on fluid-driven fracture behavior.

The dimensionless time τ1, defined as the ratio between
the diffusion time from hydromechanical coupling td and the
injection time ti, serves to classify the infiltration-dominated
and the grain-displacement-dominated regimes [70],

τ1 = td
ti

= μ f ul

Ek
, (6)

td = μ f l2

Ek
, (7)

ti = l

u
, (8)

where μ f is the fluid viscosity, u is the injection velocity,
l is the characteristic length, E is the small-strain Young’s
modulus of the granular packing, and k is the permeability.
The fluid injection inlet diameter is the characteristic length
[70]. Young’s modulus of the medium is proportional to the
particle Young’s modulus when the particle Poisson’s ratio is
constant [35]. We measure the effective-medium modulus of
the particle monolayer by performing a biaxial compression
test and measure the permeability based on the Kozeny-

Carman relation (see details in the Supplemental Material
[79]). The permeability of the particle packing is a function
of particle size and packing porosity. We include the specific
values of Young’s modulus and permeability of the granular
medium for each case scenario in the Supplemental Material
[79].

We investigate the effects of all relevant parameters such
as the fluid viscosity, injection velocity, particle microme-
chanical properties, particle size, and applied stress in our
simulations of fracture propagation. Only the fluid viscosity
and the injection velocity were varied in the experiments
performed by Huang et al. [70]. For each case scenario, we
calculate the dimensionless parameters τ1 and Fs/Fsk, and
we summarize all the results in Fig. 10. The Supplemental
Material includes a table listing the properties used for each
numerical simulation [79].

Figure 10 shows that the dimensionless parameter τ1 or
Fs/Fsk alone is not sufficient to describe the displacement
regimes of fluid injection into a packing of particles. For
instance, a fracture opening initiates in a relatively soft gran-
ular medium when Fs/Fsk is smaller than 1 as long as τ1 is
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FIG. 10. Regimes of fracture/cavity opening in granular media
based on the dimensionless parameters τ1 and Fs/Fsk. Each point
results from one simulation using various parameters including the
fluid viscosity μ f , injection velocity u, Young’s modulus E, particle
size dp/permeability k, and applied stress σ . There are two clear
zones of fracture opening and no fracture opening.

large enough. The results show that these two dimensionless
parameters in combination result in a good indicator of frac-
ture opening. We find a simple and straightforward criterion
conditioning the fracture opening: τ1 > 0.17 or Fs/Fsk > 1.
The threshold value of τ1 is numerically and experimentally
obtained as 0.44 and 0.1 in the literature [35,72], which is
consistent with our results. The valid range of the injection
rate could be broad as long as the flow is in a laminar
regime (small Reynolds number). For instance, an injection
rate of 125 mL/min and 9.6 × 106 mL/min has been used
to characterize the dimensionless time τ1 in the literature
[35,70,72]. The threshold value of Fs/Fsk indicates that the
seepage force should be greater than the skeletal force [58].
Figure 10 provides a simple approach to predict whether a
fracture opening will occur in granular media, and it has a
wide range of applications. For instance, honey (∼10 000 cp

at room temperature) injected at 0.1 m/s may fracture sands
of 1 mm size under a confining stress of 5 KPa because the
calculated Fs/Fsk exceeds 1.

V. CONCLUDING REMARKS

We investigate numerically the fracture initiation mecha-
nisms in a granular medium subjected to constant boundary
stresses and to fluid injection with a localized source. The
dimensionless parameter Fs/Fsk, which takes into account the
impact of fluid viscosity, injection velocity, grain size, and
principal effective stresses, serves as an indicator of drag-
driven fracture opening [58]. On the other hand, simulation
results show that grain micromechanical properties such as
Young’s modulus of granular packing can also influence the
fracture initiation and propagation. The dimensionless time
τ1 characterizes a similar impact of Young’s modulus as
observed in the numerical simulations [70]. Therefore, we
combine these two dimensionless parameters Fs/Fsk and τ1

to classify the regimes of fracture opening in uncemented
granular media. We find a simple and straightforward crite-
rion: a drag-driven fracture opening occurs when τ1 > 0.17 or
Fs/Fsk > 1. The dimensionless thresholds are valid for various
types of granular media and injection conditions.
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