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Binding of a Brownian nanoparticle to a thermally fluctuating membrane surface
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We investigate the Brownian dynamics of a nanoparticle bound to a thermally undulating elastic membrane.
The ligand-functionalized nanoparticle is assumed to interact monovalently with the receptor expressed on
the membrane. In order to resolve the nanoparticle transient motion subject to the instantaneous membrane
configuration in a consistent manner, we employ a set of coupled Langevin equations that simultaneously
incorporate the hydrodynamic effects, ligand-receptor binding interaction, intramembrane elastic forces, and
thermal fluctuations. We show that the presence of a deformable, elastic fluid membrane not only affects the
dynamics of a bound nanoparticle but also alters the effective binding potential felt by the nanoparticle. In
contrast to a nanoparticle bound to a flat surface, the oscillatory characteristics of the nanoparticle velocity
autocorrelation function are suppressed and transition to an anticorrelated long-time tail. Moreover, the
nanoparticle position fluctuation becomes more coherent with that of the membrane binding site, and the width
of the distribution of the nanoparticle distance from the membrane decreases with increasing membrane bending
rigidity. By introducing a locally harmonic, bistable potential as an effective potential for the ligand-receptor
pair, the rate of nanoparticle transitioning between two bound states is facilitated by membrane undulations as a
result of stronger positional variations associated with the nanoparticle.
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I. INTRODUCTION

In soft matter applications involving biological mem-
branes, the membrane shape and dynamics simultaneously
impact the local fluid environment. The membrane surface
configuration defines the boundary condition of the fluid, and
temperature-induced fluctuations (i.e., thermal or Brownian
effects) make the fluid-bounding surface change with time. As
a result, such “membrane-mediated” hydrodynamic interac-
tions take part in processes such as nanoparticle or nanomate-
rial binding to cells [1–3], biosensing [4,5], endocytosis or in-
ternalization [6,7], and cell adhesion [8,9]. In these examples,
aside from the essential binding interactions involved, the
intervening fluid force set up by the instantaneous boundary
conditions also impact the associated dynamics. In this work,
we consider a ligand-functionalized nanoparticle, known as
nanocarrier (NC) in vascular targeted drug delivery [10–13],
as an example, and provide consistent theoretical descriptions
for configurations of both the nanoparticle and the interacting
receptor-expressing fluid membrane using the framework of
Langevin equations. Given the assumed monovalent binding
between the ligand and receptor, a minimal set of equations
for the interacting NC-membrane system enable a rational
exploration into the coupled dynamics of a bound Brownian
particle and a thermally fluctuating membrane.

Cellular membranes have unique local shapes as a result of
intrinsic elastic properties and interactions between constitut-
ing lipids and proteins in the presence of the surrounding fluid.
For example, in receptor-mediated endocytosis, clathrin on the
membrane forms a cage structure that facilitates the formation
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of a vesicle. Such deformations of membranes play a critical
role in transporting NCs from the extracellular matrix to the
cytosol [14,15]. Meanwhile, some proteins embedded in the
lipid matrix induce curvatures that enable cellular membranes
to exhibit various shapes including plane, cylinder, saddle,
and sphere [16]. Theoretically, the Helfrich model [17] for the
elastic energy is widely employed to describe the conforma-
tion of a continuous, two-dimensional fluid membrane, where
the membrane Hamiltonian is determined by the intrinsic
properties such as the bending rigidity, splay modulus, and
tension. Making use of this description, various shapes of
biological membranes are successfully predicted [16], and the
energy states of membranes are quantified as a function of the
extent of deformation [18]. While typical lipid bilayers are
several nanometers thick, as long as the overall dimension of
the membrane in width is much larger than O(nm), it is ex-
pected that the Helfrich-type, elastic description is applicable
for describing the shape variation of a homogeneous mem-
brane. For membranes that are heterogeneous in curvature and
mechanical properties, generalization of the standard Helfrich
model for multicomponent membranes may be pursued [19].

The interaction between colloids and membranes has been
an active research area owing to its prominence in the appli-
cations outlined above. Within the framework of the Helfrich
Hamiltonian, the deformation of a fluid membrane as a result
of a bound and wrapped particle has been analyzed theo-
retically [20–22]. Making use of coarse-grained molecular
dynamics simulations, the dynamical barrier of nanoparticle
internalization is qualitatively demonstrated [23,24]. From the
perspective of the system free energy minimum, Monte Carlo
(MC) simulations for triangulated membranes have been used
to explore the nanoparticle-membrane configurational space,
and predicted the paths for internalization [25], aggregation of
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nanoparticles [26], and membrane tubulation [27]. In a recent
study for NC binding mediated by receptor-ligand interac-
tions, MC simulations have shown that the energy state of the
membrane is strongly coupled to the configurational entropy
of the NC, and the binding potential of mean force (PMF) has
been identified for multivalent ligand-receptor bonds [13]. It
has also been shown simultaneously by experiment and MC
simulations that attraction between Brownian particles can be
mediated by a deformed membrane [28]. While these MC
efforts provide a promising theoretical basis for nanoparticle-
cell interactions from the viewpoint of equilibrium thermody-
namics, the temporal response of a bound nanoparticle over
the fluid inertial regime is inaccessible.

Near fluid membranes, the motion of a nanoparticle is
hindered due to the enhanced hydrodynamic resistance on
the particle. Moreover, the presence of a bounding interface
breaks the symmetry of the fluid domain, making the particle
mobility anisotropic. Various treatments for the interface have
lead to predictions for the particle mobility with different
levels of details. In the simplest assumption, the reduced
mobility (or enhanced drag) of the particle near a membrane
can be approximated as that near a solid wall [29–32]. In
order to capture the deformation of fluid membranes, more
detailed considerations such as a particle near a fluid-fluid
interface [33–36] or a particle near an elastic interface [37–41]
may be applied. In fact, the back flow as a result of the
deformed membrane has been shown to create memory ef-
fects on particle diffusion, and the associated time-dependent
mobility tensor in the zero-frequency limit is found to reduce
to the universal result for a particle moving near a no-slip
solid wall [38,40]. Making use of the generalized Langevin
equation framework and direct numerical simulations, the
hydrodynamics and thermal effects for a nanoparticle adhered
to the endothelium via monovalent ligand-receptor interaction
have been characterized without considering membrane defor-
mation [42,43]. In these studies, it has been demonstrated that
once the added mass resulted from the fluid inertia is consis-
tently taken into account, the temporal decays of the velocity
autorrelations for a bound nanoparticle without considering
the time-dependent hydrodynamic resistance agree reason-
ably well with those in the presence of full hydrodynamic
relaxation spectrum. Such a similarity has been attributed
to both the near-wall enhanced hydrodynamic resistance and
the strong binding force between the ligand-receptor pair.
Adopting the same argument, under quasiequilibrium as-
sumption for membrane undulations, the membrane-mediated
ligand-receptor binding potential has been considered in a
more recent study of a polymer-grafted nanoparticle from
a purely thermodynamic standpoint [44], where it has been
suggested that the distribution of the nanoparticle relative
to the interacting surface is altered in the presence of the
membrane-mediated softened potential.

If the membrane is thermally undulating, then its instan-
taneous conformation yields variation in the perpendicular
position of anchored receptors, which further impacts the
motion of the interacting ligand-functionalized nanoparticle.
In the presence of small deformations, in a Monge gauge
the time-dependent local membrane height can be described
by a Langevin equation (LE) with the Oseen tensor repre-
senting the viscous effect between a given pair of membrane

elements [45]. Such a framework has been realized through
stochastic simulations in Fourier space that incorporate the
local elastic force on the membrane element defined by the
Helfrich Hamiltonian [46]. The Fourier space Brownian dy-
namics (FSBD) algorithm efficiently integrates the equation
of motion for the amplitudes of the membrane Fourier modes,
and can achieve relatively longer simulation timescale and
larger simulation length scale. This algorithm has been imple-
mented to study membrane configurations with cytoskeletal
interactions [47], protein diffusion on undulating membranes
[48–50], as well as receptor-mediated adhesion between a
fluctuating membrane and an elastic substrate [51,52], pro-
vided the assumption of a constant effective bending rigidity
is valid.

In order to make one step forward to incorporate thermal
undulations of membrane surfaces in the dynamical model-
ing of receptor-mediated binding of a ligand-functionalized
nanoparticle over the fluid inertial regime, in this work, we
formulate a set of coupled stochastic equations for a bound
NC and an interacting membrane surface shown in Fig. 1.
Instead of performing a time-Fourier analysis of the time-
dependent mobility tensor for the velocity autocorrelation
function (ACF) [38,40,41], for purposes of instantaneous
tracking of particle trajectory in the presence of Brownian ef-
fects, the stochastic motion of the nanoparticle center of mass
is described using a LE with the added mass included and
an accordingly modified instantaneous drag coefficient rep-
resenting the near-cell lubrication force, whereas the thermal
fluctuations of tension-free interacting membrane elements
are simulated through FSBD. In the presence of only mono-
valent binding between the NC and membrane mediated by a
pair of rigid ligand and receptor, we focus on one-dimensional
Brownian motion of the NC perpendicular to the average
membrane surface. In this manner, we neglect the flexure
rigidity of both the receptor and ligand, and omit the effects of
lateral diffusion of membrane elements and anchored receptor
proteins. The binding energy between the ligand–receptor pair
is assumed to be locally harmonic along the one-dimensional
reaction coordinate with varying force constant. Such simple
shape of the potential approximates the actual ligand-receptor
interaction in biophysically relevant conditions [11]. Through
simultaneous time integration of the two equations (LE and
FSBD), we simulate the real-time stochastic motion of the
NC and realize the instantaneous membrane undulations in
the Fourier space. We analyze the resulting trajectories for the
NC and membrane elements through ensemble averaging, and
obtain the temporal decays of the NC velocity, NC position,
and the membrane height given prescribed equilibrium states
through ACF. Additionally, in order to evaluate the effect
of membrane thermal undulations on the NC binding, we
examine the distributions of ligand-receptor separation as well
as our chosen order parameter that quantifies the distance
between the centers of mass for NC and interacting mem-
brane elements, respectively. Finally, we modify the simple
harmonic binding potential to a bistable potential mimicking
the effective one-dimensional energy landscape of two bound
states, and allow the NC to explore its conformational space
among the two basins. Analyzing how the flux of the par-
ticle trajectories pass over the barrier [53], we quantify the
variation of the rates for NC to transition between the two
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FIG. 1. (a) Schematic for an NC of radius a bound to a flat surface via monovalent ligand-receptor interaction and (b) the corresponding
schematic for an NC bound to an undulating membrane. The solid blue wavy curve is the membrane surface, the horizontal dotted line denotes
the initial equilibrium position of the membrane center of mass z = 0, and h(t ) is the instantaneous separation between the NC center of mass
and the tethering position of the interacting receptor on membrane. (c) Simulation snapshot for the NC-membrane system with Kc = 20 kBT .
The bound NC is shown in light gray and the out-of-plane fluctuations of membrane elements relative to z = 0 are shown with the color scale
defined by the color bar in units of nanometers.

prescribed bound states in the presence of membrane thermal
undulations.

The remaining part of the paper is organized as follows.
In Sec. II, we first introduce our theory for the coupled NC-
membrane motion. The details of the numerical method and
parameter determination are presented in Sec. III followed
by the discussion of the analyzed results in Sec. IV, where
we separately present our predictions for the dynamics of
an NC bound to a flat substrate and a fluctuating membrane
(Sec. IV A), and assess the corresponding impact on the
binding kinetics (Sec. IV B). Finally, we conclude our findings
in Sec. V.

II. Theoretical model

In targeted drug delivery applications, the nanoparticle
is surface-covered by polymeric and charged biomolecules
with multiple binding sites [54–56]. The targeted membrane
has multiple mobile receptor proteins whose diffusion and
distribution on membrane may also alter the local membrane
properties [57,58]. Therefore, the nanoparticle may interact
with a neighboring nanoparticle and recruit more receptors to
facilitate multivalent binding [59–61]. Such complex interplay
is expected to change the membrane local elastic properties
such as the bending rigidity and spontaneous curvature as
a result of the changes in the distribution and composition
of lipids as well as the structural transition of lipids due to
electrostatic or ligand-receptor mediated interactions. More-
over, hydrodynamic interactions for multiple particles near a
bounding surface bring in additional complexity owing to the
induced and coupled relaxation timescales for the interacting
particles mediated by the surface. All of these effects make
the NC-membrane binding a multiscale and multiphysics
problem; different levels of details would require distinct
assumptions to be resolved simultaneously and truthfully. In
this study, in order to first scrutinize how the dynamical re-
laxation of a bound NC is impacted by a thermally fluctuating
surface using a tractable Langevin framework, we consider
a much simplified scenario where both the nanoparticle and
membrane receptor are in their dilute conditions such that

over the timescale of interest (namely, hydrodynamic regime)
only a single nanoparticle is monovalently attached to the
membrane surface.

The schematic of our model system is illustrated in Fig. 1.
The system is separated by a membrane into the extracellular
space and the cytoplasm. The ligand-functionalized NC mod-
eled as a hard sphere of radius a and mass mp is located at the
extracellular side and interacts with the receptor-expressing
membrane via ligand-receptor recognition denoted as the
“harpoon-arrow pair” in the figure. In one dimension, the
center of mass for the membrane surface is fixed at z = 0
and the center of mass for the bound NC is initially located
at h0 above the membrane binding site (tethering point of
receptor). If both the ligand and receptor are considered as
rigid with Lligand and LR being the lengths of the ligand and
receptor, respectively, then h0 = a + Lligand + LR for an NC at
its equilibrium bound state. For the coupled NC-membrane
system, we separately formulate the equations for the out-of-
plane displacements of membrane elements denoted as z(r)
and the displacement of NC center of mass relative to its initial
height denoted as zp.

We consider a membrane patch with its linear dimension
L smaller than the length scale over which the membrane
topology changes macroscopically but large enough for the
short wavelength undulations to be captured truthfully. In the
absence of curvature-inducing proteins and pinning effects,
the elastic energy of the membrane under small deforma-
tions is determined by the Helfrich Hamiltonian in a Monge
gauge [62]

E =
∫
A

{
Kc

2
[∇2z(r)]2 + σ

2
[∇z(r)]2

}
dr, (1)

where the first term characterizes the effect of local mean
curvature with Kc being the effective bending rigidity and
the second term denotes the contribution from the mem-
brane tension σ . A = L2 is the projected area of the two-
dimensional square patch, and z(r) = z(x, y) is the height of
the membrane element located at r in the xy plane (z = 0). In
most physiological conditions the effect of membrane tension
is small [47,62], and the second term in the integral can be
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omitted. In addition, an external binding energy term Eb due
to the adhered NC should be considered in the Hamiltonian.
For rigid ligand and receptor, their specific interaction directly
contributes to Eb. We model the binding potential between a
given pair of ligand and receptor as harmonic [42,44,63] of
the form,

Eb =
∫
A

1

2
kbd2δ(r)dr, (2)

where kb is the harmonic force constant, d = zp − zm is the
separation between the tips of interacting ligand and receptor
with zm being the displacement of the membrane binding site
relative its initial height when the nanoparticle is bound, and
δ(r) is the Dirac delta function fixing the tethered receptor to
the center of the membrane patch.

At a low Reynolds number with small out-of-plane fluc-
tuations, each membrane element can be hydrodynamically
viewed as a point particle in space. The velocity of a point
particle at r would be linearly dependent on the force acting
on another distant particle at r′. In the continuum limit where
the membrane elements are connected by the intrinsic elastic
force, the equation of motion for the membrane patch is
formulated as a nonlocal Brownian dynamics equation [45,46]

∂z(r, t )

∂t
=

∫ ∞

−∞
�(r, r′)[F (r′, t ) + Fb(r′, t ) + ζ (r′, t )]dr′,

(3)
where F (r, t ) = − δE

δz(r,t ) = −Kc∇4z(r, t ) − σ∇2z(r, t ) is the

membrane elastic force per unit area and Fb(r, t ) = − δEb
δz(r,t ) =

−kb[zm(t ) − zp(t )]δ(r) exerting on the binding site. As the
membrane is bound to the NC at a single binding site with
their closest separation to be of O(30 nm) (typical size of
an antigen-antibody pair [11]), we may generally view the
membrane as unconfined. Therefore, we express �(r, r′) =

1
8πη|r−r′ | , which is the diagonal part of the Oseen tensor
in the free-particle limit with η being the viscosity of the
surrounding fluid. ζ (r, t ) denotes the thermal fluctuating force
that satisfies the fluctuation-dissipation theorem [64]:

〈ζ (r, t )〉 = 0

〈ζ (r, t )ζ (r′, t ′)〉 = 2kBT �−1(r, r′)δ(t − t ′), (4)

where �−1(r) is defined by
∫ ∞
−∞ �(r, r′)�−1(r)dr′ = δ(r),

kB is the Boltzmann constant, and T is the temperature. As the
NC is modeled effectively as a hard sphere and the membrane
out-of-plane deformations are considered as small, the short-
range repulsive interactions [52] between the surfaces of NC
and membrane are neglected here. If necessary, these forces
can be added to Eq. (3) in a straightforward way.

The convolution integral in Eq. (3) can be efficiently man-
aged in Fourier space. Therefore, making use of the Fourier
transform

zk =
∫
A

z(r)e−ik·rdr (5)

and the corresponding inversion

z(r) = 1

L2

∑
k

zkeik·r, (6)

we arrive at the following FSBD equation,

∂zk

∂t
= �k[Fk(t ) + Fb,k(t ) + ζk(t )], (7)

where k is the wave vector, �k = 1/(4ηk), Fk = −Kck4zk for
zero tension (σ = 0), Fb,k = −kb[zm(t ) − zp(t )] applying on
all k, and ζk satisfies

〈ζk(t )〉 = 0

〈ζk(t )ζk′ (t ′)〉 = 2kBT L2�−1
k δk,−k′δ(t − t ′). (8)

In the limit of large L, the variation in the membrane center of
mass position is negligible, and we may directly set �k=0 = 0
to avoid the divergence in �k = 1/(4ηk) [46,47].

Simultaneously, the NC undergoes a restrained Brownian
motion subjected to the monovalent ligand-receptor bond.
Close to the bounding surface, the hydrodynamic resistance
would be augmented by a factor dependent on the instanta-
neous separation between the NC and membrane. As noted
in Sec. I, the particle mobility near a membrane reduces to
the value near a no-slip solid surface in the zero-frequency
limit [38,40], and at the same time the temporal decay of the
velocity for a bound particle can be approximately predicted
by considering only a time-independent hydrodynamic resis-
tance with an increased effective particle mass [42,43]. At the
same level of quasisteady assumption for the lubrication force
on the particle, we therefore formulate the NC equation of
motion in terms of a Langevin equation that reads

M
d2zp

dt2
= − 6πμa2

[h(t ) − a]

dzp

dt
− kb[zp(t ) − zm(t )] + R(t ), (9)

where M = mp + 1
2 mp = 3

2 mp is the effective mass of the NC
if treated as neutrally buoyant with 1

2 mp being the added mass

and dzp

dt = v(t ) is the NC velocity in the z direction. On the
right-hand side, the first term denotes the hydrodynamic drag
force which is simply a Stokes drag times an enhancement
factor accounting for the near-surface lubrication effect [32]
with h(t ) being the instantaneous separation between the NC
center of mass and the membrane reference position [see
Fig. 1(b)]. Under small membrane deformations, we choose
the reference position to be the height of the binding site
such that h(t ) = zp(t ) + h0 − zm(t ). The second term on the
right-hand side is the binding force, and R(t ) is the Brownian
force on the NC again obeying the fluctuation-dissipation
relation [64]:

〈R(t )〉 = 0

〈R(t )R(t ′)〉 = 12πμa2kBT

[h(t ) − a]
δ(t − t ′). (10)

The two coupled stochastic equations [Eqs. (7) and (9)] are
integrated numerically to resolve the membrane fluctuations
and NC binding dynamics, as detailed in the coming section.

III. SIMULATION METHOD AND ANALYSIS

The system considered is fixed at T = 310 K, the body
temperature. The membrane patch is mapped on a square
area of L × L composed of N × N equally spaced lattices
of spacing 	 = L/N . In Fourier space, the wave vector k
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is defined by k = (m, n) × 2π/L, where m and n are inte-
gers ranging from −(N/2) + 1 to N/2. Periodic boundary
conditions are imposed in both x and y directions so L is
chosen to be large enough to eliminate size effects. In our
simulations, we choose 	 = 7 nm, consistent with the lat-
tice length in Refs. [46,47]. For the NC-membrane coupled
system, we choose L = 224 nm, N = 32, η = 0.0035 Pa s
(average of cytoplasm and water), and Kc = 20 or 50 kBT ,
relevant for physiological endothelial cells in targeted drug
delivery [13,62]. The smallest membrane relaxation time is
then estimated as τm = 4η	3/Kc(2π )3 ∼ 10−10 s. We have
justified the choice of the system size by changing L to be
336 nm, and the results remain statistically unchanged (see
the Supplemental Material [65]).

The nanoparticle is neutrally buoyant with a radius of
50 nm, chosen consistent with the size of NC in experiments
[11,13]. The surrounding extracellular fluid is assumed to
be waterlike with viscosity μ = 10−3 kg m−1 s−1 and den-
sity ρ = 103 kg/m3. In order to consider parameters rele-
vant for targeted endothelial cells expressed with intracellular
adhesion molecule-1 (ICAM-1), we assume Lligand = 15 nm
for the ligand (antibody; anti-ICAM-1) and LR = 19 nm for
the receptor (antigen; ICAM-1) with the binding constant
being kb = 1 N/m [11]. Nevertheless, kb may be generally
considered as an adjustable force constant for a locally har-
monic potential. On this basis, the equilibrium height of the
nanoparticle is h0 = 84 nm and we determine the intrinsic
hydrodynamic viscous relaxation time (timescale for fluid
momentum to diffuse over a) as τν = a2ρ/μ = 2.5 × 10−9 s,
the near-wall Brownian relaxation time (timescale over which
the velocity correlations for the particle start to decay) as τB =
M(h0 − a)/6πμa2 = 5.7 × 10−10 s, and the harmonic-spring
oscillation time τk = 2π

√
M/kb = 5.6 × 10−9 s.

The simulation is performed in a two-stage process to
ensure that the membrane can reach equilibrium before in-
teracting with the NC. In stage 1, the membrane is initially
considered as a flat sheet with z(r) = 0 and evolves according
to Eq. (7) (omitting the term of Fb). We employ a forward
Euler scheme with discrete Fourier transform adapted from
Ref. [47] for all wave vectors to integrate Eq. (7) in time
with step size t1 and number of steps N1. In stage 2, an
NC is bound to the membrane and placed to h0 above the
center of membrane patch (the binding site) with dzp

dt = 0
(zero initial velocity), and Eq. (9) is integrated simultaneously
with Eq. (7) using finite difference scheme [42]. The step size
is t2 and the number of steps is N2 for stage 2. For the
coupled NC-membrane system, once the membrane Fourier
modes are resolved at a given time t , inverse Fourier transform
[Eq. (6)] leads to the out-of-plane displacement of the binding
site zm in Eq. (9), and the NC position is updated in real space
accordingly at t + t2. The updated NC position determines
Fb,k in Eq. (7), allowing the evolution of membrane undulation
modes to t + t2. The procedure is repeated throughout stage
2. The stochastic forces for both NC and membrane modes
are sampled from a Gaussian distribution with a zero mean
and desired variances according to Eqs. (8) and (10). A
representative simulation configuration is shown in Fig. 1(c)
for Kc = 20 kBT .

The step size is determined to be smaller than all the
characteristic timescales of the system, and the number of

steps is chosen to be large enough to ensure complete relax-
ation of the system and satisfactory statistics of the results.
The following parameters are used in the majority of the
dynamical simulations unless otherwise stated. For the NC-
membrane system, at stage 1 we choose t1 = 10−9 s and
N1 = 5 × 107 for Kc = 20 kBT , and t1 = 10−10 s and N1 =
2 × 108 for Kc = 50 kBT . At stage 2, t2 = 2 × 10−11 s and
N2 = 5 × 108 for both Kc = 20 kBT and 50 kBT .

In stochastic simulations, the transient response of the sys-
tem is monitored by calculating the ACF. For a physical quan-
tity A(t ), its normalized autocorrelation function is defined
by CA(t ) = 〈A(t )A(0)〉/〈A(0)2〉 with 〈·〉 being the ensemble
average. ACF provides information of how the quantity A(t )
is correlated with its initial condition over time. We calcu-
late the normalized velocity autocorrelation function (VACF)
[Cv (t ) = 〈v(t )v(0)〉/〈v(0)2〉] and the normalized position au-
tocorrelation function (PACF) [Czp = 〈zp(t )zp(0)〉/〈zp(0)2〉]
of the NC to characterize how the NC responds to various
forces in its inertial regime. Simultaneously, we compare
the normalized membrane height autocorrelation function
(HACF) of the central point (i.e., binding site) [Cz(t ) =
〈z(t )z(0)〉/〈z(0)2〉] to determine how its temporal decay is
affected by NC binding. We define two parameters to charac-
terize the binding PMF: One is the direct separation between
the ligand and receptor, d , and the other is the relative dis-
placement between the NC center of mass (zp) and the center
of mass of membrane elements (zc.m.) falling withing 2a from
the NC center of mass (c.m.), R = zp − zc.m.. We calculate
the distribution functions of both d and R to characterize the
membrane-mediated PMF for NC from different perspectives.
All the ensemble averages are performed according to the
standard techniques [66]. For NC dynamics, we save NC
position and velocity every step and the ACFs and distribution
functions are taken from 1000 to 5000 trajectories of 105

steps at stage 2; for membrane dynamics, for both stages, we
save membrane configurations every 1000 steps and all the
averaged quantities are calculated from these configurations.
For clarity, the ACFs reported in log-log plots are magnitudes
(absolute values) of the functions, and the unit of time is
chosen to be the intrinsic hydrodynamic timescale, τν .

In order to validate our membrane simulation protocols,
we have implemented the free membrane modeling for a
red-blood-cell-like system with η = 0.006 Pa s (for cytoplasm
viscosity) and a bending rigidity Kc = 5 kBT at 310 K [46,47].
The resulting dynamical correlation function (HACF) as well
as the long-time configurations analyzed in both real space
and Fourier space are consistent with the analytical theo-
ries for a tension-free and force-free membrane at thermal
equilibrium (see Fig. S1 of the Supplemental Material [65]).
Experimentally, depending on the desired spatial-temporal
resolution, these properties can be measured using tech-
niques such as flicker spectroscopy [67], dynamic optical dis-
placement spectroscopy [67], reflection interference contrast
microscopy [68] or time resolved membrane fluctuation spec-
troscopy [69,70]. In terms of nanoparticle dynamics, we have
also performed LE simulations for a nanoparticle bound to a
flat wall, and confirmed that the nanoparticle center-of-mass
statistics satisfy the Maxwell-Boltzmann distribution function
for velocity as well as the Boltzmann distribution function
for position (see Fig. S3). In order to further check the
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consistency of the stochastic simulations, the complementary
deterministic simulations of the nanoparticle motion have
been employed, where the nanoparticle is driven initially by
an impulsive force which yields v(0) without subsequent
random fluctuations [R(t > 0) = 0 in Eq. (9)] [42–44]. The
impulse has a Gaussian distribution with a variance defined by
the preset temperature. For the flat wall system, the velocity
temporal decay of the nanoparticle is directly reported. For
the membrane system, we start the deterministic modeling
for a given membrane configuration in stage 2. Once an
NC is bound to it, an impulse is applied to the NC. We
then simultaneously resolve the NC motion and membrane
response according to Eqs. (9) and (7) in the absence of
R(t ) and ζ (t ). The normalized velocity response function,
v(t )/v(0), for both systems are determined along with the
corresponding ensemble averaged VACFs.

IV. RESULTS AND DISCUSSION

A. Nanoparticle binding dynamics

As the effects of membrane thermal undulations on the
nanoparticle motion are brought out from the perspective of
a locally fluctuating boundary, we first scrutinize the main
characteristics of the nanoparticle dynamical relaxations when
it is bound to a flat wall via different strengths of harmonic
potential. This would also be a suitable reference system
for which Eq. (9) applies with zm(t ) fixed at z = 0. After
reviewing the general features for the flat-wall system, de-
tailed comparisons for the temporal correlation and spatial
distribution functions of the NC center of mass are presented
for different strengths of membrane bending rigidity.

As mentioned in Sec. III, the ACF of a given physical
quantity characterizes how it correlates or decorrelates with
its reference condition over time. For a bound NC, two
dominant forces impact the transient relaxation of its velocity
and position. As the typical Brownian motion of particle
yields v(t ) ∝ e−t/τB , it is anticipated that the wall-mediated
hydrodynamic resistance for the NC would first take place
over the timescale of τB (or in the dimensionless form τB/τν ∼
0.2 for our case). Concurrently, the restraining effect due to
the harmonic binding force would prevail over the timescale
of τk . As demonstrated in Fig. 2(a), the particle velocity
correlation initially decays at the timescale of τB followed by
a transition to damped oscillations at the timescale of τk . The
spike shown in the magnitude of VACF denotes the onset of
anticorrelation as a result of the harmonic potential. Distinct
from the wall-induced anticorrelation seen in the VACF for
a particle moving in the direction perpendicular to the wall
in the presence of fluid memory effect [71,72], the anticorre-
lation observed here is purely due to the oscillatory feature
of a harmonically trapped particle [42–44]. For a binding
constant kb ranging from 1 to 0.01 N/m, it is clearly seen
that the timescale at which anticorrelation maximizes (the
first maximum following the spike) scales as k−1/2

b . Moreover,
a weaker harmonic spring constant leads to a smaller mag-
nitude of anticorrelation. The close agreement between the
results obtained from stochastic and deterministic simulations
not only justify our methodology, but also suggests that the
information of the velocity temporal response at long times

FIG. 2. (a) Normalized VACF as a function of the scaled time for
an NC bound to a flat wall with varying harmonic force constant. The
solutions from both stochastic LE (colored curves) and deterministic
modeling (black curves) are shown for comparison. (b) The corre-
sponding normalized PACF as a function of the scaled time for the
NC. τν is the hydrodynamic viscous relaxation time.

(t > τν) may be gained from the deterministic method if sat-
isfactory statistics is inaccessible in stochastic simulations. In
Fig. 2(b), the temporal decay in the NC position fluctuations
are consistent with the main features shown in the VACF. In
general, a faster decay in the PACF is observed for a stronger
nanoparticle binding potential, and the onset of decay appears
at t ∼ τk as the particle starts to decorrelate with its original
configuration through oscillatory motion.

Once an NC is bound to a membrane surface, the temporal
correlation of the membrane binding site would be altered
from its force-free condition as shown in Fig. S1(a). As can be
seen from the binding-site HACF of the membrane presented
in Fig. 3, compared with the analytical expression for the

HACF of a free membrane, Cz(t ) =
∑

k k−4e−ωk t∑
k k−4 with ωk =

Kck3/4η, the membrane height shows a relaxation dynamics
with a longer decaying timescale in the presence of binding,
indicating that the pulling force from the NC makes the tem-
poral correlation of membrane fluctuations more persistent.
Comparing Figs. 3(a) and 3(b), the two insets show that a
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FIG. 3. Normalized membrane HACFs of the binding site as
a function of time for varying binding spring constant compared
to the analytical result for a free membrane. (a) Kc = 20 kBT and
(b) Kc = 50 kBT . The insets in (a) and (b) show the initial decay of
the correlation functions.

slower initial decay in the binding site correlation function
is observed for a stronger binding strength (kb), suggesting
a more substantial coupling to the dynamics of the bound
nanoparticle. However, over longer times the HACFs depend
on the binding strength in a more subtle way, and the decaying
rate is nonmonotonic with kb. We have also analyzed the
HACF of the membrane grids neighboring to the binding site
and found that in the presence of only monovalent interaction
the effect of external binding is local and diminishes quickly
away from the binding site. Consistent with this finding, the
equal-time position correlation [see Fig. S1(b)] for the bound
and free membranes are indistinguishable.

On the other hand, with regard to the NC adhesive dynam-
ics, we first confirm that the Maxwell-Boltzmann distribution
of velocity is obeyed. However, apparently the presence of
an elastic fluid membrane modulates the oscillatory charac-
teristics of velocity relaxation, as shown in Fig. 4. While the
VACFs exhibit an initial decay of ∼e−t/τB consistent with
Fig. 2(a), the oscillatory correlation is generally suppressed
by membrane undulations, and the effect is more substantial
if the membrane is floppier with a smaller Kc. In fact, for

FIG. 4. Normalized VACFs as a function of the scaled time for
an NC bound to a membrane of different values of bending rigidity
at the binding force constant of (a) kb = 1 N/m, (b) kb = 0.1 N/m,
and (c) kb = 0.01 N/m. The stochastic simulations (colored lines)
are compared with the velocity response function obtained from the
deterministic method (black lines). τν is the hydrodynamic viscous
relaxation time. The thick gray line in (a) and (b) denotes the scaling
of t−1.

stronger binding constants (kb > 0.1 N/m), it is clearly seen
in Figs. 4(a) and 4(b) that the oscillation in the presence of an
undulating membrane changes to a more persistent anticorre-
lated long-time tail compared to the case with a flat, nonfluctu-
ating surface presented in Fig. 2(a). From the complementary
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FIG. 5. Comparison between the NC PACFs and the membrane
binding-site HACFs plotted as a function of the scaled time for differ-
ent values of membrane bending rigidity at the binding force constant
of (a) kb = 1 N/m, (b) kb = 0.1 N/m, and (c) kb = 0.01 N/m. τν is
the hydrodynamic viscous relaxation time.

deterministic solutions, we identify that the persistent decay
approximately scales as t−1 in our simulation time frame. As
the binding force constant decreases, the membrane-mediated
damping effect becomes less significant. Eventually for kb =
0.01 N/m, Fig. 4(c) shows that the VACFs for an NC bound
to a flat wall [comparing to dashed lines in Fig. 2(a)] and an
undulating membrane are very similar. This suggests that the
coupled effect between membrane and nanoparticle is weaker

FIG. 6. Probability density distributions of ligand-receptor sepa-
ration, d , for an NC bound to a membrane at Kc = 20 kBT with three
different binding force constants. Symbols are simulation results
and lines are the corresponding Boltzmann distribution law, φ(d ) ∝
exp (− kbd2

2kBT ).

in the presence of a softer adhesive potential as the particle
may still have enough freedom to explore its conformational
space, and the effect of an undulating boundary is negligible
in the inertial regime at the timescale of τν or τB.

While the NC VACF provides information about the dy-
namical relaxation in the inertial regime, its PACF may in-
dicate the fluctuation correlation between the bound NC and
membrane over longer times. In Fig. 5, we compare the NC
PACFs side-by-side with the membrane binding-site HACFs
for the parameter space considered in Fig. 4. Not surprisingly,
the binding between NC and membrane makes their position
variations highly coupled. Comparing the NC PACFs in this
figure with the results in Fig. 2(b), apparently the long-time
fluctuations of NC position are significantly suppressed and
display a much longer memory in the presence of the relax-
ation of its interacting membrane binding site.

Aside from the temporal correlation between NC and
membrane, it would be intriguing to investigate how the
NC binding potential is impacted by membrane fluctuations.
In Fig. 6, we first track the separation between the ligand
and receptor (d) for various force constants at a membrane
bending rigidity of Kc = 20 kBT . The distribution of d fol-
lows the Boltzmann distribution law set by each harmonic
binding potential between the ligand and receptor. Such a
close agreement between the simulated results and the theory
further justifies our simulation protocol, and hydrodynamic
fluctuations do not alter equilibrium distributions.

In Ref. [13], the NC binding PMF was characterized by
defining an order parameter that quantifies the separation
between the NC center of mass and the undulating mem-
brane. Similarly in our one-dimensional setting, we define
the order parameter R based on the relative displacement
of the centers of mass for the NC and the membrane elements
falling between one diameter from NC (also see Sec. III). In
Fig. 7, we compare the probability densities of R, namely
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FIG. 7. Probability density distributions of the NC-membrane
order parameter, R = zp − zc.m. (see text), at various binding con-
stants for (a) Kc = 20 kBT and (b) Kc = 50 kBT .

φ(R), for different values of membrane bending rigid-
ity and ligand-receptor binding strength. The corresponding

PMF for each case would be directly derived by calculating
− ln φ(R). First, it is apparent that the order parameter
distribution function skews to the left (R < 0), indicating
that the nanoparticle has a tendency to stay closer to the
interacting membrane surface as a result of the ligand-receptor
binding effect. Second, the width of the distribution function
for R is primarily dependent on the membrane stiffness,
and a stiffer membrane (higher Kc value) leads to a narrower
distribution and a higher maximum. For a given membrane
stiffness, if the binding strength is weaker, the R distribution
is generally wider with a lower peak, an effect more prominent
if Kc is higher. If we make a direct comparison between the
distribution functions for R and d at the same force constant
kb (Fig. 6 vs Fig. 7), it is noteworthy that the original harmonic
binding energy landscape with a flat surface is smeared out
by membrane fluidity, consistent with the observation in Ref.
[13].

B. Barrier-crossing kinetics

So far, we have comprehensively explored the temporal
correlations as well as the probability distributions for the
degrees of freedom of the NC-membrane system. The fo-
cused time and length scales characterize the hydrodynamic
response of NC coupled to membrane relaxation in the NC
inertial regime. In this section, we demonstrate how the NC
binding rate is impacted by an undulating membrane. In
order to have a clear definition of the transition state between
two specific bound states, we change the simple harmonic
potential to a locally harmonic, bistable potential [53] shown
in Fig. 8(a), where the bistable energy landscape shows two
minimums with the lower one being the stable state (A)
and the higher one being the metastable state (B). Such a
double-well potential is motivated by the thermodynamically
characterized one-dimensional potential of mean force for
a ligand-functionalized nanoparticle multivalently bound to
a receptor-expressing nonfluctuating surface [11,12]. There-
fore, the two bound states could mimic the effective energy
landscape of a multivalently bound NC [inset of Fig. 8(a)].
The shape of each bistable potential is defined based on the
instantaneous ligand-receptor separation d by

F =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
2 kbd2, for d � k∗

b d∗

k∗
b +kb

F ∗ − 1
2 k∗

b (d − d∗)2, for k∗
b d∗

k∗
b +kb

< d � d∗ +
√

2kbkBT
k∗

b (kb+k∗
b )

F ∗ − kBT + 1
2 kb

[
d − d∗ −

√
2(kb+k∗

b )kBT
kbk∗

b

]
, for d > d∗ +

√
2kbkBT

k∗
b (kb+k∗

b )

, (11)

where F ∗ and d∗ are the transition state energy and the tran-
sition state separation, respectively. As an example relevant
for strong binding in vascular targeted drug delivery using
antigen-functionalized NC, we fix kb = 1 N/m in the fol-
lowing discussion. The invoked parameters are summarized
in Table I. The shapes of the five potentials are chosen to
separately elaborate the effects of the energy barrier (com-
paring potentials 1 to 3) and the transition state landscape
(potentials 2 vs 4 and 3 vs 5). For the more diffuse transition
state landscapes (potentials 4 and 5), k∗

b = 2kbF ∗
kbd∗2−2F ∗ . We fix

the energy barrier for B → A as 1 kBT while allowing the
energy barrier for A → B to vary.

Given the definition of the ligand-receptor binding transi-
tion state, the simulations are again performed in a two-stage
process as mentioned in Sec. III. In order to increase the
resolution in time, we choose t2 = 10−11 s and N2 = 5 ×
108. For a prescribed bistable potential, once the membrane
has equilibrated, at stage 2 an NC is placed to a distance corre-
sponding to the potential minimum of one of the states above
the membrane reference site (the binding site of receptor) with
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FIG. 8. (a) The ligand-receptor binding energy, F , as a function of the ligand-receptor separation, d , for the five bistable potentials defined
by Eq. (11) and Table I. The inset schematic shows a functionalized nanoparticle multivalently bound to a receptor-expressing surface. (b) The
time integral of the reactive flux correlation function, IA→B

corr , plotted as a function of the time scaled by the viscous relaxation time, τν , for
a ligand-functionalized nanoparticle bound to a receptor-expressing flat wall subjected to the binding landscape 1. The integral form of the
exponential fit (explained in text) is shown. (c) The corresponding reactive flux correlation function, kA→B

corr , and the exponential fit in (b).

a zero initial velocity. We define a pair of characteristic state
functions (hA and hB) in such a way that hA = 1 and hB = 0
for d � d∗, and hA = 0 and hB = 1 for d > d∗. Consequently,
the time correlation function of the NC which is originally
bound to state A, passes over the barrier at t with a given
speed, and commit to state B is then determined by the
reactive flux formalism [42,53,73], kA→B

corr (t ) ≡ 〈hA[d (0)]ḣB[d (t )]〉
〈hA[d (0)]〉 .

The reactive flux correlation function for the reverse reaction
is defined as kB→A

corr by switching the subscripts A and B. In-
stead of directly evaluating the speed passing over the barrier
(which involves a time derivative in the ensemble average),
we choose the time integral form of the correlation function
to reduce the statistical error. In other words, we calculate
IA→B
corr (t ) = ∫ t

0 kA→B
corr (t ′)dt ′ = 〈hA[d (0)]hB[d (t )]〉

〈hA[d (0)]〉 and then take the
time derivative with respect to it.

As a reference, we first perform simulations on the system
without a fluctuating surface, i.e., a nanoparticle bound to
a flat wall. In such a case, the ligand-receptor separation is
directly determined by the displacement of the center of mass
of nanoparticle in the z direction. In Figs. 8(b) and 8(c), the
integral form of the reactive flux correlation function and the
reactive flux correlation function itself are presented, respec-
tively. In Fig. 8(b), IA→B

corr (t ) increases gradually and levels off;
the corresponding kA→B

corr (t ) in Fig. 8(c) first shows an initial
value (denoted as k0

−) and decays over time. For the transition
between the two states, A � B, it is straightforward to show
that the macroscopic reaction rate for A → B is defined as
an exponential function k− exp (−t/τrxn ). Here, τrxn is the
characteristic reaction time which is related to the A → B and

TABLE I. Parameters for the five bistable potentials defined in
Eq. (11).

Potential d∗ (Å) k∗
b (N/m) F ∗ (kBT )

1 2 100 4.68
2 1.8 100 3.79
3 1.5 100 2.63
4 2 4.26 3.79
5 2 1.29 2.63

B → A rate constants (k− and k+) via τ−1
rxn = k− + k+. Since

the exponential decay for a Brownian particle is valid only
after the short-time transient relaxation that couples to the
hydrodynamics has finished [53], we fit IA→B

corr (t ) to the integral
form of the exponential function, k−τrxn[1 − exp (−t/τrxn )],
for t > τν . In order to increase the accuracy, we perform
variance-weighted least squares in our fitting and the stan-
dard errors of the results are generally within 1%. From
the exponential fit in Fig. 8(c), it is clearly observed that
kA→B

corr (t ) exhibits an exponential relaxation over long times.
The deviation between the simulation and the exponential
fit at short times indicates a transient behavior for barrier
crossing over a timescale of τmol ∼ τν  τrxn [53].

In the presence of a thermally fluctuating elastic mem-
brane, we observe that the separation between the ligand and
receptor crosses the energy barrier nearly immediately from
state A given the narrow width of the bistable potential. As
a result, the initial relaxation in the reactive flux correlation
function displays a rapid drop over the timescale of just a
few t2, as seen in Fig. 9(b). According to the transition state
theory [73], we may estimate the upper limit of the initial rate
constant as k0

−,max ∼ kTST
− = (1/τmol) exp(−F/kBT ) with

F = F ∗ − FA. Writing τmol ≈ t2 leads to k0
−,max as high

as 9 × 108 1/s for potential 1. Therefore, the rapid decrease
shown in Fig. 9(b) at short times is roughly attributed to
the immediate barrier crossing in our simulations. Given the
continuum approximation invoked here, numerically reducing
the time step size is expected to yield an even higher value
of k0

−,max, as shown in Fig. S5. We also note that kA→B
corr (t )

does not show a clear plateau regime defining the onset of
the exponential decay. Therefore, we determine k− and τrxn

approximately by fitting IA→B
corr (t ) in Fig. 9(a) to the integral

form of the exponential function for t > 0.1τν , on the premise
that k− (or k+) can still be determined as a constant.

Finally, in Fig. 10 we present the fitted parameters, k−
and τrxn,− (evaluated from kA→B

corr ) as well as k+ and τrxn,+
(evaluated from kB→A

corr ). The representative results for the
NC-membrane system with Kc = 50 kBT are compared with
the reference NC-wall system. As seen in Fig. 10(a) for k−
and Fig. 10(b) for k+, for a given system the rate constants
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FIG. 9. (a) The integral form of the reactive flux correlation
function, IA→B

corr , plotted as a function of the time scaled by the viscous
relaxation time, τν , for a ligand-functionalized nanoparticle bound to
a receptor-expressing membrane with Kc = 50 kBT subjected to the
binding landscape 1 [see Fig. 8(a)]. The exponential fit (explained in
text) is shown. (b) The associated reactive flux correlation function,
kA→B

corr , and the exponential fit in (a).

are affected not only by the energy barrier F but also by
the transition state landscape. Specifically, for either A →
B or B → A reaction, although the ratio between the rate
constants for any two potentials is roughly determined by
the difference between the two energy barriers, the potential
with a steeper transition state landscape generally shows a
slightly higher rate, as the NC can pass over the barrier more
quickly and commit to the other state. Furthermore, in both
Figs. 10(a) and 10(b), apparently for a given potential the rate
constant is augmented by about one order of magnitude in the
presence of membrane fluctuations. In Fig. 10(c), the close
agreement between the characteristic reaction time predicted
from kA→B

corr and that from kB→A
corr justifies our chosen exponen-

tial fit for the mass action kinetics. Given the equilibrium
constant for the reaction B � A defined as Keq = k+/k− in
our calculations, the ratio between Keq for the NC-membrane
system (at Kc = 50 kBT ) and that for the NC-wall system
varies from 0.66 to 0.88 for the five potentials. This suggests
that an undulating surface may substantially facilitate the
transition of a monovalently bound NC between two states

FIG. 10. Comparison of the predicted rate constants for (a) A →
B reaction (k−) and (b) B → A reaction (k+) for the NC-wall system
(left; filled bars) and the NC-membrane system (right; patterned bars)
subjected to the five potentials. (c) Comparison of the time constants
predicted from A → B reaction (τrxn,−) and B → A reaction (τrxn,+)
for the NC-wall system (right; filled symbols) and the NC-membrane
system (left; open symbols). The membrane has a fixed bending
rigidity of 50 kBT . Within each data group, the potentials 1–5 are
consecutively shown in black, red, green, yellow, and blue.

without a significant change to the equilibrium constant. In
the study of Hu et al. [9], fully three-dimensional dissipated
particle dynamics simulations were performed to investigate
the binding between membrane-anchored ligand and receptor
proteins. It was found that the binding rate constant decreases
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while the unbinding rate constant increases as the membrane
shape fluctuations increase. Although our continuum model is
simplistic with only one-dimensional motion of a bound NC
that transitions between a metastable state B and a stable state
A, the current results are qualitatively consistent with Hu et al.
[9], and the slight decrease in the equilibrium constant with an
undulating membrane may be attributed to the additional loss
of the membrane entropy when a more stable ligand-receptor
bond is formed.

V. CONCLUSIONS AND OUTLOOK

In this work, we have applied coupled Brownian dy-
namics equations to investigate the binding between a
ligand-functionalized nanoparticle (or an NC) and a tar-
geted receptor-expressing fluid membrane. By considering
an effective, one-dimensional potential for monovalent bind-
ing between the nanoparticle and membrane, the current
mesoscopic-continuum framework allows for the prediction
of temporal correlations for the heights of membrane ele-
ments as well as the variations of nanoparticle center-of-mass
velocity and position along with the associated equilibrium
probability distributions. Moreover, the simulated trajectories
of the instantaneous separation between the surface-anchored
ligand and receptor subjected to a bistable potential have been
analyzed to yield the reactive flux correlation function for
the NC passing over an energy barrier distinguishing two
bound states. We have found that when the NC is bound to an
undulating membrane, the harmonic-force-driven oscillatory
behavior of the NC velocity autocorrelation is substantially
suppressed, and the corresponding NC position fluctuations
are coupled to the out-of-plane motion of the membrane
binding site, thus yielding longer correlation times for the
dynamics of both NC and membrane. From the distribution
of the NC relative to the center-of-mass of the representative
membrane elements, the binding potential of mean force is
impacted by the softness of the membrane, and the softer
the membrane (with a lower bending rigidity) the broader
and shallower the potential landscape. Finally, with respect
to the transition kinetics of a bound NC between two wells
of a bistable potential with varying transition state conditions,
we have also discovered that the transition rate of the NC is
primarily dependent on its capability of exploring the configu-
rational space within the bistable potential. As a result, it is not
surprising that the rate constant is increased in the presence
of an undulating fluid membrane as more fluctuations are
associated with the NC position.

The chosen radius of the nanoparticle in this study is
primarily motivated by targeted drug delivery applications
where the optimal size of the NC is about tens to hundreds of
nanometers [10–13]. However, in other context-specific appli-

cations different sizes of nanoparticles may be relevant. Given
the hydrodynamic scaling in our theory, the features seen in
the autocorretion functions presented as a function of the time
scaled by the hydrodynamic viscous relaxation time (τν ∝ a2)
for a nanoparticle of different size would remain qualitatively
the same with variations dependent on the relative scales of
Brownian relaxation time (τB ∝ a2) and harmonic-spring os-
cillation time for the binding interaction (τk ∝ a

3
2 ). Moreover,

given the viscous drag force (∼ − 6πμa dzp

dt ) and the spring
force (∼ − kbzp) appearing in the nanoparticle equation of
motion, another timescale characterizing the balance between
these two forces would be τc = 6πμa

kb
∝ a [53]. Consequently,

the predicted variation of the transition rate constants with
the particle radius would be bounded by the two scaling laws
of τ−1

k and τ−1
c , respectively, provided the binding strength

and other fluctuating effects remain unchanged. Therefore,
changing the size of the particle by one order of magnitude
would roughly result in a rate constant varied by a factor of 10
to 30.

In the present coarse-grained framework, we have bridged
the essential physics of nanoparticle near-wall hydrodynamic
resistance and membrane shape fluctuations subjected to ther-
modynamic descriptions for the ligand-receptor binding as
well as the membrane elastic Hamiltonian. We have shown
that our results agree qualitatively with previous studies using
more detailed membrane models with the predicted features
being in agreement with relevant biological conditions [9,13].
In a multiscale and multiphysics problem such as the one
presented here, efficient and straightforward characterization
for the spatial-temporal correlations in the fluid inertial regime
is only possible by a unified computational model that suit-
ably takes into account all the relevant degrees of freedom
involved. Given the quasisteady assumption for the near-
membrane lubrication force, the characterized microscopic
correlation functions provide an unambiguous connection
with the macroscopic measurables, as clearly demonstrated
in our analyses of the apparent rate constant for the nanopar-
ticle. It is also anticipated that the one-dimensional binding
potential would be a minimal representation of an effective
energy landscape along the “reaction coordinate” of interest.
More detailed shapes of the potential with a spatially varied
force constant could be employed in the general methodology
presented in this work to gain insights into the binding of func-
tionalized nanoparticles in a variety of biophysical conditions.
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