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The objective of this study is to develop and apply an arbitrary Lagrangian-Eulerian unstructured finite-volume
lattice-Boltzmann method (ALE-FVLBM) for solving two-dimensional compressible inviscid flows around
moving bodies. The two-dimensional compressible form of the LB equation is considered and the resulting
LB equation is formulated in the ALE framework on an unstructured body-fitted mesh to correctly model the
body shape and properly incorporate the mesh movement due to the body motion. The spatial discretization of
the resulting system of equations is performed by a second-order cell-centered finite-volume method on arbitrary
quadrilateral meshes and an implicit dual-time stepping method is utilized for the time integration. To stabilize
the numerical solution, appropriate numerical dissipation terms are added to the formulation. At first, the shock
tube problem is computed to examine the accuracy of the solution obtained by applying the proposed FVLBM
for this unsteady test case which includes shock, expansion wave, and contact discontinuity in the flow domain.
Then, the stationary isentropic vortex is simulated on both the stationary and moving meshes to assess the
implementation of the geometric conservation law in enhancing the solution accuracy of the ALE-FVLBM.
The compressible inviscid flow in the transonic regime is then computed around the stationary NACA0012
airfoil in order to further study the sensitivity of the solution method to the user defined parameters. Now,
the transonic inviscid flow is simulated over the pitching or plunging NACA0012 airfoil to investigate the
accuracy and capability of the proposed solution method (ALE-FVLBM) for the computation of the compressible
flows over moving bodies. Finally, the pitching or plunging NACA0012 airfoil near the ground in the transonic
inviscid flow is simulated as a practical and challenging problem to study the ground effect on the aerodynamic
characteristics of the airfoil. It is indicated that the solution methodology proposed based on the finite-volume
LBM formulated in the arbitrary Lagrangian-Eulerian framework (ALE-FVLBM) is capable of accurately
computing the compressible inviscid flows around the moving bodies with and without the ground effect.
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I. INTRODUCTION

In the recent three decades, the lattice-Boltzmann method
(LBM) due to its simplicity and genericity has drawn a lot
of attention towards itself. The LBM originally developed
from the lattice gas cellular automata (LGCA) is a statistical
gas kinetic approach which in its discrete form is called
the lattice-Boltzmann (LB) equation [1]. The conventional
LBM has been used widely in the literature in conjunction
with the Bhatnagar-Gross-Krook (BGK) model [2] for the
collision term as an alternative to the Euler or Navier-Stokes
equations in order to simulate the behavior of the fluid flow.
Owing to the advantages of the LBM, several efforts have
been made by the researchers to extend the conventional LB
formulation and enhance the accuracy and performance of
its solution by applying different numerical schemes includ-
ing the finite-difference [3–9], finite-volume [10–13], finite-
element [14–16], spectral collocation [17,18], and spectral
difference [19,20] methods and these studies using the LB
formulation have been performed for the simulation of the
fluid flow around the stationary bodies.

*khejran@sharif.edu

One of the most common challenges in the fluid mechanics
engineering is to predict the fluid flow behavior in the neigh-
borhood of moving bodies. Some studies have been performed
in the literature to utilize the LBM in order to simulate
the fluid flow over the moving bodies using the immersed
boundary method (IB-LBM) [21–25] or by applying the
bounce-back boundary condition on the Cartesian grids and
interpolations (IBB) [26–28]. Dorschner et al. [29,30] mod-
ified the immersed wall boundary condition for the entropic
LBM (ELBM) to reasonably handle complex flow geometries
including moving bodies in the incompressible flows. Due to
the implementation of the IBM or IBB in these studies, the
shape of the body is not correctly modeled, and hence, the
wall boundary condition will not be imposed accurately. Note
also that these studies are performed by using the standard
collision-advection LBM and to lower the computational cost
they are based on a coarse background grid for the simulata-
tion of the physical domain and a fine grid near the body
to improve the accuracy of the solution method there, and
this procedure will increase the complexity of the solution
method. Di Ilio et al. [31–33] proposed a moving grid hybrid
LBM (MG-HLBM) to simulate the fluid-solid interaction
problems in the incompressible flows. In their method, the
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region around the body is solved by using the finite-volume
LBM on the unstructured grids and the solution of the outer
domain is obtained by the standard single-time relaxation
LBM on the structured Cartesian grids and the exchange of
the information between these two grids is performed by
an interpolation procedure. Meldi et al. [34] developed an
arbitrary Lagrangian-Eulerian (ALE) form of the LB equation
to solve the incompressible flow over the moving bodies. They
used two moving and basic grids, a moving grid for describing
the flow around the body and an Eulerian frame fixed grid for
resolving the physical domain, and an interpolation technique
is used for the communication between these two grids.
Note that the use of such interpolation procedure between
the moving and basic grids is not simple and the results of
this solution procedure may be dependent on the utilized
interpolation technique. It should be pointed out that the above
solution methods are applied to simulate the incompressible
flows over the moving bodies.

The objective of the present work is to propose and assess
a suitable solution procedure based on the LBM in the ALE
framework for simulating the compressible inviscid flows
over the moving bodies that does not have the previously
mentioned deficiencies. Here, an unstructured finite-volume
LBM formulated in the ALE framework is developed and
applied to satisfy this goal. Note that the solution of such
problems has been extensively carried out in the literature by
solving the compressible Euler equations in the ALE form
(for example see [35–39]) and the same procedure is adopted
here to formulate and apply a finite-volume LBM in the
ALE framework on the unstructured meshes. In the proposed
ALE unstructured finite-volume lattice-Boltzmann method
(FVLBM), the body shape is correctly modeled by using an
unstructured body-fitted mesh and the motion of the body
is properly made by a suitable unstructured mesh movement
strategy. For a compressible thermal fluid flow condition,
different LB models have been proposed in the literature
(for example see [6,7,40–51]), and here, the multiple particle
speeds model proposed by Watari is used. Since a compress-
ible LB formulation is adopted here, the proposed solution
method has the capability of simulating the compressible flow
field with the discontinuities such as shocks. The use of the
finite-volume method to solve the compressible LB equation
in the ALE framework on the unstructured meshes provides
an appropriate solution methodology to effectively simulate
the compressible inviscid flows over practical and challenging
problems, as examined in the present study.

In the rest of the paper, the compressible LBM in the ALE
framework is introduced, the discretization of the resulting
system of equations both spatially and temporally by using
the finite-volume method is given, and the strategy of the
unstructured mesh movement is described. Then, the proposed
solution method (ALE-FVLBM) is applied to simulate several
test cases, including the shock tube, the stationary isentropic
vortex on both the stationary and moving meshes, the station-
ary, pitching, or plunging NACA0012 airfoil in the transonic
inviscid regime, and, as a more practical and challenging test
case, the ground effect on the flow field near the pitching or
plunging NACA0012 airfoil in the transonic inviscid regime is
also investigated. Finally, some conclusions and remarks are
given.

II. GOVERNING EQUATION; COMPRESSIBLE LB
FORMULATION IN ALE FRAMEWORK

In the present study, the LB equation with a single re-
laxation time Bhatnagar-Gross-Krook (BGK) model [2] for
the collision term is used as the governing equation for the
simulation of compressible flows as follows:

∂ fkl

∂t
+ (ckl · ∇) fkl = − 1

τ

(
fkl − f eq

kl

)
, (1)

which in the ALE form becomes

∂ fkl

∂t
+ [(ckl − ṙ) · ∇] fkl = − 1

τ

(
fkl − f eq

kl

)
, (2)

where t is the time, τ is the collision relaxation time, f eq
kl is

the equilibrium distribution function, and ckl is the particle
velocity vector. The subscripts k and l indicate a group of
particles with the translational velocity ck and the direction
of particle, respectively. In Eq. (2), ṙ = (ẋ, ẏ) represents the
grid velocity vector and knowing that ṙ is a solenoidal field,
the convection term in this equation can be written in the
conservative form as

∂ fkl

∂t
+ ∇ · H( fkl ) = − 1

τ

(
fkl − f eq

kl

)
, (3)

where H( fkl ) is the total flux density of fkl and it can be
described as

H( fkl ) = (ckl − ṙ) fkl = (
ckl α

− ṙα

)
fkl êα, α = 1, 2 , (4)

and this formulation written in the ALE form is suitable for the
discretization by using the finite-volume method on moving
meshes applied in the present study to solve the compressible
inviscid flows over moving bodies.

To correctly model the compressibility in a thermal fluid
flow, one should use multiple particle speeds, and here, the
two-dimensional compressible LB model proposed by Watari
[6,7] is used. In this LB model, the macroscopic properties of
the fluid flow are calculated by the following relations:

ρ =
∑

k

∑
l

fkl , ρu =
∑

k

∑
l

fklckl ,

ρ

(
D + n

D
e + u · u

2

)
=

∑
k

∑
l

fkl

(
c2

k

2
+ η2

k

2

)
, (5)

TABLE I. Particle velocities and extra energy speeds of 2D
Watari LB model [7].

k: group l: direction ck ηk

0 1 c0 = 0 η0 = 0
1 1–8 c1 = 1 η1 = 1
2 1–8 c2 = 2 η2 = 2
3 1–8 c3 = 3 η3 = 3
4 1–8 c4 = 4 η4 = 4
5 1–8 c5 = c1 = 1 η5 = 0
6 1–8 c6 = c2 = 2 η6 = 0
7 1–8 c7 = c3 = 3 η7 = 0
8 1–8 c8 = c4 = 4 η8 = 0
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FIG. 1. Particle velocities in two-dimensional (2D) LB model
proposed by Watari [7].

where D indicates the number of spatial dimensions and n
represents the number of extra degrees of freedom with the

energy level of η2
k/2 according to the translation or rotation.

In the Watari model, 65 particle velocities divided in nine
groups are used, including the particle at rest (k = 0) and
two other classes, each containing four groups of the octagon
particles, one with an extra degree of freedom (k = 1−4) and
the other with no extra degrees of freedom (k = 5−8), as
given in Table I and Fig. 1, illustrates a class consisting 32
of the particle velocities.

The total internal energy E in this LB model can be
calculated as

E = D + n

D
e, (6)

where the translational internal energy e, the pressure p, the
temperature T , and the specific-heat ratios γ are calculated by

p = 2

D
ρe, T = 2

D
e, γ = D + n + 2

D + n
. (7)

The Watari model is capable of modeling the fluid flow with
different specific-heat ratios and, in the current study, both
the ideal monatomic (D = 2, n = 1, γ = 5/3) and diatomic
(D = 2, n = 3, γ = 7/5) gasses are considered. In the Watari
model, the local equilibrium distribution function is given by

f eq
kl = ρFk

[(
1 − u · u

2e
+ (u · u)2

8e2

)
+ 1

e

(
1 − u · u

2e

)
(ckl · u) + 1

2e2

(
1 − u · u

2e

)
(ckl · u)2 + 1

6e3
(ckl · u)3 + 1

24e4
(ckl · u)4

]
,

(8)

where Fk is the weighting coefficient and it is obtained as

Fk =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 − 8(F1 + F2 + F3 + F4 + F5 + F6 + F7 + F8), k = 0

n
η2

k

6e4−e3�
i �=k
i c2

i + 1
8 e2�

i �=k
i �

i �=k, j �=k
j (cic j )2− 1

8 e	i �=k
i c2

i

	
i �=k
i (c2

k−c2
i )

, k = 1, 2, 3, 4

48e4−6e3�
i �=k
i c2

i + 1
2 e2�

i �=k
i �

i �=k, j �=k
j (cic j )2− 1

4 e	i �=k
i c2

i

	
i �=k
i (c2

k−c2
i )

, k = 5, 6, 7, 8

. (9)

It is noteworthy that all the variables in the aforementioned equations are in a dimensionless form as follows:

r = r∗

L∗ , t = t∗

L∗/
√

R∗T ∗
0

, τ = τ ∗

L∗/
√

R∗T ∗
0

, u = u∗√
R∗T ∗

0

,

fkl = f ∗
kl

ρ∗
0

, ckl = c∗
kl√

R∗T ∗
0

, ηk = η∗
k√

R∗T ∗
0

,

ρ = ρ∗

ρ∗
0

, p = p∗

ρ∗
0 R∗T ∗

0

, T = T ∗

T ∗
0

, e = e∗

R∗T ∗
0

, E = E∗

R∗T ∗
0

, (10)

where the superscript ∗ indicates the dimensional variables, the subscript 0 denotes the freestream condition, L represents the
reference length, and R∗ is the ideal gas constant, respectively.

III. NUMERICAL SOLUTION PROCEDURE

Here, a second-order cell-centered finite-volume method is used for the discretization of the ALE-LB equation (3) on the
unstructured meshes. Integrating this equation over the domain 
 confined with its boundary ∂
 will result in the following
formula:

∂

∂t

∫∫



fkldA +
∮

∂


H( fkl ) · n̂ds =
∫∫




− 1

τ

(
fkl − f eq

kl

)
dA. (11)
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Assuming the domain 
 is covered with a finite number of nonoverlapping quadrilateral cells, one can write this equation for
each cell as

d

dt
[( fkl ) jA j] +

nfaces∑
m=1

Hm · n̂mdsm + 1

τ

[
( fkl ) j − (

f eq
kl

)
j

]
Aj︸ ︷︷ ︸

Rj ( fkl )

= 0, (12)

where Aj is the area of the cell j, nfaces is its number of faces
(here, nfaces = 4), and n̂m is the normal vector to the face m,
dsm is the length of the face m, and Hm is the flux passing
through the face m (see Fig. 2). To calculate the value of the
flux at each cell face, a central averaging scheme is used as

Hm = HL + HR

2
, (13)

where the subscripts L and R denote the left and right neigh-
boring cell center values of the flux, respectively, and they are
calculated by

HL,R = (ckl − ṙ)L,R( fkl )L,R . (14)

A. Dissipation terms

In order to reduce the effect of the Gibbs phenomenon
caused by the odd-even decoupling as a result of the form of
the spatial discretization used here and to reasonably capture
the discontinuities in the flow field such as shocks, the numer-
ical dissipation term D( fkl ) is added to Eq. (12) as

d

dt
[( fkl ) jA j] + R( fkl ) j − D( fkl ) j = 0, (15)

where

D( fkl ) j =
N∑

m=1

(dkl )i j, (16)

in which N is the number of cells connected to the jth cell
and (dkl )i j is the dissipation on the interface of the jth cell

FIG. 2. A schematic of computational quadrilateral mesh.

and the neighboring cell i on its mth face. Note that (dkl )i j

is composed of two parts of the second- and fourth-order
dissipation terms. The former is used to damp the oscillations
near the discontinuities in the solution domain and the latter is
used to eliminate the high-frequency oscillations raised from
the odd-even decoupling, and thus (dkl )i j is calculated as

(dkl )i j =λi j
{
ε

(4)
i j [∇2( fkl ) j −∇2( fkl )i] − ε

(2)
i j [( fkl ) j − ( fkl )i]

}
,

(17)

where

∇2( fkl ) j =
N∑

m=1

[( fkl )i − ( fkl ) j] (18)

and the other variables are calculated as

λi j = 1

2

(
Aj

t j
+ Ai

ti

)
, ν j =

N∑
k=1

|p j − pk|
(p j + pk )

,

ε
(2)
i j = k2 max(ν j, νi ), ε

(4)
i j = k4 max

(
0, k4 − ε

(2)
i j

)
, (19)

where in the above relations, the index j represents the target
cell and the index i indicates its neighbors. The sensor νi

works in such a way that near the discontinuities in the
solution domain the fourth-order dissipation term will not
be activated and only the second-order dissipation term will
be activated, as explained before. The coefficients k2 and k4

are two user defined parameters adjusting the intensity of
the second- and fourth-order dissipation terms, respectively.
The formulation of the numerical dissipation terms given
here to be used for the solution of the compressible LB
equation is nearly similar to that applied for the solution of
the compressible Euler equations [39,52].

B. Boundary conditions

In the present study, different types of boundary conditions
(BCs) are encountered including the slip wall, inflow, and out-
flow BCs. Here, the fictitious cell approach is applied in which
each boundary cell has a fictitious cell in the neighboring of
its boundary face. To calculate the distribution function fkl on
these fictitious cells, the boundary conditions are treated for
both the mesoscopic and macroscopic scales. In the macro-
scopic scale, the flow tangency condition on the wall boundary
is used for the stationary or moving body considering the
simulations performed under the inviscid flow assumption to
calculate the velocity components (u, v) in each wall fictitious
cell. The pressure and density variables in that wall fictitious
cell are calculated by setting ∂ p/∂n = 0 and ∂ρ/∂n = 0 on
the wall boundary (where n is the direction normal to the
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wall). For the far-field boundary, the nonreflecting (charac-
teristic) boundary conditions are used [39,53] to calculate the
velocity components and the density and pressure variables in
each far-field fictitious cell.

In the mesoscopic scale, the nonequilibrium distribution
function f neq

kl in each fictitious cell is calculated in which
its second derivative ∂2 f neq

kl /∂n2 is set to be vanished on the
corresponding boundary face. In the next step, in order to
calculate the LB distribution function fkl on each fictitious
cell, the equilibrium distribution function calculated from the
macroscopic scale variables using Eq. (8) and the nonequi-
librium distribution function obtained from the mesoscopic
scale are added together on that fictitious cell, i.e., fkl = f eq

kl +
f neq
kl . In this procedure, considering that all the variables are

calculated on the center of the numerical cells, no population
will be lost.

C. Time integration scheme

Here, the time integration is efficiently performed by ap-
plying an implicit dual-time stepping method [20] and it is
made by adding a pseudotime derivative term to Eq. (15) as
follows:

An+1
j

∂ ( fkl )n+1
j

∂τ̃
+ R∗[( fkl )

n+1
j

] = 0, (20)

where n is the real time-step level, τ̃ represents the pseudo-
time, and R∗() indicates the residual in the pseudotime level
and the discretization of the real time by using the second-
order backward differencing will result in

R∗[( fkl )
n+1
j

] = 3An+1
j ( fkl )n+1

j − 4An
j ( fkl )n

j + An−1
j ( fkl )n−1

j

2t

+ R
[
( fkl )

n+1
j

] − D
[
( fkl )

n+1
j

]
. (21)

Note that the time integration for the solution of Eq. (20)
in the pseudotime level can be performed by either low- or
high-order explicit schemes. Since the accuracy of the time
integration in the pseudotime level is not important, a simple
explicit scheme is used here. To calculate fkl

n+1 at the new
real time level n + 1, Eq. (20) is solved iteratively in the
pseudotime τ and the iteration procedure will be continued
to reach the specified convergence criterion considered.

D. Mesh movement strategy and geometric conservation law

The fluid flow problems that include moving boundaries
are very common and can be simulated via a suitable mesh
movement strategy. Here, the linear spring analogy proposed
by Batina [35] is adopted for this aim. In this method, at each
time step the new coordinates of the mesh nodes are calculated
using their previous locations, and therefore, the data structure
remains intact. To perform the linear spring method, each edge
of a cell is presumed as a tensile spring; somehow the stiffness
of the fictitious spring increases as the length of the edge
decreases. Therefore, for the edge that connects the nodes p
and q, the stiffness Cpq of the adjacent spring is calculated by

Cpq = 1

l2
pq

= 1

|rp − rq|2
. (22)

p

q=1

2

3

4

5 6

7

8

FIG. 3. A schematic of spring network used.

When a small motion happens in a boundary of the solution
domain, the following equations are solved in an iterative
manner until all the nodes reach an equilibrium from the
perspective of the second law of Newton:

�rn+1
p =

∑
qCpq�rn

q∑
qCpq

, (23)

where p is the target node and q represents any node con-
nected to the target node through a real or virtual connection
(see Fig. 3). Note that this traditional formulation of the
linear spring does not model a network of springs because
the two coordinates in Eq. (23) are decoupled. It means that
any deformation in one direction would result in the displace-
ment of the nodes in that direction only. To overcome this
difficulty of the traditional form of the linear springs, Farhat
[54] proposed a modified formulation of the linear springs
in which a real network of springs would be modeled and
this technique is adopted in the present study. Although the
modified linear spring can handle the problems with relatively
large displacements, such conditions are not considered for
the moving NACA0012 airfoil studied here in the pitching
or plunging motions. Note that inviscid flow computations
over the NACA0012 airfoil with large displacements do not
provide physical results because of the occurrence of the
separated flows due to the viscous effects, which are neglected
in the present study, and for providing the physical results
for these conditions, the ALE-FVLBM should be extended to
consider the viscous effects.

The deformation of the computational cells due to moving
boundaries will change the area of each cell and according to
the formulation, the calculation of each cell area is required
in every time step. Given that the mesh motion algorithm is
solved approximately, if one computes the area of a cell using
the coordinates of its vertices, the solution may encounter
an error over the time. To avoid such error, the geometric
conservation law (GCL) should be used in which the area of
each cell is integrated forward in the time using the same
numerical scheme applied to the governing equations [55].
Here, the GCL is implemented by considering the ALE-LB
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equation (11) reformulated as follows:

∂

∂t

∫∫



dA −
∮

∂


ṙ · n̂ dS = 0, (24)

where the parameters involved in this equation have been
introduced before. Using the second-order time discretization,
Eq. (24) becomes

An+1 = 4An − An−1 + 2t θn+1

3
(25)

in which

θn+1 =
4∑

m=1

[(ẋ n̂x + ẏ n̂y)mdSm]. (26)

The effect of the implementation of the GCL on the solution
of the ALE-FVLBM will be investigated in the present study
by simulating the stationary isentropic vortex problem on the
moving meshes.

IV. RESULTS AND DISCUSSION

The present solution methodology based on the application
of the second-order cell-centered finite-volume LBM in the
ALE framework (ALE-FVLBM) on the unstructured meshes
is assessed by simulating different compressible inviscid
flows. At first, the Sod shock tube problem is simulated by
applying the proposed FVLBM and the present solution is
compared with the exact solution for this Riemann problem.
Then, to evaluate the effects of the implementation of the GCL
on the solution of the ALE-FVLBM, the stationary isentropic
vortex is simulated on both the stationary and moving meshes.
The simulation of the compressible inviscid flow over the
stationary, pitching, or plunging NACA0012 airfoil is then
carried out by applying the ALE-FVLBM on the quadrilateral
meshes and the present results are compared to the available
numerical and experimental ones. As a practical and challeng-
ing problem, the pitching or plunging NACA0012 airfoil in
the presence of a wall, to replicate the ground effect, is also
simulated. All the simulations performed in the present study
are carried out for the diatomic ideal gas, γ = 7/5, unless
otherwise specified.

All the simulations performed here are carried out on a
computer with the following specifications: Core i7-3.4 GHz
CPU with 16-GB RAM. A typical computational time based
on the wall clock required for the simulation of the com-
pressible inviscid flow over the moving NACA0012 airfoil for
1000 iterations is about 12 sec. The parallel processing is not
implemented here, however, it is possible to do so according
to the compatibility of the LBM with the parallel algorithms
to reduce the computation time needed.

A. Sod shock tube

To investigate the ability of the present solution method
to resolve the discontinuities in the solution domain, the Sod
shock tube problem is simulated here. The solution starts from

the following initial condition:

(ρ, u, p) =
{

(1, 0, 1), x � 0.5
(0.125, 0, 0.1), x> 0.5 (27)

and the present results by applying the proposed FVLBM are
compared to the exact solution at the time t = 0.2. The solu-
tion domain is extended from x = 0 to x = 1 and from y = 0
to y = 0.06 and covered with 1000 × 6 uniform quadrilateral
cells in the x and y direction, respectively. Here, the periodic
condition is used for the upper and lower boundaries and
the extrapolation is applied for the left and right sides of the
solution domain to calculate the particle distribution function
fkl on the boundaries. The real time step size considered in
the dual-time stepping method for computing the shock tube
problem using the proposed FVLBM is set to be t = 0.0001.

A sensitivity study is made to study the effects of the
numerical parameters on the solution of the FVLBM applied.
Similar to the study performed in Ref. [20], the present study
has shown that the value of the relaxation time τ can affect
the inviscid solution of the FVLBM applied and its value
should be selected as small as possible to obtain more accurate
solution with a low level of oscillations. Here, the value of the
relaxation time is selected to be τ = 0.0001 and the results
show that it provides a reasonable solution in comparison
with the exact solution for the shock tube problem. Now, the
effect of the values of the second- and fourth-order dissipation
coefficients on the solution of the FVLBM applied is investi-
gated, as shown in Fig. 4. The study shows that the numerical
dissipation terms implemented in the solution algorithm of
the FVLBM can have significant effects on the solution.
It is indicated that the solution near the discontinuities is
smeared by increasing the values of the numerical dissipation
coefficients and some oscillations are observed by decreasing
them, and the study shows that k2 = 0.125 and k4 = 0.002 are
suitable to obtain a reasonable solution compared to the exact
solution. The convergence history of the solution obtained by
applying the proposed dual-time stepping FVLBM for the
shock tube problem is given in Fig. 5 which indicates the
solution is reasonably converged in the pseudotime level for
each real time step size.

Given that the proposed FVLBM with incorporating the
Watari model in the formulation can consider different val-
ues of the specific-heat ratios, the present simulations are
performed for both the diatomic and monatomic ideal gases,
γ = 7/3 and γ = 5/3. Figure 6 shows a comparison of the
solution obtained by the FVLBM applied for both the ideal
gases and good agreement is observed in comparison with the
exact solution for both cases.

B. Stationary isentropic vortex

The simulation of the stationary isentropic vortex on the
stationary or moving meshes is performed here to assess
the effect of implementing the GCL on enhancing the ac-
curacy of the solution of the proposed ALE-FVLBM. The
computational domain is a 10 × 10 square and the macro-
scopic variables are initialized as (ρ, u, v, p) = (1, 0, 0, 1),
and then, the isentropic vortex is added to the mean flow
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ρ

FIG. 4. Effect of value of dissipation coefficients on distribution
of (a) density and (b) pressure for the shock tube problem.

with perturbations in the velocities and no perturbation in the
entropy as follows:

(δu, δv) = εκeα(1−κ2 )(− sin θ̃ , cos θ̃ ), δs = 0, (28)

FIG. 5. Convergence history of the solution for the shock tube
problem.

ρ

γ
γ

γ
γ

FIG. 6. Comparison of distribution of (a) density and (b) pressure
for the shock tube problem for γ = 7/5 and γ = 5/3.

where the density and the pressure are obtained by

ρ =
(

1 − (γ − 1)ε2e2α(1−κ2 )

4αγ

)1/(γ−1)

, p = ργ . (29)

In the above relations, θ̃ is the angle of each point with
respect to the positive x axis while the origin is set to be the
center of the vortex (xc, yc) = (5, 5). Also, ε is the vortex
strength, α is the decay rate of the vortex, and κ = r/rc,
r =

√
(x − xc)2 + (y − yc)2, in which rc is the core radius of

the vortex and ε = 5/2π , α = 0.5, and rc = 1 are used here.
The mesh is forced to move in time according to

x(t ) = xr + 2.0 sin

(
πxr

10

)
sin

(
πyr

10

)
sin

(
2πt

t0

)
,

(30)

y(t ) = yr + 1.5 sin

(
πxr

10

)
sin

(
πyr

10

)
sin

(
4πt

t0

)
,

where t0 = 1 is considered and xr and yr are the initial
coordinates of the mesh at t = 0. The periodic condition for
the distribution function fkl is applied for all the sides of the
solution domain.

Here, the solution is marched in the real time t by using the
dual-time stepping method implemented in the ALE-FVLBM
and the results for both the stationary and moving meshes
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are obtained up to the time t = 1 by considering the real
time step size t = 0.001. The value of the relaxation time
for this investigation is considered to be small, i.e., τ =
0.0001, to reasonably represent an inviscid calculation. Now,

FIG. 7. Moving mesh and computed flow field shown by density
contours for three different times of the solution, (a) t = 0, (b) t =
0.25, (c) t = 0.75, for the isentropic vortex problem.

Δ

FIG. 8. Order of spatial accuracy of the solution for the station-
ary and moving meshes for the isentropic vortex problem.

the effect of the implementation of the GCL on the spatial
and temporal accuracy of the solution of the ALE-FVLBM
is examined. To verify the spatial accuracy of the solution,
the computations are performed on four different meshes with
2500, 10000, 40000, and 160000 quadrilateral cells and the
solution of the finest mesh is considered as the reference
solution and the error is calculated based on the L2 norm
of the density for the other meshes compared to the finest
one. This investigation is performed for both the stationary
and moving meshes and the solution is obtained with and
without implementing the GCL for the moving mesh case.
The mesh and the computed flow field shown by the density
contours for three different times of the solution, t = 0, 0.25,
and 0.75, for the moving mesh case are depicted in Fig. 7.
The solution for the coarse mesh with 2500 quadrilateral cells
is shown here for the mesh movement and the computed flow
field to be clearly observed. Figure 8 verifies the second-order
spatial accuracy of the present solution method for both the
stationary and moving meshes. It is also observed that the im-
plementation of the GCL for the moving mesh case does not
have a noticeable effect on the accuracy of the solution of the
ALE-FVLBM and the solutions of the stationary and moving

Δ

FIG. 9. Order of temporal accuracy of the solution for the sta-
tionary and moving meshes for the isentropic vortex problem.
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meshes are nearly the same. Now, to investigate the temporal
accuracy of the solution of the ALE-FVLBM, four different
values for the real time step size are considered, t = 0.01,
0.005, 0.0025, and 0.00125, and the error for each simulation
is calculated based on the L2 norm of the density com-
pared to the reference solution obtained by t = 0.00125.
The simulations are performed for three different conditions:
the moving mesh with and without implementing the GCL
and the stationary mesh. The second-order temporal accuracy
of the solution method adopted is verified for both the station-
ary and moving meshes, as illustrated in Fig. 9. It is indicated
that the implementation of the GCL improves the temporal

FIG. 10. Unstructured quadrilateral meshes used for the solution
of the NACA0012 airfoil; (a) Mesh-I, (b) Mesh-II, and (c) Mesh-III
meshes.

FIG. 11. Effect of grid size on surface pressure coefficient distri-
bution for the stationary NACA0012 airfoil at α = 0◦ and M∞ = 0.8.

accuracy of the solution of the ALE-FVLBM compared to
the solution of the stationary mesh. The trend found by
implementing the GCL in the formulation of the ALE-
FVLBM is consistent with the study performed for the
solution of the Euler equations on the moving meshes in
Ref. [56].

C. Stationary NACA0012 airfoil

This test case is concerned with the computation of
the steady inviscid transonic flow around the stationary
NACA0012 airfoil at M∞ = 0.8 and 0◦ angle of attack and
the present solution by applying the unstructured FVLBM
is compared with that of Davis and Bendiksen [38]. This
condition is designed to evaluate the ability of the present
solution method to capture the discontinuities in the flow
field. A sensitivity study is also performed to examine the
effects of the numerical parameters including the mesh size
and the values of the numerical dissipation coefficients on the
accuracy of the steady solution obtained by the unstructured
FVLBM applied. Here, the steady solution is obtained by

FIG. 12. Effect of value of second-order dissipation coeffi-
cient on surface pressure coefficient distribution for the stationary
NACA0012 airfoil at α = 0◦ and M∞ = 0.8.
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FIG. 13. Effect of value of fourth-order dissipation coeffi-
cient on surface pressure coefficient distribution for the stationary
NACA0012 airfoil at α = 0◦ and M∞ = 0.8.

considering a very large real time-step size in the implicit
dual-time stepping method for the real time derivative term to
be vanished, and then, marching in the pseudotime level until
the error reaches a certain convergence criterion. Figure 10
shows the unstructured meshes (Mesh-I, Mesh-II, and Mesh-
III with 1775, 3568, and 8552 quadrilateral cells, respectively)
used to predict the flow field over the NACA0012 airfoil
geometry. All the calculations performed in the present study
for the stationary or moving NACA0012 airfoil are based
on a small value of the relaxation time, i.e., τ = 0.001, to
reasonably simulate the inviscid flows.

The effect of the size of the computational mesh on the
surface pressure coefficient distribution for the stationary
NACA0012 airfoil is examined, as shown in Fig. 11. The
study indicates that the shock is slightly predicted sharper by
refining the mesh and Mesh-II and Mesh-III provide nearly
the same results in both the shock region and the remaining
part of the solution. Hereafter, Mesh-II and Mesh-III, referred
to as the coarse and fine meshes, respectively, are used for
the subsequent simulations and Mesh-I, given that it does

γ
γ

FIG. 14. Effect of value of specific-heat ratio on surface pressure
coefficient distribution for the stationary NACA0012 airfoil at α =
0◦ and M∞ = 0.8.

FIG. 15. Convergence history of the solution for the plunging
NACA0012 airfoil.

not provide a desirable accuracy, will be disregarded. Note
also that all the subsequent simulations for the stationary or
moving NACA0012 airfoil are performed on the coarse mesh,
unless otherwise indicated. To investigate the effect of the
value of the second-order dissipation coefficient k2 on the
solution, this parameter is isolated by selecting a small value
of the fourth-order dissipation coefficient, i.e., k4 = 0.0001.
Figure 12 indicates how this parameter affects the solution
shown by the surface pressure coefficient distribution; increas-
ing the value of k2 will smear the shock wave as expected.
On the other hand, the absence of this coefficient would not
affect the stability of the solution algorithm for the condition
considered here. Given the lower the values of k2 the more
accurate the results, k2 = 0 seems a proper choice for the
rest of the simulations. Figure 13 illustrates the effect of
the value of the fourth-order dissipation coefficient k4 on the
solution. Increasing the value of k4 will dissipate the solution
expectedly, and therefore, a small amount, i.e., k4 = 0.0001, is
used for the subsequent simulations performed in this study. It
is observed that the present solution obtained by applying the
unstructured FVLBM is comparable with that of Davis and
Bendiksen [38] which indicates the solution method adopted

FIG. 16. Comparison of lift and moment coefficients vs nondi-
mensional time for the plunging NACA0012 airfoil.
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FIG. 17. Comparison of surface pressure coefficient distribution for the plunging NACA0012 airfoil during the upward motion at (a) H = 0
and (b) H = Hmax.

is suitable for computing the compressible inviscid flows with
the shock in the flow domain.

Now, to study the effect of the value of the specific-heat
ratios γ on the solution, the computations are carried out for
both the diatomic and monatomic ideal gases, γ = 7/5 and
γ = 5/3, and the corresponding surface pressure coefficient
distributions for the stationary NACA0012 airfoil are given in
Figure 14. It is indicated that a higher pressure on the airfoil
surface before the shock region is predicted, the position of
the shock is slightly shifted toward the trailing edge, and the
strength of the shock is slightly decreased for the monatomic
ideal gas γ = 5/3 compared to the diatomic case γ = 7/5.

D. Plunging NACA0012 airfoil

The next problem investigated is the forced vertical motion
of the NACA0012 airfoil while its pitching angle is held
constant at 0°. This test case was simulated by Davis and
Bendiksen [38] by solving the Euler equations in the ALE
framework and the present solution obtained by applying the
ALE-FVLBM is compared with this reference. The vertical
movement of the body is prescribed by

h(t ) = Hmax × sin(ω t ), (31)

where ω is the angular frequency of the oscillation which is
related to the reduced frequency k as

k = ω c

2U∞
. (32)

The maximum amplitude of the oscillation Hmax is set to be
0.1 of the airfoil chord length and the angular frequency of
the motion ω is calculated from Eq. (32) by setting the reduced
frequency to be k = 0.5. The freestream Mach number in this
case is the same as that considered for the stationary test case,
M∞ = 0.8, and the present simulation is carried out on the
coarse mesh as well as the fine mesh.

For initiating the unsteady solution, a steady-state solution
is used by performing the simulation for the stationary airfoil
and setting a reasonable convergence criterion, as indicated
in the convergence history of the solution for the number
of iterations to be about 105 in Figure 15. The convergence
history of the unsteady-state solution performed by applying

the ALE-FVLBM is also demonstrated in Fig. 15 where the
inner frame shows a random interval to clearly show the so-
lution convergence in the pseudotime level for each real time
step size. Figure 16 displays the lift and moment coefficients
vs the nondimensional time obtained by applying the ALE
FVLBM on both the coarse and fine meshes compared with
the numerical results provided by Davis and Bendiksen which
exhibit good agreement. It is also observed that the solution of

Φ

Φ

Φ

Φ

FIG. 18. Computed flow field shown by the pressure contours for
the plunging NACA0012 airfoil at different vertical positions (right
column) and their corresponding meshes (left column).
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FIG. 19. Convergence history of the solution for the pitching
NACA0012 airfoil (AGRAD CT5 test case).

the ALE-FVLBM for the coarse and fine meshes used here is
almost the same. Figure 17 demonstrates that the surface pres-
sure coefficient distribution predicted by the present solution
is also comparable to the results of Davis et al. for the two
instances of the motion, namely, at the zero vertical position
during the up-stroke motion and at the maximum vertical

α

α

FIG. 20. Comparison of (a) lift and (b) moment coefficients vs
angle of attack for the pitching NACA0012 airfoil (AGARD CT5
test case).

position in the fourth cycle of the oscillation. The pressure
contours and the unstructured meshes for the four different
phases of the oscillation, � = 0, 90◦, 180◦, and 270◦, are
depicted in Fig. 18 clearly showing the formation and motion
of the shock wave on the upper and lower surfaces of the
airfoil. Note that the results presented in Figs. 17 and 18 are
based on the fine mesh. It is found that the solution method-
ology presented here based on the unstructured finite-volume
LBM in the ALE framework (ALE-FVLBM) is suitable for
an accurate simulating the compressible inviscid flow over
this moving geometry and the results obtained are comparable
with those predicted by solving the Euler equations in the
ALE framework.

E. Pitching NACA0012 airfoil

The next test case is the AGARD CT case number 5 of
Landon [57] (the AGARD CT5 test case). In this test case,
the NACA0012 airfoil experiences a forced sinusoidal rigid
pitching motion while it is fixed in its vertical position. The
freestream Mach number is M∞ = 0.755 in which the airfoil
experiences a transonic regime of the flow. The airfoil rotates
around its quarter chord point c/4 with the pitch angle α(t )

αα

α

α

α

α

α

α

FIG. 21. Comparison of surface pressure coefficient distribution
for the pitching NACA0012 airfoil at different angles of attack.
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governed by

α(t ) = 0.016◦ + 2.51◦ sin(ω t ), (33)

where the angular frequency ω is obtained from Eq. (32) by
setting the reduced frequency to be k = 0.0814, as considered
for the AGARD CT5 test case [57].

For initiating the unsteady solution of the CT5 test case,
a converged steady-state solution is used for the stationary
airfoil. Note that the steady-state simulation is performed
at the identical freestream condition to the CT5 test case.
Figure 19 shows the convergence history of the solution for
both the steady and unsteady conditions in which the inner
frame shows a random interval to clearly show the solution
convergence in the pseudotime level for each real time step
size. The simulations are carried out on both the coarse and
fine meshes to show the grid independency for this moving
geometry. Figure 20 represents the variation of the lift and
moment coefficients vs the pitching angle for the present
simulation performed on both the coarse and fine meshes for a
cycle of the airfoil motion and the results obtained by applying
the ALE-FVLBM are comparable with the experimental data
by Landon [57] and the numerical results by Batina [35]. It is
observed that the unsteady solution obtained over the pitching
NACA0012 airfoil is not very sensitive to the mesh sizes
considered here. The predicted surface pressure coefficient
distribution is also compared with the numerical results of

Φ

Φ

Φ

Φ

FIG. 22. Computed flow field shown by pressure contours for
the pitching NACA0012 airfoil at different angles of attack (right
column) and their corresponding meshes (left column).

α

γ
γ

α

FIG. 23. Effect of value of specific-heat ratio on (a) lift and (b)
moment coefficients vs angle of attack for the pitching NACA0012
airfoil.

Batina and the experimental data of Landon in eight different
pitch angles, as shown in Fig. 21 and good agreement is
observed. The four snapshots of the computed flow field
shown by the pressure contours in a cycle of the motion are
given in Fig. 22 together with their corresponding meshes
and it is indicated that the shock wave at different positions
on both the upper and lower surfaces is reasonably captured.
Here, the fine mesh is used to obtain the results in Figs. 21 and
22. Note also that the present solution performed by applying
the ALE-FVLBM provides the numerical results which are
comparable with those of the ALE-FV Euler solver by Batina.
Indications are that the ALE-FVLBM can be considered as
an alternative to the ALE-FV Euler solvers for predicting the
compressible inviscid flow over the moving bodies.

Figure 23 compares the variation of the lift and moment
coefficients vs the pitching angle obtained by applying the
ALE-FVLBM for the diatomic and monatomic ideal gases,
γ = 7/5 and γ = 5/3. It is illustrated that the lift coefficient
remains almost the same, however, the moment coefficient
is changed significantly for these two ideal gases and this
behavior is due to the change in the position of the shock
formed on the surface of the airfoil, as also observed for the
stationary NACA0012 airfoil.
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FIG. 24. Computational mesh for simulating the ground effect
for the pitching NACA0012 airfoil.

F. Pitching or Plunging NACA0012 airfoil
in the vicinity of the ground

The simulation of the flow for the oscillation of an airfoil
in the vicinity of the ground is a practical and challenging
problem and the use of an unstructured FV flow solver is a
good choice for this aim. To perform an analysis for such a
problem, the already simulated pitching or plunging airfoil
is altered by adding a symmetry wall in the adjacent of the
NACA0012 airfoil to replicate the effect of a flat ground.
Figure 24 shows the computational unstructured mesh used
to simulate the flow over the NACA0012 airfoil with the
ground effect. The lower boundary of the domain is treated
as a symmetric wall and the distance of the airfoil from the
wall is equal to the chord of the airfoil. The other conditions
involving in the problem are identical to the aforementioned
ones in the pitching or plunging NACA0012 airfoil test cases.

The convergence history of the solution for the plunging
NACA0012 airfoil in the vicinity of ground is presented in
Fig. 25. The lift and moment coefficients vs the nondimen-
sional time are illustrated in Fig. 26 with and without the

FIG. 25. Convergence history of the solution for the plunging
NACA0012 airfoil with the ground effect.

FIG. 26. Ground effect on lift and moment coefficients vs nondi-
mensional time for the plunging NACA0012 airfoil.

ground effect. It is found that the ground has a considerable
effect on the aerodynamic coefficients for this test case simu-
lated. Figure 27 presents the flow field shown by the pressure
contours and it is observed that the position and strength of
the shock on both the upper and lower surfaces of the airfoil
are changed due to the presence of the ground.

The convergence history of the solution for the pitching test
case is plotted in Fig. 28 and it is observed that the solution
is reasonably converged in the pseudotime level for each
real time step size. The lift and moment coefficients vs the
pitching angle for the CT5 test case with the ground effect are
given in Fig. 29 and they are compared to the results without
considering the ground. It is indicated that the aerodynamic
coefficients for this moving airfoil are significantly changed
with the ground effect for the flow conditions considered here.
Figure 30 shows the pressure contours for the four phases of
the motion and the effect of the ground in altering the flow
field specifically on the shock wave formation is quite clear in
this figure.

Φ

ΦΦ

Φ

FIG. 27. Computed flow field shown by the pressure contours for
the plunging NACA0012 airfoil in the vicinity of ground at different
vertical positions.

023308-14



ARBITRARY LAGRANGIAN-EULERIAN UNSTRUCTURED … PHYSICAL REVIEW E 101, 023308 (2020)

FIG. 28. Convergence history of the solution for the pitching
NACA0012 airfoil with the ground effect.

V. CONCLUSION

In this study, an arbitrary Lagrangian-Eulerian unstruc-
tured finite-volume LBM (ALE-FVLBM) is developed and
applied for the simulation of the compressible inviscid flows

α

α

FIG. 29. Ground effect on (a) lift and (b) moment coefficients vs
angle of attack for the pitching NACA0012 airfoil.

Φ Φ

ΦΦ

FIG. 30. Computed flow field shown by the pressure contours for
the pitching NACA0012 airfoil in the vicinity of ground at different
pitching angles.

over the moving bodies. For this aim, the compressible LB
equation with the BGK approximation is formulated in the
ALE framework and the resulting system of equations is
discretized using a second-order cell-centered finite-volume
method on the unstructured meshes. For the time integration,
an implicit dual-time stepping method is utilized. Several test
cases are simulated here to show the accuracy and robustness
of the solution method adopted based on ALE-FVLBM. Some
conclusions and remarks regarding the present study are as
follows:

(1) The study shows that the solution methodology pro-
posed based on the application of FVLBM is stable and robust
for the simulation of the compressible inviscid flows over the
stationary or moving bodies even with the discontinuities in
the flow field such as shock waves. It is indicated that the
computed results obtained by the present solution method are
in good agreement with the available numerical and experi-
mental results for the test cases considered.

(2) The solution methodology proposed based on the
FVLBM formulated in the ALE framework on an unstructured
body-fitted mesh can correctly model the body shape and
properly admit the mesh movement owing to the body motion.
Here, the finite-volume method is used for the solution of the
compressible LB equation in the ALE framework, however,
the solution procedure introduced here can be applied to other
numerical approaches.

(3) The moving airfoil near the ground is successfully
simulated as a practical and challenging problem to further
show the applicability of the present solution method to deal
with complex physics. It is shown that the solution method-
ology proposed based on the ALE-FVLBM is capable of
accurately computing the compressible inviscid flows around
the moving bodies with and without the ground effect. The
use of the unstructured meshes in the ALE-FVLBM enhances
the solution method adopted here to handle practical and
complicated problems.

(4) Here, the multiple particle speed LB model proposed
by Watari is incorporated in the ALE-FVLBM to correctly
model the compressibility effects. The proposed solution
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method with this LB model has the capability of computing
the compressible flows with different values of the specific-
heat ratios, as demonstrated here by simulating both the
stationary and moving bodies. Note that the use of other LB
models in the solution method proposed here is straightfor-
ward to perform.

(5) It is indicated that the results obtained by the ALE-
FVLBM for the compressible inviscid flows over the moving
bodies follow the results of the ALE-FV Euler solvers carried
out by other researchers. The ALE-FVLBM has a simpler
formulation, and thus, it can be considered as an alternative to
the traditional solution methods, namely the ALE-FV Euler

solvers. Note that the LBM with a unified formulation and
by some modifications to incorporate the no-slip boundary
conditions can be used to compute the viscous effects. Thus,
the ALE-FVLBM proposed here can be further extended to
be used for the simulation of the compressible viscous flows
over the moving bodies.
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