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Nonmonotonic behavior in dense assemblies of active colloids
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We study experimentally a sediment of self-propelled Brownian particles with densities ranging from dilute
to ergodic supercooled to nonergodic glass to nonergodic polycrystal. In a companion paper, we observe a
nonmonotonic response to activity of relaxation of the nonergodic glass state: a dramatic slowdown when
particles become weakly self-propelled, followed by a speedup at higher activities. Here we map ergodic
supercooled states to standard passive glassy physics, provided a monotonic shift of the glass packing fraction
and the replacement of the ambient temperature by the effective temperature. However, we show that this
mapping fails beyond glass transition. This failure is responsible for the nonmonotonic response. Furthermore,
we generalize our finding by examining the dynamical response of another class of nonergodic systems:
polycrystals. We observe the same nonmonotonic response to activity. To explain this phenomenon, we measure
the size of domains where particles move in the same direction. This size also shows a nonmonotonic response,
with small lengths corresponding to slow relaxation. This suggests that the failure of the mapping of nonergodic
active states to a passive situation is general and is linked to anisotropic relaxation mechanisms specific to active
matter.
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I. INTRODUCTION

In the past decade, the mesmerizing dynamic patterns of
bird flocks has become a rallying sign for a large commu-
nity of physicists [1]. The growing field of active matter
deals with the statistical physics of self-propelled objects
and has deep implications from crowd dynamics to energy
harvesting to cancer metastasis. Active systems are driven
out of equilibrium by energy injected at the level of the
individual particle [2–4]. Despite their intrinsically nonequi-
librium nature, effective thermodynamic variables, e.g., an
effective temperature, can be defined to map different steady-
state behaviors of active systems onto equilibrium concepts:
sedimentation-diffusion [5], phase separation [6–8], or crys-
tallization [8,9]. However many collective behaviors emerging
from self-propelled systems have no equilibrium equivalent:
giant density fluctuations [10], clustering [11,12], traveling
polar phase [13], or turbulence [14].

In this context, the possibility of such a mapping for non-
ergodic states of matter, where the system can explore only
a small part of the phase space, has received little attention.
A crystal with frozen-in defects is nonergodic. This is all
the more obvious in a polycrystal where grain boundaries are
pinned by defects. Studies of active crystals have focused on
the shift of the phase boundaries [8] or on the stability of the
crystal lattice at densities lower than close packing [9,15]. In
the latter case, alignment interactions between particles can
result in an ergodic, ever flowing crystal state [9].
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The epitome of ergodicity breaking is the glass transition.
In the case of a suspension, the dynamics slows down by or-
ders of magnitude upon compression until the system cannot
be equilibrated in a reasonable time. Our understanding of
glass as a fundamental state of matter, and of the dynamical
arrest that leads to it, has tremendously progressed in the
past decades through theories that directly address its non-
ergodic nature [16,17]. Numerical studies of self-propelled
systems approaching the glass transition found that, despite
a quantitative shift of the glass transition line, the qualitative
phenomenology of glassiness remained unchanged [18]. By
contrast, in an accompanying article, we show experimentally
that the response of the nonergodic glass phase to low levels
of self-propulsion is nontrivial and displays deadlock from
the emergence of active directionality (DEAD) [19]. In the
present article, we address directly the failure of mapping to
passive counterpart nonergodic active states: both glassy and
polycrystalline.

The first numerical study of glassy systems of self-
propelled particles used the active Brownian particle (ABP)
model, where the particles are submitted both to propulsion
forces and temperature-induced Brownian agitation [20]. Col-
loidal particles that self-propel by self-phoretic mechanisms
are well described by the ABP model [5,11,21]. An effective
temperature can be defined for dilute ABP that takes into
account both the temperature of the bath and the charac-
teristics of the propulsion force [5,22]. For simplicity, later
models discarded the thermal bath and kept only various
implementations of a persistent propulsion force [18,23–26].
Each of these models can be unambiguously assigned an
effective temperature. Depending on the numerical model,
a rise of effective temperature can either lead to activity-
induced fluidization [20,23] or arrest [24,25]. It was found
that the glass transition line shifted in nontrivial ways with the
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persistence time of the propulsion direction. The influence of
activity could thus not be captured by a single parameter such
as effective temperature. For example, in Ref. [18] the glass
transition shifts to higher densities with increasing persistence
time if the effective temperature is low, but to lower densities
if the effective temperature is high. Indeed, Nandi et al. [26]
have recently shown analytically that the monotonicity of the
glass transition shift depends on the microscopic details of the
activity.

The focus of the above-cited numerical and analytical
studies was on the position of the glass transition line, inferred
by an approach from the ergodic supercooled state, and not
on the nonergodic state beyond this line. This is precisely
beyond this ergodic to nonergodic line that we find experi-
mentally a nontrivial phenomenology that cannot be mapped
to a passive counterpart. In the accompanying paper [19],
we study the influence of self-propulsion on a sediment of
Brownian particles, in order to access states on both sides of
the nonergodic glass transition. We show that the relaxation
of the supercooled liquid speeds up with activity, whereas the
nonergodic glass displays a slowdown upon introduction of
low levels of activity, but a speedup at higher activity levels.
In the present article, we investigate this phenomenon through
the lens of different observable and additional experimental
data. We then perform careful measurements of effective tem-
perature and density in order to map the ergodic supercooled
regime at various activity levels onto the passive case. We
observe a failure of this mapping beyond the glass transition.
We then generalize this observation to polycrystals, another
class of nonergodic systems. By investigating the microscopic
relaxation mechanisms inside a polycrystal, we show that the
length scale relevant to relaxation is not the same as in a
passive system and is linked to collective motion. Finally, we
discuss our results in the framework of a competition between
cooperative and collective relaxations.

II. EXPERIMENTAL SETUP

We make Janus particles starting from gold particles (Bio-
Rad No. 1652264) of diameter 1.6 μm (polydispersity 10%)
that we half coat with 20 nm platinum following the method
in Ref. [27]. After purification and sorting, the Janus particles
dispersed in deionized water are put into a well (Falcon No.
353219). Due to their high density ρ � 11 g cm−3, particles
settle down to the bottom to form a monolayer. We observe
their 2D motion from below on a Leica DMI 4000B micro-
scope equipped by an external dark-field lightning ring and a
Basler camera (acA2040-90um). Video data are taken at 5 and
20 Hz and analyzed using TRACKPY package [28].

Since the colloidal particles are charged and the ionic force
of the solvent is low, electrostatic repulsion prevents direct
contact between particles. We estimate an effective diameter
of the particles to σ0 = 2.2 μm from the position of the
first peak of the radial pair correlation function in a dense
passive regime. This allows us to define the area fraction
as φ = 4�/(πσ 2

0 ), where � is the number density. However,
σ0/2 is larger than the hydrodynamic radius of the particles
RH. From the translational diffusion coefficient in dilute con-
ditions, we estimate RH ≈ 0.94 μm, which corresponds to a
Brownian translational time τT = (3πηR3

H)/(2kBT0) ≈ 0.9 s

and a Brownian rotational time τR = (8πηR3
H)/(kBT0) ≈ 5 s,

where T0 is the bath temperature.
Self-propulsion is made possible in dilute hydrogen per-

oxide (H2O2, Merck Millipore, No. 1072090250) solutions
by a combination of electrophoresis and diffusiophoresis ef-
fects [29,30]. The two halves of the catalytic splitting of
H2O2 occur respectively on each side of the particle, causing
self-phoretic effects that drive the particle forward. In dilute
regime, the mean square displacement [MSD; see Fig. 1(a)]
displays ballistic motion at short times and diffusive motion at
long times due to rotational diffusion. The rotational diffusion
time is practically independent on H2O2 concentration, and
approximately equal to τR. By contrast, the propulsion veloc-
ity increases monotonically with H2O2 concentration, up to
10 μm/s at 0.1 v/v% concentration. We extract the effective
diffusion coefficient, Deff , of this persistent random motion by
fitting the long-time scale MSD and show in the inset that it
increases monotonically with H2O2 concentration.

Due to the large volume of solvent above the monolayer,
we find that the effects of activity are stable in time over the
course of several hours. In particular, purely diffusive motion
could be recovered only several days after the last H2O2

introduction. That is why we always wash our particles several

FIG. 1. Characterization of active colloid motion in dilute (a) and
dense (b) regimes at various H2O2 concentrations increasing from
black (without H2O2) to cyan to magenta; see respective insets.
(a) Mean square displacement in the dilute regime. Dashed lines
indicate slopes 1 (diffusive motion) and 2 (ballistic motion). Inset:
corresponding effective diffusion coefficient versus H2O2 concentra-
tion, extracted from the long-time MSD. (b) Mean square displace-
ment in the dense regime. The numbers denote the order of increment
of H2O2 concentration. To increase readability, intermediate concen-
trations between no. 2 and no. 3 are not shown, since their curves
are almost identical to no. 2. The experimental setup to obtain the
dense regime by tilting the microscope together with the sample is
sketched. Note that the setup is not tilted in (a). Inset: values of MSD
at the longest lag time.
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times with milliQ water before starting a series of experiments
and always increase step by step H2O2 concentration from that
clean state. At each step, acquisition is started 30 min after
H2O2 introduction to allow a steady state to be reached.

In-plane sedimentation is obtained by tilting the whole
setup with a small angle θ ≈ 0.1 ◦; see the sketch of the
setup in Fig. 1(b). The monolayer of particles is thus under
an in-plane gravity g sin θ ≈ 2 × 10−2 m/s. The sample is
mounted on a motorized XY translation stage (SCAN IM
130 × 85) that we program for systematic observations at
different heights of the sediment with positioning repeatability
below 1μm while minimizing in-plane acceleration.

In the following we will first focus on the densest part
of the sediment as we progressively increase activity to
characterize its dynamics, effective temperature, and density.
Then, we will take a broader look at the whole sediment to
characterize the system at all densities. In particular, we will
characterize dynamics on both sides of the glass transition.
Finally, we will focus on individual particles’ motion of
the nonergodic region and discuss how activity affects the
relaxation mechanisms.

III. DENSE ACTIVE BEHAVIOR

Here, we recall briefly the nontrivial response of glass
dynamics to activity that we observed in a companion paper
[19]. For this, we use a different series of experiments where
we focus on a large region at constant height in the sediment.
In the passive case, the packing fraction in this region is
φ ≈ 0.75.

The black curve in Fig. 1(b) shows the MSD before any
H2O2 addition (curve no. 1). The plateau is typical of glassy
behavior and indicates that each particle is trapped by its
neighbors. At long times, the system exits the plateau hinting
that the particles manage to diffuse away from their original
positions [31].

As we introduce a small amount of H2O2, the plateau gets
longer, as shown on curve no. 2 in Fig. 1(b). This surprisingly
indicates that the system is less mobile when each particle
is weakly self-propelled. However, when H2O2 is further
increased, we recover a mobility equivalent to the passive case
(curve no. 3). At even higher concentrations, the system has
more and more mobility. The plateau becomes shorter (curve
no. 4) and finally disappears (curve no. 5), where we can
observe an effective diffusion motion at long time scale.

In the inset of Fig. 1(b), this nonmonotonic behavior is
quantified at more values of H2O2 concentration by the value
of MSD at the maximum lag time. Indeed, at concentrations
of H2O2 lower than ≈0.04% the system is more arrested
than in the passive case, but diffusion becomes more effective
over ≈0.10%. In the companion paper [19], we propose
that such a nonmonotonic response in the glass state is due
to two contradictory effects of activity: (i) providing extra
energy to the system that helps breaking cages; (ii) directional
space exploration that is inefficient to explore a cage. We
call the resulting nonmonotonic behavior deadlock from the
emergence of active directionality (DEAD).

Here we adopt a broader view on nonergodicity by con-
sidering both glass and polycrystal. But first, we need to map

properly ergodic active states to the passive situation, and test
how this mapping fares in nonergodic situations.

IV. ABP FRAMEWORK

Experimentally, our particles are submitted to both Brow-
nian and active motions, and are well described by the active
Brownian particle model, where the 2D persistence time is
fixed by 3D Brownian rotational diffusion and thus practically
constant τP = τR/2 [22], as confirmed in dilute conditions.
In a previous work, some of us have shown that the behav-
ior of the same particles in locally dense clusters can be
quantitatively explained without density dependence of the
persistence time or alignment interaction between particles
[12]. This is why we consider τP constant throughout the
sediment and independent of H2O2 concentration.

What is changing with H2O2 concentration is the propul-
sion force FP. We cannot measure directly FP in a dense
sediment. However, we have access to an effective temper-
ature (Teff ) measured from the dilute limit of the sedimen-
tation profile, as described in [21]. From the sedimentation
experiment on passive colloids [32], the competition between
diffusive motion and gravity g results in a density profile
that has the Boltzmann form at low enough densities: φ(x) ∼
exp[
mg sin θx/μD0], where 
m is the buoyant mass, x the
coordinate in the direction of gravity, μ = 6πηRH the mo-
bility, and D0 = kBT0/μ the diffusion coefficient. Following
Refs. [5,33], in the case of self-propelled particles D0 can
be replaced by the long time effective diffusion coefficient
Deff (φ → 0). Following [5,22] we use the case of spherical
particles undergoing both Brownian and self-propelled mo-
tions in 2D but with two degrees of rotational freedom:

Deff (φ → 0) = D0 + 1

6

(
FP

μ

)2

τR. (1)

Equivalently T0 can be replaced by an effective temperature
such that kBTeff ≡ μDeff (φ → 0). This amounts to viewing
a dilute active system as “hot colloids” with an effective
temperature [5]:

Teff

T0
= Deff

D0
= 1 + 2

9

(
FPRH

kBT0

)2

. (2)

This equation relates directly the propulsion force anywhere
in the sediment to measurements performed in the dilute limit
of the density profile. In the following we will use Teff to
characterize activity levels throughout the sediment, including
the dense regime.

For each H2O2 concentration, to characterize the very
same experimental conditions, we acquire data at two fixed
locations: one near the bottom [dense regime, typically φ >

0.75; see Fig. 1(b)] and then immediately one at the top of
the sediment (φ between 0.4 and 0.5 at the bottom of the
image and vanishing quickly with altitude). From the latter,
we obtain the density profiles shown in Fig. 2(a). Low density
regime indeed displays an exponential dependence (inset)
from which we extract Teff/T0. The effective temperature
dependence on H2O2 concentration is monotonic, as shown in
Fig. 2(b). Using Eq. (2), we deduce that FP is also monotonic.
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FIG. 2. (a) Density profile, φ(x), at the top of the sediment for
various H2O2 concentration color coded as in Fig. 1(b). x is the
coordinate in the direction of g sin θ . (Inset) Linear fit of log φ in
order to obtain the ratio between the effective temperature and the
Brownian temperature, Teff/T0. The abscissa is shifted by x0, the
position where the profile has the maximum slope. The uncertainty
is higher for the passive and low activity cases, where the density
profile is sharp and the dilute region is very limited. (b) Calibration
of Teff/T0 versus H2O2 concentration. The error bar comes from the
uncertainty on the slope measurement. (c) Area density function
versus H2O2 concentration. (Inset) Details of experimental images
showing the same compaction.

V. DENSITY CONTROLLED INVESTIGATION

In Fig. 2(a) we notice that the sedimentation profiles shift
toward larger x with increasing H2O2 concentration. This
compaction of the sediment is confirmed by measuring the

average density in the bottom part; see Fig. 2(c). The particle
density rises by about 15% from the passive to the highest
activity and we observe that the interparticle distance also
becomes smaller (inset). Compaction could be due to purely
chemical effects caused by the increase of H2O2 concentra-
tion, or could be a general feature of self-propelled particles
confined by an external potential. More probably it is a
combination between these two factors, as we observe that a
sediment of uncoated gold particles does compact with H2O2

concentration but by only 4%. Such compaction is consistent
with the effective attraction some of us observed in the same
system at lower densities [21]. Attractive interactions can sig-
nificantly alter the glass transition scenario of passive systems
in isochoric conditions [34] but has no influence if the system
is able to adjust its volume (isobaric conditions) [35]. Here
our system is not isochoric but confined by gravity; therefore,
if the effect of activity is solely an effective interparticle
attraction, we expect a trivial mapping of dynamics onto the
purely repulsive passive system.

In any case, glassy phenomenology is extremely sensitive
to density variations and we have to control for this parameter
before reaching any conclusion. We thus perform another set
of experiments where we observe the whole density profile.
As shown on Fig. 3(a), for most values of φ, we can select
activity by activity the position in the density profile that
corresponds to the density φ. A thin slice orthogonal to gravity
centered on this position has thus an average density of φ.
We can thus follow the density φ at all activities and work at
constant density.

In the companion paper, we have identified the glass tran-
sition packing fraction in the passive case φg(T0) ≈ 0.67. In
Fig. 3 we show MSD for various activities but at two fixed
densities, on both sides of φg(T0). They show striking contrast
that can be directly interpreted in terms of cage size.

At φ = 0.65 ± 0.02 < φg(T0) [Fig. 3(b)], the shape of the
MSD evolves monotonically with Teff/T0. The passive case
displays a subdiffusive plateau, which level increases with
activity until total disappearance at the two highest activi-
ties. The increase in plateau height from the passive case to
Teff/T0 = 1.4 and 1.7 indicates wider cages.

At φ = 0.72 ± 0.02, the dynamics of the system shows
stark differences. The height of the plateau in the MSD
[Fig. 3(c)] does not depend on activity at low levels, hinting at
a constant cage size (≈0.3σ0). However, the exit of the plateau
does depend on activity in a nonmonotonic way. Activity
Teff/T0 = 1.4 exits the plateau later than the passive case. The
next activity exits earlier than 1.4 but still later than the passive
case. The two last activities show no plateau. We thus recover
the nonmonotonic behavior, even at constant density.

At φ = 0.72 ± 0.02, weak self-propulsion is not enough
to enlarge the accessible area. It reveals that each particle
faces steep energy barriers. Particles are already as close as
they can be. Since their interaction potential is steep at short
distances, the extra energy afforded by Teff/T0 < 2 cannot
push the particles significantly closer, which shows on the
constant plateau level of MSD. By contrast at φ = 0.65 ±
0.02 the particles are relatively further apart, feeling a softer
confinement. Therefore, even weak self-propulsion can push
against these barriers and enlarge the accessible area, which
shows on the increasing plateau level of MSD.
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FIG. 3. (a) Full density profile φ(x) comparing between various activity levels. The solid lines illustrate how we match density by moving
along altitude x. MSD along y direction at two fixed densities, in the ergodic (b) and nonergodic (c) phase, and various activity levels. Crystalline
particles are excluded in the computation of the MSD in both panels (full symbols). The empty symbols in (c) are the MSD of the crystalline
particles (mostly superimposed on full symbols). The dashed lines emphasize diffusive motion.

VI. EFFECT OF LOCAL STRUCTURE

The polydispersity of the particles and the presence of
doublet or triplet aggregations are not sufficient to completely
prevent crystal nucleation at high enough density. We quantify
the degree of local ordering using the hexatic order parameter
[36]:

ψ6,i = 1

6

∑
j∈ni

exp(6iθi, j ), (3)

where ni is the set of six-nearest neighbors of the particle i and
θi, j is the angle of the vector between particle i and particle
j with respect to the reference frame. Particles with |ψ6,i| >

0.8 are considered crystalline. In the passive case, the ratio
of crystalline particles raises from 20% at φ = 0.65 ± 0.02
to 40% at φ = 0.72 ± 0.02. We verify that, due to the strong
gravity confinement in our system, a crystal nucleus has the
same density as its amorphous surroundings. Therefore, each
slice has a well-defined φ.

Even when local order and density are decoupled, the
presence of local order can have a large influence on the
dynamics of glassy systems [37]. However, here we find little
difference between the MSD of the crystalline particles and
the noncrystalline particles of the same slice at the same
activity; see empty symbols on Fig. 3(c). Nevertheless, in
order to focus on glassy dynamics, we first exclude crystalline
particles from our analysis, as well as slices that contain
more than 50% crystalline particles. Later on, we will analyze
further the consequences of this choice and the dynamics in
polycrystalline slices.

VII. MAPPING ACTIVE GLASSY BEHAVIOR TO
EQUILIBRIUM

In order to characterize the dependence of glass transition
on activity, we perform systematic analysis of the dynamics
function of density and activity. We divide the sediment into
thin slices perpendicular to the gravitational gradient [see
Fig. 4(a)]. We set the width of each slice so that every
slice contains approximately the same number of particles
(1000 ± 100 particles per slice). We can compute all static

and dynamic quantities’ function of the density, parametrized
by the altitude x. Crystalline particles are excluded.

To characterize the relaxation dynamics, we define a
microscopic overlap function wi(t0,
t ) = �[a − ‖
ri(t0 +

t ) − 
ri(t0)‖] that indicates whether particle i has not moved
further than a = 0.3σ0 between times t0 and t0 + 
t . The
value of the threshold distance a corresponds to the height of
the plateau of the MSD and thus to the cage size. Here � is the
Heaviside step function. In each slice, we compute the overlap
function [38], F (
t ), which tells us the ratio of particles that
have not moved:

F (
t ) =
〈

1

N

N∑
i=1

wi(t0,
t )

〉
t0

. (4)

Figure 4(b) shows F (
t ) at various densities of the passive
sediment. At high densities, we observe a two-step relaxation
typical of glassy dynamics. We note that, contrary to systems
with a steep repulsive potential, here the height of the plateau
depends on density. The plateau completely disappears at the
lowest density and F (
t ) relaxes in a single exponential step
indicating nonglassy behavior. We define the relaxation time
τ when half of the particles have already relaxed, i.e., F (τ ) =
0.5 (horizontal dashed line).

For each activity, the density dependence of τ is well fitted
by the expression

τ (φ, Teff )

τ̃ (Teff )
= exp

[
A

[φ∗(Teff )/φ] − 1

]
, (5)

where A ≈ 0.19 is independent of activity, whereas τ̃ (Teff )
and φ∗(Teff ) are activity-dependent parameters, respectively
the relaxation time in the dilute limit and the packing fraction
at which the fit diverges, often called the ideal glass transition
packing fraction.

In Fig. 4(c) we observe the collapse of all activities onto
Eq. (5). However, this collapse does not hold beyond the
glass transition, where τ only depends weakly on φ. This
trend contradicts the usual picture of glass transition where the
relaxation time should diverge. However, our phenomenology
is consistent with what Philippe et al. [39] have observed in
a large variety of passive systems made of soft particles. We
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FIG. 4. (a) Experimental image of the sediment showing the slicing to get access to different densities. (b) Overlap function F (
t ) in the
passive case and at various densities. The dashed line at 0.5 is the threshold where the relaxation time τ is defined. (c) Collapse of density
dependence of relaxation time on Eq. (5) (red curve). Beyond glass transition collapse is lost and saturation level follows a nonmonotonic trend
with activity. Open triangles are obtained by extrapolation of F (
t ). Inset: Ideal and operational glass transition packing fractions, φ∗ and φg,
respectively, function of activity.

define the operational glass transition density φg(Teff ) as the
packing fraction at which the system becomes nonergodic.
The inset of Fig. 4(c) shows our estimate of φg as where
the data departs from the master curve for each activity. For
Teff/T0 = 3.0 and 4.0, φg(Teff ) cannot be defined because the
ratio of crystalline particles reaches 50% without deviation
from the master curve.

The collapse of the supercooled regimes in Fig. 4(c) indi-
cates that φ∗ and τ̃ are enough to describe the physics of glass
transition below φg. However, above φg, in the nonergodic
regime, τ /̃τ saturates. This saturation value is different at
each activity. It suggests that τ̃ (Teff ) and thus an effective
temperature is not enough to describe the effects of self-
propulsion on the nonergodic glass. Moreover, this saturation
value gives a hint of the nonmonotonic DEAD behavior: an
order of magnitude jump between the passive case and the
first nonzero activity, and then a decrease with increasing
activity. We are thus confident that the DEAD phenomenology
originates directly from the particle self-propulsion and is
neither a pure effect of (attraction induced) compaction nor
reducible to an increase in (effective) temperature.

We have cornered the nonmonotonic response to activity
beyond ergodicity breaking. Glass is a nonergodic state of
matter, but so is a defective crystal or a polycrystal with
quenched disorder. Comparing Figs. 3(b) and 3(c), we have
already noted that particles in crystal nuclei display the DEAD
behavior. In the following, we will analyze the dynamics of
fully polycrystalline slices to look for a similar nonmonotonic
behavior.

VIII. RELAXATION OF ACTIVE POLYCRYSTAL

Here, we explore the microscopic details of the relaxation
mechanism in a polycrystalline slice width ≈60σ0. The pack-
ing fraction is approximately uniform with φ = 0.85 ± 0.03.
At this high density, the system is highly ordered and 80%
of particles are crystalline, as shown in the map of |ψ6,i| [see
Fig. 5(a)]. Following Refs. [8,40], we consider the projection
of the phase of ψ6,i as shown in Fig. 5(b). We can thus clearly
distinguish crystalline domains of consistent orientation

separated by sharp grain boundaries where sample impurities
concentrate (low |ψ6,i|). This slice is indeed polycrystalline
and not hexatic. As we increase activity, there is no obvious
difference between the passive and low activities in terms
of ordering. Furthermore, the grain boundaries, pinned by
sample impurities, remain stable. The loss of ordering can
be noticed only at high enough Teff/T0. Here the percentage
of crystalline particles drops from 80% in the passive case to
75% for Teff/T0 = 3.0 and to 68% for Teff/T0 = 4.0.

Figure 6 shows the overlap function, F (
t ), in this slice
at various activity levels. Both crystalline and noncrystalline
particles are taken into account. At this density, F (
t ) of the
passive case and the two lowest activities have not relaxed
to the threshold 0.5 within our maximum experimental time.
Nevertheless, we can clearly observe the delay in the exit
of the plateau. This delay does respond nonmonotonically
to activity, in a very similar way to Figs. 1(b) and 1(c).

FIG. 5. Maps of hexatic structure parameter (ψ6,i) of the passive
case at φ = 0.85 ± 0.03: (a) modulus and (b) orientation. Sketches
on the right show which orientation corresponds to which color.
The white areas are from sample artifacts and tracking errors. The
particles’ position is exactly the same as in Figs. 7(a) and 7(b) for the
passive case.

062603-6



NONMONOTONIC BEHAVIOR IN DENSE ASSEMBLIES OF … PHYSICAL REVIEW E 100, 062603 (2019)

FIG. 6. Overlap function in a polycrystalline slice. The threshold
where the relaxation time is defined is at F = 0.5 (dashed line).
The dotted lines at Teff/T0 = 1.0 and 1.7 are the extrapolation of
a stretched exponential fit of F (
t ) to obtain τ . For Teff/T0 =
1.4, F (
t ) has not exited the plateau and the extrapolation is not
applicable.

This confirms that such a nonglassy system actually displays
DEAD phenomenology.

In order to probe how the system relaxes, we look into
the orientation of particle displacement. To compute displace-
ments 
ui, we focus on the time interval 
t = 32τR, which
corresponds to F (
t ) exiting from the plateau in the passive
case (see Fig. 6). Figure 7(a) spatially maps the orientation
of the displacements at different activity levels. To highlight
large displacements, only the 50% faster particles are colored
according to the orientation of their displacement, while the
slower particles are displayed by empty circles. This repre-
sentation highlights spatial correlations of the orientations.
In the fast domains, particles tend to have almost the same
direction as their neighbors, and this is true for all activi-
ties. Furthermore, the boundaries between the domains seem
sharper at higher activities. We are able to observe shear zones
where two zones of opposite orientation slide past each other
(third panel), and vortices where the particles rotate around a
relatively immobile center (fourth panel). The position, shape,
and size of these rearrangements bear little correlation with
the crystalline grains and grain boundaries identified in Fig. 5.

Next, we characterize further the spatial correlation of
orientation displacement. For each particle i, we count the
number of its neighbors j that have moved to the same
direction after 
t :

oi =
∑

j

�

( 
ui · 
u j

|
ui||
u j | − 0.5

)
, (6)

where � is the Heaviside step function. Figure 7(b) shows
the map of oi for the same snapshot as in Fig. 7(a). Although
the value of the orientation is lost in this representation, we
can clearly observe its spatial correlation. We observe that
the fast domains in Fig. 7(a) roughly correspond to highly
oriented domains in Fig. 7(b). This hints toward relaxation
processes where neighboring particles move together in the
same direction. Such collective motions are characteristic
of active matter and have been observed from dilute [13]
to dense crystalline systems [9] provided explicit alignment
interactions. However, here oriented domains are present even
in the passive case. This proves that the mechanisms (e.g.,

FIG. 7. (a) Orientation of displacement between two frames
such that 
t = 32τR, at various Teff/T0 and fixed φ = 0.85 ± 0.03.
Orientations are indicated by colors. The slowest half of particles
are shown as empty circles. The circle arrow in the last panel
highlights the vortex collective motion. The white areas are from
sample artifacts and tracking errors. (b) Directional correlation map
that displays for each particle i the number oi of its six neighbors
that have the same orientation of displacement as i. The red lines
represent broken bonds during 
t .

dislocation, defect, or grain boundary motion) that make di-
rected motion emerge from microscopically isotropic motion
are already present in the passive polycrystal. Again, no ex-
plicit alignment interactions are needed to induce collectively
directed behavior.

To characterize how collective relaxation modes affect the
structure of the system, we look for bonds broken over 
t . A
bond between particle i and particle j at time t0 is defined if (i)
particle j is one of the six-nearest neighbors of i and vice versa
and (ii) the distance ri j is shorter than 1.5σ0. A bond is broken
between t0 and t0 + 
t if (i) it belongs to the bond network
at t0, (ii) it does not belong to the bond network at t0 + 
t ,
and (iii) both particles i and j are tracked at t0 + 
t . The
broken bonds are presented by red lines in Fig. 7(b). There
are very few broken bonds during the relaxation except in
shear zones (panel 3). It means that at high activity particles
move in a correlated manner, such that relative positions
between neighbors almost do not relax, despite fast relaxation
of absolute positions.

In Fig. 7(b) we notice qualitatively that state points with
faster relaxation seem to have larger correlated domains. To
make this observation quantitative, we measure the character-
istic size of these domains. First, we define the domains of
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the correlated particles (oi � 4) and then we define the graph
of all particle bonds such that each particle is bonded to its
six nearest neighbors. Next, we take the subgraph of the high
oi domains and split it in connected components [41]. This
defines correlated domains. For each correlated domain k, we
measure its radius of gyration in the y direction (perpendicular
to g sin θ ):

k = 1

Nk

√√√√∑
i∈k

y2
i −

(∑
i∈k

yi

)2

, (7)

where Nk is the number of particles in cluster k. The probabil-
ity distribution function (PDF) of k of all clusters at all time
for various activities are displayed in Fig. 8(a). For (k/σ0 <

5), the distributions at all activities collapse. Compared to the
distribution in the passive case, low activities are deprived
of large oriented domains, whereas high activities have an
excess probability of large oriented domains. Above k ≈ 10
the distributions follow a nonmonotonic behavior.

This is confirmed by the characteristic size of the domains,
that we define by a weighted average of k on all clusters at
all time:

 =
∑

t0

∑
k Nkk∑

t0

∑
k Nk

. (8)

As shown on Fig. 8(b),  displays a nonmonotonic evolution
with activity consistent with the DEAD behavior: a drop of a
factor 2 from the passive case to the lowest activity and then
a progressive increase at higher activities. This nonmonotonic
response is not captured by the size ξ of the slow domains
(defined in the same way as , except that the 50% slower
particles are considered instead of the particles where oi � 4).
ξ is almost constant, with a possible decreasing trend.

From Fig. 6(c), we can estimate the relaxation time τ by
extrapolating F (
t ). We fit the tail of F (
t ) by a stretched
exponential A exp(−t/τα )β and read τ where the fit crosses
the threshold 0.5. This procedure is impossible for Teff/T0 =
1.4, where F (
t ) does not decay significantly. For all other
activities, we can plot τ function of the length . Figure 8(c)
shows that  evolves in reverse to what one would expect
for a four-point correlation length in glassy systems. Larger

four-point correlation implies longer relaxation in passive
glassy systems [16], in active supercooled liquids [25], and in
active crystals with alignment interactions [15]. Here, large 

corresponds to fast relaxation. Indeed,  measures the size of
domains with correlated orientation of displacement, associ-
ated with collective rearrangements, whereas four-point corre-
lation measures the size of cooperatively rearranging regions.
A large domain moving collectively in the same direction
enhances relaxation, whereas a large cooperative region size
implies a larger energy barrier and thus longer relaxation. This
hints to the existence of relaxation mechanisms specific to
self-propelled particles that involve collective directed motion
instead of cooperative rearrangements.

The speedup of the dynamics at high activities can be
explained by the rise of collective motion. However, the
delayed exit from the plateau, characteristic of the DEAD
phenomenology, occurs when collective motion is still neg-
ligible. Therefore, as in the nonergodic glass, our results in
the polycrystal point to a drop in efficiency of cooperative
rearrangements between the passive case and our lowest ac-
tivities.

IX. DISCUSSION AND CONCLUSION

We have found experimentally that the approach to glass
transition in an active system can be mapped onto the behavior
of a passive supercooled liquid of soft colloids. However,
we have observed the failure of this mapping beyond the
glass transition, characterized by a nonmonotonic response
of the relaxation time to an increase of effective temperature.
Furthermore, we have shown that this phenomenology is not
restricted to the amorphous glass, but also observed in poly-
crystalline regions where grain boundaries are pinned. There,
we are able to link the relaxation time to the size of collective
motion. We thus evidence that the nonmonotonic behavior is
linked to a drop in the efficiency of cooperative relaxation
modes between passive and low-activity cases (deadlock from
the emergence of active directionality) and then the rise of
collective motion.

In the companion paper [19] we have shown that the initial
drop can be at least partly understood in terms of efficiency

FIG. 8. (a) Probability distribution function (PDF) of k for each domain k at φ = 0.85 ± 0.03 and various Teff/T0. (b) Average size of
directional correlation domains  (red) and slow domains ξ (gray) at various Teff/T0. (c) The correlation between the relaxation τ measured
from Fig. 6 and size of correlated domains . The measurement is done at various Teff/T0 color coded as in (a). The vertical dashed line
corresponds to Teff/T0 = 1.4, where the relaxation function F (
t ) has not yet relaxed within our maximum lag time.
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of cage exploration between Brownian and self-propelled
particles. This argument is valid in any nonergodic situation
that can be modeled by cage exploration and escape. This
is indeed the case of both the glass state and the pinned
polycrystalline state that are nonergodic, contrasting to the
ergodic liquid. Therefore, we predict that ergodicity breaking
is sufficient to preclude mapping to equilibrium of active sys-
tems. However, this simple one-body model does not predict
the magnitude of the slowdown, nor the drop in the size of
oriented displacements domains. Our work calls for theoreti-
cal or numerical investigations in the range of activities where
Brownian motion and self-propulsion compete, with a focus
on nonergodic states.
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