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Working in and out of equilibrium and using state-of-the-art techniques we have computed the dynamic
critical exponent of the three-dimensional Heisenberg model. By computing the integrated autocorrelation time
at equilibrium, for lattice sizes L < 64, we have obtained z = 2.033(5). In the out-of-equilibrium regime we
have run very large lattices (L < 250) obtaining z = 2.04(2) from the growth of the correlation length. We
compare our values with that previously computed at equilibrium with relatively small lattices (L < 24), with
that provided by means a three-loops calculation using perturbation theory and with experiments. Finally we
have checked previous estimates of the static critical exponents, n and v, in the out-of-equilibrium regime.
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I. INTRODUCTION

The study of the dynamics in and out of equilibrium in
a critical phase is of paramount importance since it permits
one to extract the critical exponents of the system, hence, to
characterize its universality class. In the last decades a great
amount of work, analytical, numerical, and experimental, has
been devoted to study these issues.

One of the most studied systems has been the three-
dimensional (isotropic) classical Heisenberg model. This
model plays an important role in magnetism. For example,
the Heisenberg universality class describes the paramagnetic-
ferromagnetic phase transition of Ni, EuO, and EuS, among
others, and some paramagnetic-antiferromagnetic phase tran-
sitions such as that of RbMnFj3 [1]. This universality class also
characterizes the critical properties of an isotropic Heisenberg
model with site-diluted disorder [1,2].

The dynamics of this model has been studied by means of
analytical computations [3], numerical simulations at equilib-
rium [4], and experiments [5,6].

Analytically, the dynamic critical exponent, z, has been
computed using field theory by studying its Model A dynam-
ics (pure relaxational dynamics in which the order parameter
is not conserved) [7-9]. A three-loops computation reported in
Ref. [3] provided z = 2.02. This result was extended to four
loops in Ref. [10] obtaining z = 2.026 [11].! Finally, using
nonperturbative renormalization group, z = 2.021 and z =

lz=24cn, ¢ =0.726 — 0.137¢ 4+ 0.249¢> + O(€?), where 1 is
the anomalous dimension of the field (from static) and € =4 — d, d
being the dimensionality of the model.
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2.025 were computed depending of the frequency regulator
used in the computation [11].

Numerically, the equilibrium dynamics of this model was
also studied in Ref. [4], and z = 1.96(6) was reported. The
authors were aware that this exponent was slightly below the
analytical computation of Ref. [3] and discuss in the paper
different systematic bias, for example, a relatively narrow
range of the lattice sizes, and despite the accuracy of their
values for the correlation times, a more precise determination
of these times was needed to study the corrections to the
scaling presented in the model.

Finally, from the experimental side, the situation is com-
plicated due to the crossover from the Heisenberg universality
class to the dipolar one, which induces a change from z ~
2.5 (Heisenberg with conserved magnetization and reversible
forces, model J [7-9]) to z ~ 2 (dipolar) [5,6]. In particular
using perturbed angular correlations of y-ray spectroscopy
Hohenemser et al. found z = 2.06(4) [6] for Ni and z >~ 2
for Fe; Dunlap et al. [12] using electronic spin resonance
found z = 2.04(7) for EuO; and z = 2.09(6) was found by
Bohn et al for EuS [13] using inelastic neutron scattering. It
seems that the interplay of spin dipoles with orbital angular
momentum or dipolar interactions breaks the conservation of
the magnetization on these materials, producing a crossover
between Heisenberg model J (z ~ 2.5) and Heisenberg model
A(z~2)[5,6].

Recently Pelissetto and Vicari [14] have used the value
provided by field theory in the scaling analysis of their nu-
merical data to study the off-equilibrium behavior of three-
dimensional O(N) models driven by time-dependent external
fields and assigned it an error of 0.01, so z = 2.02(1), to take
into account the uncertainty on the extrapolation to € = 1 of
the three-loops-expansion result.

©2019 American Physical Society
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Consequently, it is of paramount importance to obtain an
accurate value for this dynamic critical exponent, in order to
be used in future numerical analysis and experiments, and to
check the accuracy of the three-loops analytical computation.
The main goal of our study is to improve the value of z using
numerical simulations by studying the dependence of the
integrated correlation time in the equilibrium regime and the
behavior of the correlation length, susceptibility, and energy
with the simulation time in the out-of-equilibrium region. In
this way, we can compare the performance of equilibrium
and out-of-equilibrium methods in the computation of the
dynamic critical exponent.

In the equilibrium part of the paper we compute the inte-
grated correlation time, avoiding some of the problems which
appear in the computation of the exponential one (e.g., we as-
sume that the autocorrelation function is a single exponential
function [15-17]).

In the last two decades, the correlation length has played
an important role in both out-of-equilibrium numerical sim-
ulations [18-22] and experiments [23] in spin glasses. Due
to this, powerful numerical techniques have been developed
to compute this observable with high accuracy, which has
allowed a precise determination of the dynamic critical ex-
ponent just at the critical point as well as inside the critical
spin glass phase [21]. We apply these techniques to the three-
dimensional (nondisordered) Heisenberg model. In addition
to the computation of the dynamic critical exponent, we
have checked the consistency of previous and very accurate
determinations of the static critical exponents (v and 7) in the
out-of-equilibrium regime [24]. Our starting point will be the
(very precise) critical temperature computed in Ref. [25] and
the static critical exponents reported in Refs. [26,27].

We have also measured the dynamic critical exponent from
the decay of the energy at criticality. This decay has also been
studied in the past in finite dimensional spin glass [18] and
recently has played a central role together with the behavior
of the correlation length in the analysis of the Mpemba effect,
a striking memory effect [22].

The structure of the paper is the following. In the next
section we introduce the model and the observables. In Sec. I1I
we describe our numerical results: in Sec. Il A we report
the equilibrium determination of z via the integrated autocor-
relation time; in Sec. III B we study the dependence of the
correlation length with time and the computation of z out of
equilibrium; and in Secs. III C and III D the correlation func-
tion and the energy have been studied, respectively. Section IV
is devoted to the conclusions. Two appendices close the paper,
one to describe our implementation of GPU and the last to
describe how we have computed the statistical error of the
exponents with highly correlated data.

II. THE MODEL AND OBSERVABLES

The Hamiltonian of the three-dimensional Heisenberg
model is

H=-) 55 (1)
(r,r)

S, is a classical three component spin on the site r of
a three-dimensional cubic lattice with volume V = L3 and

periodic boundary conditions. Without loss of generality we
will assume that the spins are unit vectors. The sum runs over
all pairs of nearest neighbors spins. We have simulated this
model with the standard Metropolis algorithm,” and we have
run in CPU (smaller time simulations) and GPU (for larger
time simulations). Details on the simulations can be found in
Appendix A.

A. Equilibrium

We address the problem of the computation of the dynamic
critical exponent in the equilibrium regime by means the com-
putation and further analysis of the integrated aucorrelation
time as a function of the lattice size.

We compute for a given observable O(t), the autocorrela-
tion function (we follow Refs. [15,28,29]):

Co(t) = (O()O(t + 5)) — (O))? )
and its normalized version
po(t) = Co(t)/Co(0). (3)
The integrated autocorrelation time is given by
T
Mp=5+§%wm “

In a run with N measurements, the number of indepen-
dent measurements of the observable O is just N/(2Tin.0)
[15,28,29]. If the number of measurements is finite, for large
times ¢ the noise will dominate the signal in pp(¢), and
to bypass this problem we use the following self-consistent
method to compute the integrated time

CTint,0

+ > pol®). )
t=0

Tint,® =

N =

where c is usually taken to be 6 or bigger [15,28,29].

At the critical point the integrated autocorrelation time of a
long distance observable diverges with the size of the system
(17]

Tin,0 ~ L°[1+ O(L™)], Q)

where 7 is the dynamic critical exponent and w is the leading
correction-to-scaling exponent (the leading irrelevant eigen-
value of the theory).

Another time,
defined as

the exponential correlation time, is

Texp,0 = lim su —,
0 = A e In po®)

(N

2In the equilibrium simulations, Sec. Il A, we have used the
Metropolis algorithm proposing a random spin in the unit sphere.
In the out-of-equilibrium simulations we have used the Metropolis
algorithm in the standard way [28]: we modify the original spin by
adding a random vector and normalizing the final vector to the unit
sphere. The magnitude of the random vector is selected in order to
maintain an acceptance between 40% and 60%. Both versions of the
Metropolis algorithm belong to the same dynamic universality class
[15].
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which also depends on the observable used to define pp(¢).
The exponential autocorrelation time controls the approach to
the equilibrium [15].

Once we have defined the exponential correlation function
we can write the general scaling form for the correlation
function [15]

t @} ®)

po(t) = t‘”Ofo[ :
Texp,O L
where £ (L) is the equilibrium correlation length computed on
a system of size L. Integrating Eq. (8) in time, we obtain the
integrated correlation time and that tj,, ~ telx;” ©. Both times
are proportional if and only if po = 0, and in this situation
z is the same for both times. Otherwise, po # 0, and 7exp and
Tine Will provide with different dynamic critical exponents. See
also the discussion of Ref. [17].
In this paper we will use the slowest mode provided by
the nonlocal operator O = M?, where the magnetization M is
defined as

M=Ys. ©)

B. Out of equilibrium

We have focused on only one local observable, the energy,
defined as

_ (H)
e(t) = v (10)

We denote the average over different initial conditions at the
Monte Carlo time ¢ by ((---));. The renormalization group
predicts [9,28], at the critical point, the following behavior for
this observable:

e(t) = eos + Cr9 V(1 4 Ar=/%), (11)

where d is the dimensionality of the space (three in this study)
and v is the critical exponent which controls the divergence of
the equilibrium correlation length. The other two exponents z
and w have been defined in the previous subsection.

One of the main observables on this paper is the correlation
function defined as

1
CO,1) = D (SeSraxh (12)

X

satisfying, at criticality, the scaling law [9]

1 r
which defines the dynamic correlation length, £(¢). As we
approach the equilibrium regime, & (¢) reaches its equilibrium
value.

At the d = 3 critical point and in equilibrium, one should
expect

C(r,t)~ ; = ! (14)

rd—2+n rl+n’

n being the anomalous dimension of the field.

The correlation length & (r) can be estimated by computing
[18,19]

L2
Ik(t)=/ dr*C(r,1), (15)
0
by means of
_ Je1 (@)
Erir1(t) = L0 (16)

We focus in this work on & 3. On spin glasses was measured
g1, with a correlation function decaying like 1/r% [18,19]. In
our case, to decrease the weight of the smallest distances we
have resorted to compute higher values of I;. In Appendix B
we describe the detailed procedure we have used to compute
the integrals and how we have estimate the statistical error
associated with & z4(¢). The dependence of the dynamic
correlation length with time is

Eir1 (1) ~ 131+ A=), (17)
The magnetic susceptibility is given by
1o
x(@) =3 (M), (18)
or equivalently by
x(t) = /d3xC<|x|, ). (19)

In the regime of large £(¢) we recover rotational invariance,
and we obtain

x (@) =4nh(@). (20)
The temporal dependence of x () is
X(0) ~ 187V AT, @1

which can be rewritten as

X(@) ~ &1 (0 + GE@) . (22)

III. NUMERICAL RESULTS

In this section we report the computation of the inte-
grated correlation time at equilibrium. After this analysis,
we describe our results in the out of equilibrium regime. In
particular, we consider the short- and long-time behavior of

TABLE 1. Integrated correlation time of M?, T2 for ¢ = 10,
as a function of the lattice size, L. We also report the length of the
run at equilibrium, 7gyeep, in units of 7, ,,2. For each lattice size we
have performed 50 initial conditions. Notice that all the reported runs
satisty ngweep > 10000 7 52 [15].

L Tint,M? Ngweep/ Tine, M2
8 24.84(1) 4122383
12 53.11(4) 1928074
16 93.57(8) 1094 368
24 211.2(3) 484848
32 378.3(5) 270542
48 860(3) 58333
64 1545(9) 13782
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Fit: z =2.033,w = 2.7

1000

Tint

100

10

10
L

FIG. 1. Behavior of the integrated correlation time, t;, ;.2, as a
function of the lattice size, L. We have also shown our best fit taking
into account corrections to the scaling (see the text).

correlation length and the long-time behavior of the correla-
tion function and that of the energy. The data are obtained after
a sudden quench from 7' = coto T = 1/8,. All the numerical
simulations were performed at 8. = 0.693 001 [25].

A. Equilibrium

To obtain the dynamic critical exponent in the equilibrium
regime, we compute the integrated correlation time of M>
when the numerical simulation has reached the equilibrium.
We follow the methodology described in Sec. II A, using the
self-consistent window algorithm with a window size given by
CTint. We have analyzed the correlation functions with ¢ = 6,
8, 10, and 12, and we have checked that the ¢ = 10 data are
fully compatible with that of ¢ = 8 and 12. We report in the
following ¢ = 10 integrated autocorrelation times.

In Table I we report the values of 7, > and other pa-

rameters of the performed runs. In order to improve the
statistics on T, 5,2 we have performed 50 independent runs
(initial conditions). We have computed the statistical error on
the integrated autocorrelation times by using the jackknife
method over the independent runs [30,31].
We have fitted 7, 5> to Eq. (6) using 8 < L < 64 obtain-
ing z = 2.033(5) and w = 2.7(3) with a x2/d.o.f. = 0.36/3.3
We report this fit and the numerical data in Fig. 1. Fitting the
data using only a power law (i.e., neglecting the correction-to-
scaling term) we obtain a good fit only for L > 24 obtaining
7 = 2.026(4) with x2/d.o.f. = 0.28/2. Both reported values
are fully compatible.

Finally we present a scaling analysis of the p(¢) function
at equilibrium and at the critical point to show that ey, and
Tine are proportional and therefore both times diverge with
the same dynamic critical exponent z. Figure 2 shows the
scaling law of the correlation function p(¢) as a function of
t/Tin(L) instead of t/7exp (L), as stated in Eq. (8). Scaling in
the new variable holds if and only if Tex, o Tin, and this is
the case apart from small scaling corrections on the L < 16
data induced by the term £ (L)/L in the scaling function fp» of

3In this case, the data for different lattice sizes are not correlated,
and we can safely use the diagonal covariance matrix.

g L= 64
S L =148
B o L =32
1 %‘\,\ L=24
. L=16
= 9 KK\% L=12
< I -3
2 SE.
-3
49 :
4.5 12

t/Tint

FIG. 2. Behavior of the integrated correlation function, p(z), for
the squared magnetization as a function of ¢/, (L). Inset: We show
a zoom of the long-time region of the main plot, drawing only a small
number of points, so the reader can see in a better way the differences
among the different lattice sizes. Notice that all the data with L > 16
collapse in the scaling formula, and this fact provides a numerical
verification of the proportionality of the integrated and exponential
correlation times. We have also plotted a single pure exponential
(denoted SE), exp(—x), to show that the correlation function is not a
single exponential.

Eq. (8); see also the inset of this figure for a detailed and more
quantitative view of this effect.

In Ref. [4] the (biggest) exponential correlation time was
computed for the magnetization VM. However, the com-
putation of this exponential time is very involved in the
case the autocorrelation function p(¢) does not show a single
exponential decay [14,16]: in Fig. 2 we have plotted a single
exponential decay, and the correlation function clearly departs
from this behavior.

B. Correlation length: Shorter times

We report in Fig. 3 the behavior of &3 as a function of
time for different lattice sizes that we have been able to
thermalize. The &,3-plateaus obtained for the largest times are

100

L= ——
L=2
L[ =32 s
L =48 L
L =64 .
- L=128 -
= 10
vy "/__—
w"‘”‘”"__
1 10 100 1000 10000 100000 1 x 10

t

FIG. 3. Behavior of the dynamic correlation length for L = 16,
24, 32, 48, 64 and L = 128. We have only plotted simulations in
which the equilibrium regime has been reached: notice the clear
plateau of the different correlation length curves.
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250 — E128

Aas(t)

0 2000 4000 6000 8000
t

10000 12000

FIG. 4. We show the difference of dynamic correlation lengths,
A&y (1), for three pairs of lattice sizes as a function of time: &, _»50 —
Er—200 and &;—ps0 — &,—128. The zero value has been marked with
a horizontal line. Notice that the L = 250 data are asymptotic (as
compared with those of L = 200) for # < 8100 (the data lie, at most,
at one standard deviation of the zero value).

clear evidence that the numerical simulations have reached the
equilibrium.

In order to extract the dynamic critical exponent by using
Eq. (17), we need to work in the out-of-equilibrium regime,
avoiding the transient regime and the equilibrium domain.
Therefore, we need to check the following points. Firstly,
we need to avoid the transient regime between the power
law behavior (pure out-of-equilibrium regime) and the plateau
one (equilibrium one). Secondly, Eq. (17) holds after the
initial transient of the dynamics. Therefore, we need to fix
a minimum time f,;. And finally, in order to avoid finite
size effects, we need to compare the correlation lengths for
different lattice sizes.

In this section we have performed numerical simulations
with r < 10240 (in order to avoid the transient and equilib-
rium regimes). We have simulated 4000 random initial condi-
tions for L = 128 and L = 200 and 5325 initial conditions for
L = 250.

In Fig. 4 we have plotted, to check finite size effects, the
differences among the correlation lengths of L = 128 and 200
and that of 250. In this figure we can see that the data of the

100

L
w

Fit: z = 2.04,

10 100 1000
t

10000

FIG. 5. Behavior of the dynamic correlation length for L = 250
in the out-of-equilibrium regime. The fit is only for the L = 250 data
in the region 100 < ¢ < 8100.

1000

L =250 ——
Fit: n =0.044,w = 0.78 ——

100 ¢

I

10 ¢

10
Eas(t)
FIG. 6. Behavior of I,(&»3) o x for L = 250. We also plot the fit

taking into account scaling corrections but with the w exponent fixed
to the equilibrium value as described in the text.

L =200 and L = 250 lattices are compatible in the statistical
error for t < 8100.

From the previous discussion we must fit the data for &»3 in
the time interval given by ¢ € [fiin, 8100] using the L = 250
data: fn;, being the smallest value of the Monte Carlo time
that provides a good x2/d.o.f. (e.g., ~1) by fitting the data to
Eq. (17).

In Fig. 5 we show the behavior of &,3 for the largest lattice
size simulated in this time regime, L = 250. By fitting L =
250 data in the interval ¢ € [100, 8100) we have obtained z =
2.04(2) and w = 2.2(4) with x2/d.o.f. = 287/796. Further-
more, we can report that a fit neglecting the contribution of the
correction-to-scaling term provides z = 2.012(13) with ¢ €
[400, 8100) and x2/d.o.f. = 361/768. Both reported values
are statistically compatible.

We have computed the statistical error on the z expo-
nent with the jackknife method [30,31]. As described in
Appendix B, we compute the x? using a diagonal covariance
matrix (neglecting the correlations of the data), but we use
a jackknife procedure to take into account the (important)
different correlations among the data. Hence, in the following
all x2 are computed assuming a diagonal covariance matrix;
we refer the reader to Appendix B for a discussion of the
interpretation of this diagonal x* and for more details on
the procedure we have followed to take into account the
correlation among the data (in time or in distance; see below)
and the way we have computed the statistical errors on the
values of the critical exponents.*

Having computed &3 and I, 5223_ we can, as a check,
estimate the 1 exponent. Figure 6 shows I, as a function of
&»3. We can compute 7 using the time interval r € [100, 8100)
obtaining 1 = 0.029(20) and w = 0.8(4) with x?/d.o.f. =

n

“The same fit performed with the help of Gnuplot [32] (with a
diagonal covariance matrix) provides a z = 2.012 with an asymptotic
error of 0.00075. In order to obtain the right statistical error, we
need to divide this asymptotic error by /x?/d.o.f. = 0.687 [31],
obtaining the final value of z = 2.012(1). Notice that the computed
error discarding correlations among the different times is a factor 13
times smaller.
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10°
107} . .
1072}
I (L 11—
O t=3x10% ——
1074 Ft=6x 10
t= 101
5 | t=5x 10
10 t=10° ——
10-6 t=10—~—
1 10

T

FIG. 7. Correlation function at criticality for a L = 128 lattice.
We have drawn different times in order to show the crossover be-
tween the out-of-equilibrium region and the equilibrium one. Notice
the bad signal-to-noise ratio in the tail of C(r,t) for large r and
shorter times ¢, and how this ratio improves with time, generating
a plateau (due to the periodic boundary conditions) with small error.

342/796. In this case the w exponent is similar to the equi-
librium value w >~ 0.78 [33,34]. We can improve the value
of 1 by fixing the correction-to-scaling exponent w to the
equilibrium value @ = 0.78, obtaining n = 0.044(7) with
x%/d.o.f. = 666/757 (t € [50,8100)). Our value compares
very well (but with 20 times more error) with that computed
at equilibrium: n = 0.0378(3) [26,27]. Finally, neglecting the
correction-to-scaling term, we have found n = 0.043(6) with
x%/d.o.f. = 676/768 (t € [400, 8100)). All three reported
values are statistically compatible.

C. Correlation function for larger times

In Fig. 7 we plot C(r, t) for different times using L = 128
data (200 initial conditions) and very long times. One can see
the crossover of the dynamic correlation function between the
off-equilibrium regime and the equilibrium one. In Appendix
B we provide more details about the functional form of
C(r,t) in the out-of-equilibrium regime. We can also check
that we have reached the equilibrium regime by plotting the
behavior of £,3(¢) (see L = 128 curve of Fig. 3). This nonlocal

Lz 128, ¢ € [4 x 10°,1024 x 107]
Fit: n = 0.026
0.1
0.01 T
0.001
1 10

r

FIG. 8. Equilibrium correlation function at criticality for a L =
128 lattice. The continuous line is a fit to Eq. (23) with n = 0.026.

0.0012 .
€250 — €200 —
0.001 | €250 — €160
€250 — €128

0.0008 r
0.0006 +

Ae(t)

0.0004 ¢
0.0002 +

—0.0002

100 1000 10000 100000

t

FIG. 9. We show the difference of energies, Ae(t) for three pairs
of lattice sizes as a function of time: e, 250 — €,-200, €1=250 — €L—=160>
and e;—»50 — e;—128. The zero value has been marked with a horizon-
tal line. Notice that the L = 250 data are asymptotic (as compared
with those of L = 200) for ¢t < 48 000 (the data are at one standard
deviation of the zero value).

observable has clearly reached its equilibrium (plateau) value.
We can safely assume that for > 4 x 10° we have thermal-
ized the L = 128 lattice, and we can try to extract the value
of the the anomalous dimension by averaging the correlation
function above this time.

The analytical behavior at the critical point in this regime
(large L) is given by Eq. (14). Bearing in mind that we
are using periodic boundary conditions, we can write the
following improved equation to fit our numerical data:

A A

CrL)= — +

RS (23)

By fitting the data of Fig. 8 to this functional form, we
obtain = 0.026(4) (by using only ¢ > 4 x 10°, r > 16, and
x2/d.o.f = 44/48) in a good statistical agreement with the
value drawn from equilibrium studies n = 0.0378(3). We
have followed the method described in Appendix B in order
to obtain the error in the 1 exponent.’

D. Energy for larger times

We have analyzed the behavior of the energy at criticality
in order to compute the ratio of critical exponents (d —
1/v)/z. To analyze this behavior, we have run L = 128 (153
initial conditions, “i.c.” in the following), L = 160 (600 i.c.),
L =200 (684 i.c.), and L = 250 (684 i.c.) for longer times
t < 102400.

First, we study in Fig. 9 the effect of a finite size lattice on
the values of energy as a function of time. From this figure one
can see that it is safe to take fits only in the range ¢ < 48 000
in order to avoid finite size effects (at least in the precision of
our simulation).

In Fig. 10 we show the results for the largest lattice L =
250. We have fitted the L = 250 data to a power law, in the

3The same fit, assuming no correlation among the different values
of the correlation function, provides an error of 0.0013, three times
smaller than that obtained in our procedure.
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—0.92
L =250
—0.93 Fit: z = 2.034(22)
—0.94
—0.95
= —0.96
(s}
—0.97
—0.98 )
—0.99 Te—
100 1000 10000 100000

t

FIG. 10. Behavior of the energy e() at the critical point for the
L = 250 run. We also draw the fit in order to extract the ratio (d —
1/v)/z withd = 3, v = 0.7117(5) fixed getting z = 2.034(22).

time interval ¢ € [1000, 48 000) obtaining z = 2.034(22) and
eso = —0.989505(17), with a diagonal x2/d.o.f. = 985/939.
We have fixed in the fit the value v = 0.7117(5) [26,27].
The really small error bar of the v exponent does not have
a measurable effect in the final error bar of z. To finish the
analysis of the energy, we have also checked corrections
to scaling for this observable, and we have found that the
exponent wer = 2 x 0.78 describes very well the numerical
data obtaining z = 2.13(7) and e, = —0.989 525(22) with
x2/d.o.f = 980/947.

IV. CONCLUSIONS

By performing in- and out-of-equilibrium numerical simu-
lations we have computed the dynamic critical exponent z.

The most accurate value has been computed in the equi-
librium regime by studying the integrated correlation time as
a function of the lattice size: z = 2.033(5). We have found
a correction-to-scaling exponent w = 2.7(3). In addition we
have provided strong numerical evidence for the proportion-
ality of the integrated and exponential correlation times.

We have also computed the z exponent in the out-of-
equilibrium regime obtaining z = 2.04(2) and w = 2.2(4),
which is similar to the w exponent computed at equilibrium.
Moreover, we have checked the consistency of the computed
critical exponents at equilibrium with the out-of-equilibrium
ones with and without considering corrections to scaling.
The (equilibrium) value of v provides us, by monitoring
the energy, with another dynamic exponent estimate (z =
2.034(22)) fully compatible with the previous ones.

Furthermore, our value of z has improved the statistical
precision of that computed in numerical simulations per-
formed at equilibrium in relatively small lattices (L < 24)
[4]. Our computed values match very well with that obtained
in experiments and with the exponent computed using field
theoretical techniques [3,10,11] (although in this framework
it is very difficult to assign an uncertainty to this estimate).
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APPENDIX A: DETAILS OF THE NUMERICAL
SIMULATIONS AND GPU PARALLEL IMPLEMENTATION

We have simulated the Heisenberg model using the
Metropolis algorithm on CPUs and GPUs (see Table II). We
have simulated L = 128, 160, 200, and 250 for more than
10 000 random initial conditions. The GPU code has been
programmed in CUDA C [35]. The original C code which
simulates the Heisenberg model has been parallelized in three
parts:

(1) Computation of the nearest neighbors of each spin: the
C code has a loop which goes sequentially through all the
spins one by one. However, in the GPU code each spin has
associated an execution thread, and all the nearest neighbors
of every spin are computed at once.

(2) Metropolis algorithm: in the sequential C code we can
find several loops in the Metropolis part. So the parallel GPU
code reduces meaningfully the execution time, especially
in large systems (L ~ 200). Moreover, the lattice has been
divided using a checkerboard scheme (Fig. 11) [36]. In this

———

A

FIG. 11. Division of the three-dimensional lattice using a
checkerboard scheme.
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FIG. 12. Behavior of the exponents a, and a, as a function of
time for L = 200. The horizontal line is the equilibrium theoretical
expectation for a,: 1 + n = 1.0378.

way, the Metropolis algorithm has been executed first of all in
the “white” spins and after that in the “black” ones.

(3) Random numbers: to have high-quality random num-
bers is mandatory in computational physics. Initially, we have
used the CURAND random numbers, which are part of the
CUDA C distribution [35]. The problems with the CURAND
random numbers have appeared when we have performed
long simulations using a huge quantity of random numbers.
To avoid these problems we have used congruential random
numbers [37].

Making use of the GPU Tesla K80 we have achieved a
speedup of 22, which represents an important reduction of the
execution time.

APPENDIX B: DETAILS OF THE ANALYSIS OF THE
COMPUTATION OF THE CORRELATION LENGTH

We describe the different steps we have followed in order
to compute £(¢) and its associated exponent z [18,19,38,39].
The important point of this approach is to avoid the use of the
full covariance matrix since this matrix is frequently singular
(see, for example, Refs. [38,40]). Thus, our procedure is the
following:

(1) We compute using the jackknife method over the set
of the initial conditions the statistical error of C(r, t), denoted
as o[C(A, 1)].

(2) To compute I; we introduce a cutoff to have a good
control of the signal-to-noise ratio of C(r, t) for large values
of r (see also Fig. 7).

(a) We compute the cutoff A using the condition

o[C(A, )] =4C(A,t).

(b) Forafixedr and ry;, < r < A we fit the correlation
function to the functional form given by

Clrt) = :’—‘2 exp(—asr™). (B1)

with ry;, is the minimum value of », which provided, for

C(r, 1), a good fit (e.g., x*>/d.o.f. ~ 1) to Eq. (B1). In

Fig. 12 we report the dependence of the exponents a, and

ay with the Monte Carlo time. Notice that a, converges

to the equilibrium value [see Eq. (14)] given by 1 +1n =

1.0378 and a4 ~ 1.8.

(c) We compute the integral in Eq. (15) using the
numerical values of the correlation C(r,t) for r < A and
using the values provided by the fit [Eq. (B1)] for A < r <
L/2.

(d) Using the previous procedure, we compute the sta-
tistical error of £ (¢) using again the jackknife method over
the set of the initial conditions. The time interval for the fit
is decided by imposing a diagonal x2/d.o.f ~ 1.

(e) The jackknifed £ are used to compute the jack-
knifed values of z, and this allows us to compute the
statistical error of the dynamic critical exponent using the
standard deviation in the jackknife method. Notice that for
extracting z on each jackknife block, we use the diagonal
covariance matrix. However, the jackknife procedure re-
produces with high accuracy the effect of the correlations
among the different times.

Notice that the diagonal x?/d.o.f. does not have a rigorous
interpretation like that of the full (nondiagonal) one. One can
show (see the detailed analysis of this procedure carried out in
Sec. B.3.3.1 of Ref. [38]) that the diagonal x?*/d.o.f. behaves
as if there were a small number of degrees of freedom, hence,
one cannot compute confident limits as usual.

Finally, in Ref. [20] was shown that the error bars are
essentially equal (using this jackknife procedure, neglecting
the correlations among the data) to those obtained taking into
account all the statistical correlations among the data.
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