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Chromatin state switching in a polymer model with mark-conformation coupling
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We investigate the phase transition properties of the polymer-Potts model, a chain composed of monomers
with magnetic degrees of freedom, with the motivation to study the conformation and mark switching dynamics
of chromatin. By the mean-field approximation, we find that the phase transition between the swollen-disordered
state and the compact-ordered state is discrete; it is first order as in the long-range Potts model, but with a
significantly larger jump in magnetization (i.e., mark coherence) upon the ordering transition. The results imply
how small changes in epigenetic writer concentrations can lead to a macroscopic switching of the chromatin
state, suggesting a simple mechanism of discrete switching observed, for instance, in cell differentiation.
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Introduction. Chromatin is a large polymer composed of
monomers called nucleosomes, which are histone protein
complexes wrapped with DNA [1,2]. The switching of cell
states is encoded in the changes in epigenetics [3] such as in
the molecular and structrual changes in the chromatin. The
chromatin states have been traditionally categorized into two,
euchromatin and heterochromatin, which correspond to active
(open) and inactive (closed) parts of the chromatin in terms of
gene expression and accessibility. Consistent with this, recent
chromosome conformation capture (Hi-C) experiments [4,5]
have identified the existence of two major compartments in
the genome. The regions within the same compartment share
similar marks (i.e., chemical modifications) in the nucleo-
somes and tend to interact with each other more frequently
than across [6]. Experiments have shown that different marks
on the nucleosome induce distinct interactions due to the
natural attraction and repulsion between nuclesomes [7,8], or
by mediating proteins such as HP1 [9,10], and the polycomb
repressive complexes [11,12].

It has also been established that cell differentiation is
accompanied by a large (megabase) scale transition in the
compartments as well as changes in the states of epigenetic
marks [5]. The mechanism behind this switching, however,
remains elusive. Previous modeling studies have assumed
mark-dependent interactions between nucleosomes in order
to explain the observed contact maps and three-dimensional
structures of the chromatin [13,14]. Other models have con-
sidered how the interaction between the marked histones lead
to bistability in the coherent epigenetic marks [15–17]. A
natural question is then how the interplay of chromatin chain
dynamics and the kinetics of nucleosome modifications can
lead to the drastic switching of compartments observed in
differentiation.
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To model chromatin polymer dynamics under stochastic
modifications of nucleosomes, the polymer-Potts model has
been considered [18–20]. In this model, the random motion
of the polymer chain is accompanied by monomer-monomer
interactions that depend on the histone marks, and the histone
marks can stochastically switch due to enzymatic reactions
and histone turnover [21,22]. It has been numerically shown
[19,23] that even for the Ising-type model, where there is
essentially only two distinct states of the histone marks, there
is a first-order-like transition between the swollen-disordered
state, which corresponds to a loose polymer with spatially
random marks, and the compact-ordered state, where the
conformation is globular and the marks are coherent. This
abrupt transition is likely due to the coupling between the
conformation change and the epigenetic switchings, although
a concrete theory is still lacking.

In this Rapid Communication, we investigate the phase
transition properties of the polymer-Potts model by consid-
ering a polymer chain in continuum space with stochastic
histone mark exchange. Employing the Flory-type mean-field
approximation for the dynamics of the chain, we write the
pseudo free energy of the generic polymer-Potts model as a
function of the order parameters representing the magneti-
zation (i.e., mark coherence) and the polymer conformation.
For the Ising-type interaction, the transition between the
swollen-disordered state and a compact-ordered state is first
order, consistent with simulations and theories investigating
mark dynamics on self-avoiding random walks [18,20]. In
the general case with multiple types of marks, we find that
the jump in magnetization at the transition point is always
larger in the polymer-Potts model compared with the Potts-
model counterpart, and also obtain a criteria for the absence
of a continuous transition. We further study the switching
transition upon stretching of the chain, which serves as a
simple model of force-induced epigenetic modification.

Model. We consider a polymer model with Potts-like inter-
actions between monomers. The interactions are mediated in a
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FIG. 1. (a) Chromatin consists of a DNA (gray line) wrapping
histones (green cylinders). The readers (colored rectangles) connect
histones with the same marks (colored circles), while the writers
(colored stars) edit the histone marks. (b) The polymer-Potts model.
A monomer constituting the polymer has a changeable histone mark
(colored circle), and there are mark-specific interactions between
monomers (colored dashed lines, Ji j), in addition to the mark-
independent interactions (v and w).

histone-mark-dependent way by proteins that we call readers,
and the marks can change stochastically due to enzymatic
reactions caused by the writers (Fig. 1). We assume that there
are q (�2) types of marks. Extending the Flory-type mean-
field approximation [24] to the present situation, the pseudo
free energy (per monomer) at a temperature T reads

f (ρ, {xi}) = vρ + wρ2 − ρ
∑

1�i, j�q

Ji jxix j

+
∑

1�i�q

(kBT xi ln xi − hixi ). (1)

Here ρ is the average monomer concentration given as ρ ∼
N/R3 with the polymer end-to-end distance R and the total
number of monomers N . The other variables, {xi}, represent
the ith-type mark occupation (

∑q
i=1 xi = 1). The first two

terms in Eq. (1) correspond to the volume exclusion effect
(v,w > 0). Note that the parameters v and w represent the
second and third virial coefficients, respectively. The third
term originates from the Potts-like two-body interactions be-
tween monomers mediated by the readers. The detail of the
interactions between the different types of marks is coded in
Ji j , which is a real symmetric matrix. The fourth term is the
entropy associated with the mark degrees of freedom. The
last term represents the effect of external fields {hi}, which
describes how much a specific epigenetic mark is favored,
reflecting, for example, the concentration of the histone mod-
ification enzymes, i.e., the writers. The equilibrium state is
determined by minimizing Eq. (1) with respect to ρ and {xi}.

A few remarks are to be made for Eq. (1). Firstly, fluc-
tuation effects are neglected compared with the microscopic
model, although its inclusion will likely not change the key
results [25,26]. Secondly, while higher-order interaction terms
are irrelevant near the conventional second-order coil-globule
transition point [24], inclusion of these terms may shift the
transition point if the coil-globule transition becomes first
order, as in the situations explained below. Nevertheless,
we expect that Eq. (1) captures the key characters observed
in simulations of similar systems [19,20] and is useful to

generally analyze models with multiple kinds of marks.
Lastly, the chromatin state transition of our interest is at the
level of subregions of compartments or several topologically
associated domains [27], which is megabase scale correspond-
ing to N = 103–5. Although we have omitted all the terms that
vanish in the limit of N → ∞ in Eq. (1), it is straightforward
to include higher-order terms and discuss their effects on the
properties of transition [24,28].

For the sake of understanding, let us first fix the mark
degrees of freedom, {xi}. Then, Eq. (1) is equivalent to the
free energy of a classic polymer [24] in the large N limit.
As investigated in [24], there exists a transition between the
coiled state, a swollen polymer with the average length scaling
as R ∼ N3/5 [29,30], and the globule state, a densely packed
polymer with R ∼ N1/3 [24], upon changing the overall two-
body interaction (in the present case, v − ∑

i, j Ji jxix j) from
repulsive to attractive. Such coil-globule transitions have been
observed in experiments using DNA [31] and chromatin [32].
The coil-globule transition in this case is continuous in the
limit of N → ∞ [24], even beyond the mean-field approxi-
mation [25,26].

In another direction of simplification, we can consider the
order-disorder transition of the marks under a fixed polymer
density, ρ. Assuming a globular configuration (R ∼ N1/3) and
Ji j = Jδi j , Eq. (1) represents the mean-field free energy of the
Potts model [33]. In the limit of N → ∞, the order-disorder
transition is continuous for q = 2 while discontinuous for q �
3, which has been believed to be correct in three dimensions
even beyond the mean-field approximation [33].

Phase transition by interactions and fields. Introducing the
dimensionless globular order parameter φ := (w/kBT )1/4√ρ,
we can express the equilibrium free energy as f =
[minφ,{xi} f (φ, {xi}) s.t.

∑q
i=1 xi = 1], where

f (φ, {xi})

kBT
=

⎛
⎝ṽ −

∑
1�i, j�q

J̃i jxix j

⎞
⎠φ2 + φ4

+
∑

1�i�q

(
xi ln xi − hixi

kBT

)
. (2)

Here, the dimensionless two-body interaction strengths are
defined as J̃i j := Ji j/

√
kBT w and ṽ := v/

√
kBT w. As we

have seen, if {xi} or φ is fixed to some value, the system
described by Eq. (2) will show the conventional coil-globule
or magnetic transition, respectively.

To see the effect of the coupling between {xi} and φ, we
first study the Ising-model case, q = 2 and Ji j = J (2δi j − 1)
with hi = 0. Introducing the magnetization, m := x1 − x2,
f (φ, m) for the case of ṽ = 0.1 is shown in Fig. 2. Let us
denote the equilibrium values of φ and m as φ∗ and m∗, re-
spectively. In this model, there is a critical value J̃ (c) such that
for J̃ < J̃ (c), the swollen-disordered phase is the equilibrium
[φ∗ = 0 and m∗ = 0; Fig. 2(a)], whereas for J̃ > J̃ (c), this
switches to the compact-ordered state [φ∗ > 0 and |m∗| > 0;
Fig. 2(c)]. At the transition point [J̃ = J̃ (c); see Fig. 2(b)],
both the swollen-disordered state and the compact-ordered
state are stable, meaning that there is a first-order transition.
Thus, a switching transition can occur by simply changing the
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FIG. 2. Color plot of the pseudo free energy f (φ, m) [Eq. (1)] as a function of φ, which represents the square root of the globule density,
and the magnetization m for the case of the Ising-type interaction with ṽ = 0.1. For (a) J̃ < J̃ (c), the minimum of f is realized at φ = 0 and
m = 0 (swollen-disordered state), while for (c) J̃ > J̃ (c), it is realized at φ > 0 and |m| > 0 (compact-ordered state). There is bistability at (b)
J̃ = J̃ (c), meaning that the transition between the swollen-disordered state and the compact-ordered state is discontinuous.

strength of the reader-mediated interaction, as has been seen
numerically in a similar model [19].

In Fig. 3(a) the J̃ dependence of φ∗ and m∗ is plotted
for ṽ = 0.1, showing a clear jump of the order parame-
ters at the transition point. Since |m∗| � 1 in the compact-
ordered state (Fig. 2), we can approximate minφ,m f (φ, m) �
minφ f (φ, m = ±1) = −(J̃ − ṽ)2kBT/4. We then obtain

J̃ (c) � ṽ + 2
√

ln 2, (3)

φ∗ �
√

(J̃ − ṽ)/2 (for J̃ > J̃ (c) ) (4)

shown as the black dotted line in Fig. 3(a), giving a good
approximation. We have confirmed that the features such as
the jump of |m∗| from 0 to �1 at the transition point are
observed for a broad range of the values of ṽ [28].

We further consider the effect of external mark-specific
fields by setting h1 = h and h2 = −h in the Ising-type model.
The phase diagram in the case of ṽ = 0.1 is shown in
Fig. 3(b). We find that the field-induced transition from the
swollen-disordered state to the compact-ordered state is of
first order around the zero-field transition point, meaning that
increasing or decreasing specific writers can also induce the
switching behavior. Interestingly, within a certain range of
J̃ , sequential second- and first-order transitions occur as the
field becomes stronger [Fig. 3(c)]. For a smaller J̃ , a single
continuous transition is induced by the field. Note that such
a field-induced transition has been discussed in the context of
the magnetic polymer within mean-field approaches [18] as
well as in simulations on self-avoiding walk models [18,34].

Propeties of transitions under general settings. Here
we consider the condition for the transition between the
swollen and compact states to be countinuous under gen-
eral q, {Ji j}, and {hi}. Minimizing Eq. (2) on the assump-
tion that the continuous transition occurs at {J̃ (c)

i j } for a

given set of {hi}, we obtain φ∗ = 0 and x∗
i = Si(h̃) :=

exp(hi/kBT )/
∑q

j=1 exp(h j/kBT ) [28]. The order parame-
ters will grow in response to the deviation of the interac-
tion strengths from their critical values: φ∗ = �φ and x∗

i =
Si(h̃) + �xi for J̃i j = J̃ (c)

i j + �J̃i j . Minimizing Eq. (2) at J̃i j =

J̃ (c)
i j + �J̃i j will give the following relation:

2(�φ)2 =
∑

1�i, j�q

(
J̃ (c)

i j + �J̃i j
)

× [Si(h̃) + �xi][S j (h̃) + �x j] − ṽ. (5)

For the transition to be continuous, the order parameters
should smoothly change at the transition point: �φ → 0 and
�xi → 0 for �J̃i j → 0, meaning that J (c)

i j should obey
∑

1�i, j�q

J (c)
i j Si(h̃)S j (h̃) = v. (6)

Therefore, if
∑

i, j Ji jSi(h̃)S j (h̃) < v is satisfied, which is
when the mean effective two-body interaction is repulsive,
any continuous swollen-compact transition is prohibited and
only switchlike transitions can occur. This condition can in
principle be checked in experiment by measuring the effective
interactions between nucleosomes [7].

A simple example is again the Ising-type model with-
out external fields. In this case, since

∑
i, j Ji jSi(h̃)S j (h̃) =∑

i, j Ji j/4 = 0 < v, the continuous conformation transition
is always prohibited, consistent with our numerical results
that the first-order transition occurs irrespective of the value
of v [28].

To investigate the order-parameter jump at the first-order
transition more specifically, we consider the Potts-type inter-
action: Ji j = Jδi j with hi = 0. Figure 3(d) shows the mag-
netization jump �m = max{x∗

i } − min{x∗
i } for q � 2 in the

mean-field polymer-Potts model [Eq. (2)] compared with the
conventional mean-field Potts model. In the Potts model [33],
the transition is of second order for q = 2 while first order for
q � 3, and �m is given as (q − 2)/(q − 1). In the polymer-
Potts model, on the other hand, the magnetic transition is
always first order, and �m is a monotonically increasing
function of v and q, while the dependency on v is almost neg-
ligible for q � 4. Notice that �m in the polymer-Potts model
is always larger than that in the corresponding Potts model,
and �m is practically unity for q � 4. This suggests that the
polymer conformation change that accompanies the magnetic
transition reinforces the all-or-none switching property.
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FIG. 3. (a) The globular order parameter φ∗ (green solid line) and magnetization m∗ (orange dashed line) as a function of the mark-specific
interaction strength J̃ . The approximate functional form of φ∗ [Eq. (4)] is plotted as a black dotted line. (b) Phase diagram in the J-h plane.
The analytical expressions of the second-order transition line [28] (brown dotted line) and the approximate first-order transition line [28]
(black solid line) are also plotted. (c) The order parameters, φ∗ and m∗, as a function of the external field strength h for the case of J̃ = 1.25.
(d) Magnetization jump (�m) at the magnetic transition point as a function of the number of mark types (q) for the mean-field polymer-Potts
model [red (dark-gray) points] and for the mean-field Potts model [blue (light-gray) points]. For the polymer-Potts model, �m is plotted for
several values of ṽ (ṽ = 0, 0.1, 0.5, 1, 5 for q = 2; ṽ = 0, 5 for q � 3). (e) The stretched-state order parameter η∗ (purple dotted line), in
addition to φ∗ (green solid line) and m∗ (orange dashed line), as a function of the external force strength F for the case of J̃ = 3. (f) Phase
diagram in the J-F plane. The small-J and large-J regions represent the stretched-disordered and compact-ordered phases, respectively. The
phase boundary estimated with Eqs. (2), (7), and (8) is shown with red circles, along with the approximate F (c)(J̃ ) curve [28] (black line). The
transition is always of first order.

Mechanical discontinuous transition. We here consider
what happens when a stretching force is applied to the edges
of a polymer chain with mark degrees of freedom. For sim-
plicity, let us investigate the effects of an external force term
added to the pseudo free energy [Eq. (2)] with the Ising-type
interaction. The force term can be written as fF = −F · R/N
with an external force F and the polymer end-to-end vector R.

Within the mean-field level, the free energy including the
effects of an external force is given as

f = min
{

min
φ, m

f (φ, m), min
η, m

f ′(η, m)
}
, (7)

where f ′(η, m) is another pseudo free energy including the
effect of the external force:

f ′(η, m)

kBT
= −Fbη

kBT
+ 3

2
η2 + 1 + m

2
ln

1 + m

2

+ 1 − m

2
ln

1 − m

2
. (8)

Here, the dimensionless polymer length, η := R/Nb, can be
interpreted as an order parameter characterizing a stretched

state with the scaling R ∼ N [35]. In Eq. (8), the second
term represents the entropic elasticity [30], which is essential
under stretched conditions. We denote the equilibrium point
as (φ∗, η∗, m∗). Since the globule state (φ∗ > 0, R ∼ N1/3)
and the stretched state (η∗ > 0, R ∼ N) are incompatible,
only one of (φ∗, η∗) can be finite and the other should be
zero.

Figure 3(e) shows the changes in order parameters upon
varying of the external force F for the case of ṽ = 0.1 and
J̃ = 3, in which the compact-ordered state (φ∗ > 0, η∗ = 0,
and |m∗| > 0) is stabilized when F = 0. We can see that a
first-order transition occurs at a certain critical value F (c),
above which a stretched-disordered state (φ∗ = 0, η∗ > 0, and
m∗ = 0) emerges. The numerically obtained phase diagram
in the J-F plane is shown in Fig. 3(f). Note that the force-
induced coil-globule transitions are believed to be discontin-
uous also in classical polymer models at N → ∞ [35–38].
In the polymer-Potts model, we find that the mark degrees
of freedom become immediately disordered accompanying
this stretching transition. Similar discontinuous transitions
between a compact-ordered state and a stretched-disordered
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FIG. 4. (a) Lennard-Jones-type interaction U (i j)
LJ (r) between two

monomers (1 � i, j � 2). σ is the interaction length, and ε is the
attractive interaction strength between monomers with the same
mark. (b) Optimized order parameters φ∗ and m∗ as a function of
the interaction strength ε/kBT .

state have recently been seen in molecular dynamics simula-
tions with short-range interactions [39].

Relation to molecular dynamics simulations. To compare
our results with the molecular dynamics simulations [19]
using Lennard-Jones-type interactions [Fig. 4(a)], we consider
the virial expansion. By neglecting O(φ6) terms and the ex-
istence of the neutral mark, we obtain the pseudo free energy
[Eq. (2)] with additional terms proportional to m2φ4 [28].

By minimizing the pseudo free energy, we obtain the
optimized φ∗ and m∗ as a function of the interaction strength
ε/kBT . Figure 4(b) shows that a discontinuous transition
with a large jump of magnetization occurs at the interaction
strength ε/kBT � 0.85, which is close to the simulation re-
sult [19] (ε/kBT � 0.9 for N = 2000). Although the virial
expansion is not generally justfied for cases with a first-order
transition, this result suggests that a simplified framework can
connect the molecular level measurement of histone interac-
tions [7] to the compartment level chromatin state transition.

Discussion and conclusion. Here we have studied the
polymer-Potts model at the mean-field level and found that
switchlike transitions are largely enhanced, compared with
the transitions in a polymer model with unchangeable marks
or the conventional Potts model, due to the coordination of
the coil-globule and magnetic transition. The bistable property
leading to the first-order transition fits with the phenomenol-
ogy of chromatin state transition and cell differentiation. For
instance, it has been shown that elimination of small kilobase-
scale genome regions can induce compartment switching of a
whole megabase-scale region [40]. This can be explained by
the bistability of the chromatin state, which allows localized
histone mark biases induced by transcription factors to spread
macroscopically. The hysteresis effect, which is expected
to accompany the chromatin discontinuous transition, may
also improve the stability of the epigenetic regulation against
chemical and mechanical perturbations and cell division.

Additional to the equilibrium phase transition scenario pro-
posed in this Rapid Communication, nonequilibrium features
of the chemical dynamics [19,20] and the phase separation
properties of the key components in chromatin dynamics
[8,41–44] may play roles in enhancing or diminishing the
switchlike behavior. Nevertheless, the fact that a simple mark-
conformation coupling can lead to a discrete switch indicates
that nonlinear dynamics and well-designed chemical networks
may not be essential in explaining cell fate dynamics. In real
differentiation, state switching occurs in sub-regions and does
not expand to the whole chromosome [5]. It is interesting to
explore how specific regions in the genome set boundaries
to prevent the phase transition dynamics from spreading into
undesired regions [45].
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