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Particle transport at arbitrary timescales with Poisson-distributed collisions
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We develop a model to investigate the time evolution of the mean location and variance of a random walker
subject to Poisson-distributed collisions at constant rate. The collisions are instantaneous velocity changes where
anew value of velocity is generated from a model probability function. The walker is persistent, which means that
it moves at constant velocity between collisions. We study three different cases of velocity transition functions
and compute the transport properties from the evolution of the variance. We observe that transport can change
character over time and that early times show features that, in general, depend on the initial conditions of the

walker.
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I. INTRODUCTION

Many results on random walks rely on the assumption
of long timescales. This is particularly true in the case of
continuous time random walks (CTRW), where the limit r —
oo is widely used to simplify the Montrol-Weiss equation
[1-3] and cast it in a form that ultimately leads to the diffusion
equation or, more in general, to a type of fractional diffusion
equation [1-4].

In some situations, however, one may be interested in the
evolution of the walker at early times, i.e., whent < T, where
T is a typical collision time. In those cases, the results obtained
for long timescales may not apply. This is exemplified by
measurements of particle motion in a rarefied gas [S] or a
liquid [6], the motion of organisms in biology [7,8], and trans-
port of particles in semiconductors [9,10], where the walker
dynamics between collisions plays an important role. This
was already recognized in 1930 by Uhlenbeck and Ornstein
in their model of Brownian motion [11,12], which allowed
them to compute explicit results for all > 0.

One simple model for dynamics between collisions is to
assume that the walker moves with constant velocity. This
persistent motion is a useful model in biology, where cor-
relations at short timescales have been seen to be relevant
to modeling of dispersal in biological systems [7]. It is also
useful in physics, as it models the situation of no intercollision
forces. The collisions are then understood to be instanta-
neous changes in velocity occurring randomly in time. In
1D persistent random walks (PRW) [9,13-15], for example,
one usually describes the evolution of a walker moving at
constant speed (modulus of velocity) but subject to random
reversals of the direction of motion. The simplicity of PRW
makes it amenable to analytical investigations that lead to
time-changing transport properties and a close relationship to
the Telegrapher’s equation (TE) [9,14].

In addition to the changes in direction, one can also
consider changes in speed [2,16]. This has proven useful in
studies of first-passage times of a persistent random walker
[17] and, more recently, in some generalizations of the TE
[18]. We pursue the idea by studying situations in which
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collisions lead to new (random) values of velocity arising
from model probability density functions (PDFs). We study
the time evolution of the variance of the walker position and
show that the character of transport, understood here as the
scaling of the variance as a function of time, changes over
time. The results are valid for all times ¢+ > 0, in contrast to
Refs. [2,16], where attention is paid to establishing asymptotic
properties by assuming large spatial and temporal scales. In
contrast to Ref. [19], where a Langevin approach is used, we
develop a method that allows us to study different types of
collisions and the effect of initial conditions of position and
velocity.

We start with a theoretical framework (Sec. II). We develop
a procedure to compute the time evolution of statistics of
the walker’s location (including the mean and variance) when
subject to Poisson-distributed collisions. Then, we apply this
method to three different types of velocity transition PDFs.

First we consider the case when, upon a collision, the
walker transitions to a new random velocity independent of
the precollision one (Sec. III). In this way we can model a
tracer particle moving in a medium at constant temperature,
a situation that may, for example, be of interest in studies
of scattering of neutrons in a moderator [20] or scattering
of electrons in a metal [10]. It can also find applications in
studies of particle transport in plasmas [21], for example, in
the context of suprathermal ions [3,22,23], or in studies of
particle dynamics in plasma turbulence [24]. We show that
our approach yields exact expressions that can be compared
to numerical simulations and give interesting insights of trans-
port at short timescales. Notably, in certain circumstances, we
observe superballistic behavior characterized by a ¢ scaling
of the variance [19]. This constitutes an interesting analogy to
a similar result observed in the formally different problem of
relative separation of particles [24,25].

In Sec. IV we explore the case of addition of a random ve-
locity. We show that this choice typically yields a ¢° scaling (at
long enough ¢), providing a possible basis to the superballistic
results observed in Sec. III.

In Sec. V, we study scaled velocity changes. This is the
case when the walker velocity is multiplied by a constant
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https://orcid.org/0000-0002-6784-8394
https://orcid.org/0000-0001-8348-1716
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevE.100.052134&domain=pdf&date_stamp=2019-11-22
https://doi.org/10.1103/PhysRevE.100.052134

M. BAQUERO-RUIZ et al.

PHYSICAL REVIEW E 100, 052134 (2019)

u
—_—

FIG. 1. Depiction of the system dynamics. A walker moves along
x with velocity u (a) until a random event (a collision) makes the
velocity change instantaneously to the new value v (b). The walker
then moves with this velocity (c) until a new collision forces a
change.
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factor in each collision, a more artificial situation which
nevertheless shares some similarities with exponential Fermi
acceleration [26]. We show that transport can then have an
exponential behavior. Also, we obtain a generalized version
of the TE, thus showing that the formalism can recover results
found in PRW while also enabling studies of other situations.

A summary of these results, as well as an outlook of future
studies, is given in Sec. V1.

II. THEORETICAL FRAMEWORK

Let p(x,t) be the PDF of the random 1D location x ()
of a walker moving along “x” at time “¢”. This means that
p(x,t)dx is the probability of finding the walker in the
interval (x, x + dx) at time 7. The walker moves with constant
velocity except at collisions, when the velocity transitions
instantaneously to a new value (see Fig. 1). The resulting
randomness in walker velocity leads us to consider p(x, v, 1),
the PDF of walker location and velocity. For given x, v, and
t, p(x, v, t)dx dv is the probability of finding the walker with
some velocity in (v, v + dv) at the location (x, x + dx) attime
t. We note that

px, 1) = /P(x, v, 1)dv, (D

as p(x, t) is just the PDF of location irrespective of velocity.
Then, as shown in Appendix A, the evolution of p(x, v, ) is
determined by the transport equation [27]

(3 +v i + y)p(x, v, t) = y/f(u, v) p(x,u,t)du,
ot 0x
(2

where y = 1/t is a constant collision rate (which for finite
T satisfies y > 0) and f(u, v) is a kernel giving the proba-
bility that, upon a collision, a walker moving with velocity
u transitions to a velocity v. The function f needs to fulfill
J f(u,v)dv =1 for all u (see Appendix A).

Equation (2) is a partial integrodifferential equation for
p(x, v,t), with known y and f(u, v), which is in general
difficult to solve. In transport studies, however, one is typ-
ically interested [2,15] in statistics of x(z), such as the
mean walker location (x(t)) = fxp(x, t)dx = p,(t) and
the mean square displacement (x2(@)) = f X2 p(x,t)dx =
of )+ (uy ()%, where 0)% (t) is the variance. In other words,
one wants to find moments [28] of x(¢). In that case, as
discussed next, one does not need to find the full solution
plx, v, t).

We assume that the walker moves in an unbounded space
and that the Fourier transform of p(x, v,t) on the spatial
coordinate x exists for + >> 0 and all values of v. We state
clearly the definition of the transform to avoid confusion with
references that may use a different convention [29]:

o0

px,v,t) £> plk,v,t) = / px, v, t)e " “*dx. 3)

—00

We use the transform variable «, instead of x, to distinguish
the transformed function from the original one. Similarly, we
assume that the Laplace transform of p(x, v, t) in ¢ exists for
all x and v and the definition is

ﬁ o0
plx,v,1) = plx,v,s) = / plx,v,t)e " dt.
0

In this case, the transformed function is written as the original
one but uses the transform variable s. The use of the Laplace
transform in time is needed to include initial conditions att =
0, which we assume to be of the form

px, v, 1)|i—0 = go(x) fo(v). 4)

In this expression go(x) is the PDF of the (in general)
random initial location o, and fy(v) is the PDF of the
initial velocity V,. Then [ go(x)dx =1 and [ fo(v)dv =1
so that [[ p(x,v,t);=odxdv =1 (ie., the probability of
finding the walker anywhere moving at any speed when
t =0 is one). Equation (4) means that the initial location
and velocity are assumed to be statistically independent [28].
For what follows, we only consider the case where these
initial PDFs have finite first and second moments and can be
Fourier-transformed.

Taking Eq. (2) and applying a Fourier transform in x
followed by a Laplace transform in ¢ we obtain

(s +1kv+y)ple, v, s) — golk) fo(v)

= V/f(u, v) plic, u, s)du, &)

where go(x) is the Fourier transform of gy(x). This form
of the equation is very useful once one realizes that the
Fourier transform of a PDF is its characteristic function [28].
Then, results similar to those used in probability theory [28]
can be employed to compute the mean ., (f) and variance
cr;(t) directly from p(k, t), without inverse-transforming to
the original x-space [15]. For example,

a a OO —lKX
P, )] =0 = — / px,t)e " “Fdx
oK ok \J_

> 9
/ —(p(x,t) e =0 dx

0 0K

k=0

—1 /ooxp(x,t)dx = —1u, @), (6)

o0
and, following a similar procedure,

2
773 Pl Dlemo = —07(0) = [y OF.
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In terms of p(«, s) we then have

0
py(t) =L {l &p(la S)IK—O}

82
o (t) = E‘{—@ plc, s)|K_o} e I210) N ()]

In the next sections we show that Egs. (7) together with
Eq. (5) can be used to find exact analytic expressions for u, (1)
and af (). Higher-order moments of p(x, t) can be computed
in a similar fashion.

III. RANDOM VELOCITY UPON A COLLISION
A. Model

As a first example of the applicability of the theory of
Sec. II, we consider

fu,v) = fr(v), ®)

where fg is a PDF with finite first- and second-order moments.
This is the case when, upon a collision, the walker transitions
to a new random velocity V distributed fz(v), and the new
velocity is independent of the one prior to the collision. This
choice can, for example, model situations where a tracer
particle moves through a medium at constant temperature.
In that case, collisions make the particle jump to random
velocities allowed by a velocity distribution associated to the
medium temperature.

Since ffR(v)p(K, u,s)du = fr(v) fp(ic, u,s)du =
fr(v) p(k, s) [see Eq. (1)], replacing fx in Eq. (5) gives

(s + kv +y)plk, v, 5) = go(x) fo(v) =y fr(v) p(k, 5),

which leads to

go(k) fo(v)
S+ ikv+y

Y fr(v)
s+ikv+y

plk,v,s)= plk, s).

Then, integrating on both sides with respect to v, the left-hand
side (LHS) becomes fp(fc, v, s)dv = p(«, s), which allows
us to solve for p(k, s) and obtain

plk, s)

_ [/ 2000 fov) M / fr(v) ]1
= ———dv||l -y | ————————dv| .
s+ikv+y S+ikv+y
(€))
This expression gives the complete time evolution of p(x, t)
in the transformed spaces.
Since  p(ic, ) = L{F{p(x, O} = L{[Z plx, 1) e** dx},
we have f_oooo px, t)dx = ﬁ’l{p(fc, $)|x=0 }. Evaluating the
expression in Eq. (9) at k = 0, we have

-1
fov) dv}[l_y [ L dv}
s+y s+y
1 -1

()0ras) =
= l—y = -,
s+y s+ s

since go(k)le=o =1, [ fo(v)dv =1, and [ fr(v)dv = 1.
Therefore, ffooo plx, t)dx = L7 %} =1 as expected, since
probability needs to be conserved at all times ¢ > 0.

pic, $)le=0 = [

p‘f{!//“’/flf =0 a
Ufo/ufn =0.01
;U'fu/:ufn =01
/’l‘f()//‘LfH =1
tpo/ g = 10
! L !
10 1072 1 102 10*
vyt

FIG. 2. Evolution of p, (¢) for different ratios 1y, /s, of mean
initial and mean post-collision velocities. We assume here (i z, > 0.
As Eq. (10) shows, the functional form of w,(¢) only depends on
s/ and y t (the mean number of collisions at time #), once fig,
has been subtracted.

Inserting Eq. (9) into Egs. (7) allows us to compute the
mean walker location (see Appendix B):

Y I }
s2(s+y)

Heo Mo
K s(s+y)

:u')((t) = £_l{

1 —vt —yt
=Mgo+;[ll«fo(1—e )+ Up(=1+yt+e )]
(10)

Here, 1,4, and uy, are the means of the initial conditions xo
and Vyp with PDFs gq and fj, respectively, and 1, is the mean
of V ~ fr(v). Itis interesting to note that ., (#) only depends
on first-order moments of the other distributions. No other
additional information on go(x), fo(v), and fr(v) is needed
(such as higher-order moments) to establish the complete time
evolution of u,(¢). In passing, we note that making y =0
in the first line of Eq. (10) leads to the expected result for a
particle moving always at constant velocity, even though y is
nonzero by definition (see Sec. II).

If g, = g, =0, then Eq. (10) implies constant ji, (1) =
Mg, forall £ > 0. If g, # 0, then the time evolution of the
mean is more interesting. Figure 2 shows p, (¢) for sev-
eral choices of wy,/its. The initial behavior is determined
by a competition between initial conditions and mean post-
collision velocities. Then, when collisions have had enough
time (¢t ~ y~!) to randomize the motion, f Starts dominat-
ing. Finally, 1, (#) ~ 1z, t when y t > 1 (irrespective of 11 ,).

We focus now on the variance a)%(t). For simplicity, we
consider the case pry = p g = 0. The general situation for
nonzero values is discussed in Appendix C. Following a
similar procedure as for the mean, we obtain

%
o= 0g+ — L= Atyne™]
20%{ o
T2y Qbyne ™ aD

This expression only depends on second-order moments of g,
fo, and fg. Therefore, PDFs of very different form but similar
mean and variance should lead to the same time evolution

052134-3



M. BAQUERO-RUIZ et al.

PHYSICAL REVIEW E 100, 052134 (2019)

10* L (a) -
[S\Ray
© T o-fn/o-fn =0 ]
4 _Ufrv/afn =0.02 _|
N(\“Nt;&: 10 Ufn/UfR =01
108 —op /o =1
O /0p =3
10-12 Ufn/UfH =10 7
| | | |
I I T T
3 (b)
2 —
,<
1k |
1 | | 1
107 102 1 102 10*

vyt

FIG. 3. (a) Evolution of o () for o,y =0, s, = py, =0 and
different values of oy, /oy, as indicated in the legend. (b) Transport
exponent A for the same cases (same color legend).

of o2. This is indeed verified using numerical simulations
in Sec. III B. The case oy, = 0 corresponds to a Dirac-delta
[30] distribution modeling only one possible post-collision
velocity (in this case v =0, as we have chosen ug = 0).
Equation (11) shows that, in that situation, o)%(t) tends to a
constant when y t > 1. If we consider now nonzero o,, then
we can rewrite Eq. (11) as

2 2 2

4 2 4 2 95
(F)f’x@ =(m>% y (7 2 V’)

Ir Jr Jr

(12)

The RHS of this expression only depends on three parameters.
The first one is y oy /0, a normalized initial width. The
second one is y ¢, the average number of collisions by time
t. The third one is o, /0, the ratio of the standard deviations
of Vy and V. The individual values of o, and o, do not play
a role in the functional form of the time evolution of of (it is
only their ratio that matters). We note that making o, /o7, = 1
in Eq. (12) leads to a result with the same functional form
as the known solution for arbitrary times using the Langevin
approach [5,11].

Figure 3(a) shows the evolution of o)% when o, = 0. This is
the case when the initial location is known with complete cer-
tainty [go(x) is a Dirac-delta]. The behavior at long timescales
(i.e., ¥ t > 1) is similar for all different values of o, /o, . Itis

in fact diffusive, as af is seen to scale linearly with time, i.e.,

af ~ t* with A = 1. We know this from computing the slope
of the curves and verifying that in all cases it is equivalent to 1
for y t > 1. In the log-log plot, the slope is in fact equivalent
to A. The number A, which we call [3] transport exponent
(or transport scaling [2]), may, however, take on other values

(@)
10* -
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FIG. 4. (a) Evolution of o(t) for uy, = py = 0 and different
values of o, as indicated in the legend. We use o, = o7, in all cases.
(b) Transport exponent A of the same curves. Changes in normalized
initial width (y o,,)/0, have a significant effect on the slope at early
times and could lead to misinterpretations of transport features if not
properly considered. The case o,, = 0 is similar to the oy, /op, =1
curve in Fig. 3.

when y ¢t < 1. Figure 3(a) shows that transport at early times
can indeed be different from diffusive.

Figure 3(b) shows the time evolution of A for the same
values of o, /o, as in Fig. 3(a). We use

I L
NOE [ze(t)} 2o w] (13)

to compute A from Eq. (12) (valid for ¢ > 0) and then plot
it. We note that this definition of A uses the variance (some
references may use a different convention [2,3]). There are
several interesting observations. First, if o, /o, > 1, then the
initial behavior is ballistic; i.e., A = 2. However, transport is
significantly reduced at y r &~ 1 and can become subdiffusive.
In fact, we see that A can approach the value zero when
of,/of > 10. The case oy, = o, models a situation similar
[14] to PRW and indeed shows the same smooth transition
from ballistic to diffusive around y tr = 1. Probably more
interesting is the case oy /of <1 when yt < 1. In that
situation, A can attain values larger than 2 including A = 3.
This superballistic transport, already observed in Ref. [19], is
seen in Sec. IV A to be characteristic of velocity diffusion.
Figure 4 shows the evolution of o7 for fixed oy,/oy, =
1 and different values of o, . Also shown is A which, for
large normalized initial widths y o /o, > 1, can completely
change character from initially ballistic to no transport (A =
0). This exemplifies the importance of correctly accounting
for oy, in transport studies at early times. In practice, it is not
possible to know oy, exactly, so finite-width uncertainties are
foreseen to always be present in practical applications which

will mostly impact observations when ¢ < y .
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The methods presented can be used to compute higher-
order moments of p(x,t) and find symbolic expressions for,
for example, the skewness and kurtosis [28] of x (). As we are
concerned with determining transport features, which involve
the first and second moments, we do not undertake higher-
order moment calculations here.

1
Gaussian(x; |, 02) = —e¢

V2mo?

B. Comparison of theory and numerical simulations
We developed a simple code in MATLAB [31] (see Ap-
pendix D) that creates numerical estimates m, (¢), si (t) of
Iy (1), 05 (1), respectively.
We consider three possible choices of PDFs,

Discrete(x; p, 0%) = 1[8(x — pp — ) + 8(x — p + 0)],

Uniform(x; w, o) = {

for the initial conditions (go and fy) and post-collision velocity
distribution (fg).

In a given simulation, we choose one of three possible
sets of values of y and oy, and one choice of PDFs. This
means that we take g, fo and fr to be all Gaussian, all
Uniform, or all Discrete. The particular selection is indi-
cated with different markers in Fig. 5. Circles correspond
toy =3s7, of, = 2m/s and Discrete PDFs. Triangles are
y = 1s7!, 0, = 1 m/s and Gaussian PDFs. Crosses are y =
257!, o, = 3m/s and Uniform distributions. We use in all
cases Ly, = iy, = 0and set oy, such that (y og,)/0p = 1074,
The choice of a nonzero initial width is made to avoid
otherwise large rounding errors in the variance, and conse-
quently the transport exponent, if o, is too close to zero near
t =0.

The simulation results (see Fig. 5) show good agreement
with the theory of Sec. IIIA. The evolution, in units of
y t, of the normalized variance [Fig. 5(b)] and the transport
exponent [Fig. 5(c)] only depends on the ratio oy, /0y, and
is independent of the particular choices of y, oy, and PDF
shape, as expected. The increased variability of the markers in
Fig. 5(a) when y ¢ 2 10 is due to the statistical error expected
for the computation of the mean m, (t). This is illustrated
in the case oy /of =1 for which the markers lie within
or near the shaded area representing the lo region around
py(t) =0.

IV. ADDITIVE VELOCITY JUMPS
A. Model

We now consider the case

S, v) = fa(v —u), 15)
where f, is a PDF with finite first and second-order moments
and can be Fourier-transformed. Upon a collision, the walker
transitions to a new random velocity u + )V where V is dis-
tributed f4. Note that the new velocity depends on the velocity
prior to the collision, and the dependency is additive. This
choice models a generalized diffusion of velocities, as dis-
cussed in Appendix E, with a priori no limit on the maximum
attainable speed. Relativistic effects are not included in the

(2v/30)7!

0 otherwise,

ifu—+30 <x<p++30, 14

(

model, so nothing precludes reaching artificial supraluminal
regimes after long enough times.

The analysis requires a different approach from the one
used in Sec. III A. We take Eq. (5) and perform a Fourier
transform with respect to the velocity variable v, using a
convention similar to Eq. (3). We call 8 the variable conjugate

02 (a) _
— 01 P
= T .
i 0 S6-BOOB-O0 O -0 Ay TR AR 3':‘65\’ﬁ’x‘~
< 01} il
021 | | | | A
T
10° [ (b)
cxnb>< 1 |
Q -3 —05,/0, =02 |
= 10 —op /o, =1
— 10-6 O'f”/O'fR =3 —
| | | | Ufr)/gf'n = }0
¢<
1 | | | |

vt

FIG. 5. Using (¥ 04,)/0 = 107, s = py, = 0 we compute
(a) the mean my(¢), (b) the variance s)zc (t) and (c) the transport
exponent of x (¢) at some sample times (markers) during simulations
performed with different values of oy, /o, [colored according to the
label in (b)]. Different markers (circles, triangles, crosses) are used
to indicate one of three sets of parameter values of y, o, and choice
of PDFs used in a particular simulation, as explained in the text.
The solid lines are the theoretical values w, (¢), Uf (t) and A(¢) from
Sec. III A corresponding to the different o, /o, (same color coding).
There is good agreement between simulations and theory.
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to v. Then,

0
<s ey y>p(K, B.5) — 2o(k) folB)

B
= ]-"{y/fA(v—u)p(K,u,s)du}
=y faB)plk, B, 5). (16)

As before, we use the transform variables («, 8 and/or s) to
distinguish the transformed functions from the original ones.
The last line in Eq. (16) follows from the known result for the
transform of a convolution [30].

Evaluating Eq. (16) at « = 0, and solving for p(«x, B, §)|«=0
we have

fo(B)
s Mo k=0 — — < - 17
p(k, B, $)lc=0 sty = )] A7)

We can also rearrange and differentiate Eq. (16) with
respect to k, and then evaluate at k = 0. Then,

0
{s+ry[— fA(ﬂ)]}ap(K, B $)le=0

a
Jo(B) = 80() =0 +[ plk, B, S)}
K

ap

= —1 Mgofo(ﬁ)Jr—ﬁ[p(K B, $)le=o]. (18)

The first term in the last line follows from the relationship
between the Fourier transform and the characteristic function
of a PDF, as discussed in Eq. (7). The second term comes from
the observation that, to compute a partial derivative, one treats
other variables as constants, so the order of the derivative
and the evaluation ¥ = 0 can be interchanged. Replacing the
term in parenthesis with the expression found in Eq. (17) and
solving for %p(/c, B, $)|«=0 we have

k=0

—1 fgo fo(B) n 1
s+y[L—fa(B)l  s+vyI[l— fa(B)]

% i{&} (19)
B s+ vy I[l— fa(B)l

This expression can straightforwardly be used to compute
My (t) upon evaluating at B =0, in a similar fashion as in
Eq. (6). Noticing that f4(8)|g=0 = 1 and fo(B)lg=0 = 1, we
obtain

0
a p(K7 lgvs)|l{=0 =
K

@)=L {l—p(K B, s)K_o}
=0

= by g+ Sy 1 20)

Figure 6 shows p,(¢) for several choices of g /ity,.
Although at + < y~! the results are similar to those found
in Sec. IIT A, later times show a clear difference wherein
the mean tends to increase quadratically, irrespective of piy,,
instead of linearly.

108
&
3
[ i
= Ufu/uf,t =0
= 4 fgo/pigy = 0.01 |
}| = 10 tgo /gy = 0.1
/’l‘f()//‘LfA =1
tp /g, =10
| | |
107 1072 1 102 10*
vyt

FIG. 6. Evolution of pu,(¢) in the case of additive velocity
changes for different ratios /@y, assuming s, > 0. The func-
tional form of (i, () — pig,) only depends on g /iy, and yt, as
Eq. (20) shows.

To compute the variance, we differentiate Eq. (16) a second
time with respect to « and evaluate at « = 0 to obtain

92

{s+vll - fA(ﬂ)]} 5 P, B, 5)le=0

02 0
fo(B) 5 80(K)le=0 + _[_ﬂ plic, B, S):| .
2 af o
= — (o0 + B +2 55| 5o Blemo |- @1
The last line in the expression above follows from consider-
ations similar to the ones explained in the case of the mean
[Eq. (20)], plus the assumption of continuity of the second
derivatives to be able to interchange the order. Then, Eq. (19)
can be inserted in the term in parenthesis, Eq. (21) can be

evaluated at 8 = 0, and 02 Pk, B, $)l=0, p=0 can be solved
for to obtain

82
oj(r)=£—1{ — p(k, B, 5) K_o} — [y @

B=0

1
S (0f +ug )y e (22)

Assuming now usp =0 and oy > 0, we can rewrite
Eq. (22) as

v v 2 la_?o 2 l 3
(2 2>0 (1) = ( >0g0+2(qé (vt +6(yt),

(23)

_ 2 2 .2
=0g topt"+

which shows that at late times the variance scales as 17, very
different from the spatially diffusive behavior observed in
Sec. IIT A when ¢ >> y~!. Transport is ballistic at early times,
when the second term in the RHS dominates. These results
can be seen in Fig. 7, where the time evolution of af is shown
for different ratios oy, /oy, . Similarly as in Fig. 4, it can also
happen that a finite initial width dominates the behavior at
early times. If that is the case, then the transport exponent XA
can be brought all the way down to zero and a transition would
slowly happen towards A = 3 to finally stay there.
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FIG. 7. (a) Evolution of UXZ (t) for oy, =0, uy, = 0 and different
values of oy, /o, as indicated in the legend. (b) Transport exponent
A for the same cases (same color legend).

Comparing Fig. 7 to Fig. 3 in the cases 0, < oy,, one can
find close similarities that suggest that the observation of A =
3in Sec. IIT A may be related to diffusion of velocities at early
times of the walk. This makes sense, as u &~ 0 at early times
which makes fi(v —u) &~ fi(v). Further dedicated studies
are nevertheless required to validate this observation.

B. Comparison with numerical simulations

Simulations similar to those presented in Appendix D are
performed to test the validity of the predictions of the additive
velocity jump model. Upon a collision, the velocity of trajec-
tory n takes now the new value v, (t + At) = v,(¢t) + V, with
V), distributed f4. The time evolution algorithm [Eq. (D1)] is
accordingly modified to

X,(t + At) = x,(t) + v,(¢) At,

v, (1)
V(1) + Vy

if no collision happens, ~(24)

vn(t + A1) = { if there is a collision.

Figure 8 shows the results of simulations performed with
different choices of oy, /oy,. As before, we choose for each
particular simulation one of three possible sets of values of
parameters and distributions as indicated with crosses (y =
3s7L, of, = 2m/s, and Uniform PDFs), circles (y = 1s7 1,
oy, = 1'm/s, and Discrete PDFs) and triangles (y = 2s7!,
op, =3m/s, and Gaussian PDFs). Comparison with pre-
dictions from Sec. IV A (solid lines in Fig. 8) shows good
agreement. The evolution, in units of y ¢, of the normalized
variance [Fig. 8(b)] and the transport exponent [Fig. 8(c)] only
depends on the ratio o, /o, and not on the particular choices
of v, oy,, and PDF shape. The increased variability of m, ()
at late times in Fig. 8(a) is expected from statistical errors, as
illustrated with the shaded area for the case o, /oy, = 1.

10 7
\g 0 G i g i gn g g e e oo o e @ B D O AN
. cesimiisisianiaininaeteinit .
=
10 F —oy,/op, = 0.05 QZZ:
—05,/07, =02
| ! !
_Ufn/o-f.{ =1 | | .
10t ®) on/os, =3 i
op/o5, =10 |

0.01 0.1 1 10 100
vt

FIG. 8. Simulated (a) mean m,(t), (b) variance si (t), and
(c) transport exponent A(¢) at some sample times (markers) during
simulations performed with different values of oy /oy,. As be-
fore, we use (y 04,)/0;, = 107 (evident from the low A values at
early times for oy /os = 0.05), uy = s =0 and different sets
of parameters (different markers; see text). The solid lines are the
theoretical values i, (1), af (t), and A(¢) from Sec. IV A (same color
coding). There is good agreement between simulations and theory.

V. SCALED VELOCITY CHANGES
A. Model

We now study the situation where, upon a collision, the
walker velocity becomes v = cu, a scaled version of the
precollision velocity u. In this case, the velocity is multiplied
by a constant factor that we call “c” and require that it be
nonzero (it can nevertheless be positive or negative). If |c| >
1, then the speed of the walker increases; if |c| < 1, then the
speed decreases; if |c| = 1, then it remains unchanged. We
have

1 v
fuv)=— 5(— - u) (25)
lel e
where the factor 1/|c| is needed to fulfill the normalization
condition ff(u, v)dv = 1 for all u (see Sec. II). As with the
case of additive velocities (Sec. IV A), we note that this model
allows reaching supraluminal speeds when |c| > 1, a feature
that poses limitations on its applicability.

With this choice of f, Eq. (2) becomes

(3 PN y)p(x, v,1) = lp()c, Z t)- (26)
ot ax Ic] c

This is an interesting equation where the second component of
p appears scaled on the RHS compared to the LHS. Following
an approach similar to the one used in Sec. IV A to determine
the statistics of x (), we Fourier transform this expression in
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x and v and Laplace transform in ¢ to obtain

a
<S—K% +J/>P(K,ﬂ,5) —80(k) fo(B) =y plk, c B, s).
27)

Evaluation of this equation at k = 0 leads to

(s+v)plc, B, $)l=0 — fo(B) =y plk,cB,$)l=0, (28)

which can be differentiated with respect to 8 and evaluated at
B = 0toyield

J “LHg
— = 29
apP P9, k=0 s+ —oy @
Equation (29) uses %}gm |g=0 = —1 1y, and the relationship

0
@[P(K ¢ B, $)|k=ollp= o—C%P(K B.s

k=0
B=0
which comes from noticing that ¢ Blg—y = Blg=0 =0 for
any bounded value of c.

Meanwhile, differentiating Eq. (27) with respect to « and
evaluating at k = 0 leads to

0 d
(s + )’)al’(lﬂ B, S)=0 — V—P(K, ¢ B, 8)lk=0

= —1 pg fo(B) + @[p(K B+ $)lie=o0l- (30)

Evaluating this expression at 8 = 0 and replacing Eq. (29) in
the RHS of Eq. (30), we get

d LKy
a k) 9 = - - T . 31
SaKp(KﬁS)KZO ! fdg, st -0y 3D

=0
which leads to
Myt) =L {l—p(fc B, S)IK_o}
=0
e(c—l)yt -1

= _ 32
M80+M_fo|: (C—l))/ :| (32)

Equation (32) assumes ¢ # 1. That case, however, is easily
obtainable by evaluating c in Eq. (31) before taking the inverse
Laplace transform. Doing so leads to the expected result for
collision-free dynamics.

Figure 9 shows p, (¢) for several choices of c. We assume
s, # 0 (the zero case is trivial) and use u 7, for normalization.
For ¢ > 1 the mean exhibits exponential growth. The case ¢ <
1 shows an initially linear growth that nevertheless stagnates.
These observations are different from the ones obtained in
Secs. III and IV and further show that different types of ve-
locity transitions can lead to different time evolution features
of the statistics of .

To compute the variance we differentiate Eq. (27) a second
time with respect to x and evaluate at x =0 and 8 = 0.

1 41 c=-3 _
0 c=-1
c=0.5

0.01 0.1 1 10 100

FIG. 9. Evolution of j, () in the case of scaled velocity changes
for different values of c. The mean is normalized using 7, which is
different from previous sections.

Rearranging terms leads to
2

0
Sml’('ﬂﬂ,s)

k=0
B=0

0[] a0
+ ) +2 —[—p(x B. )= o:| (33)

( 2

= —(o

8o 0 /3 =0

The second term on the RHS can be computed in the following
way. We differentiate Eq. (30) with respect to 8 and evaluate
at § = 0. This yields

(S+J/(1—C))—[ P, B, 5= 0i|

B B=0

[p(c, B, $)le=0llp=0-  (34)

82
9p?
The term involving the second derivative in 8 can be com-

puted by differentiating Eq. (28) twice and evaluating at § =
0. Collecting terms, we obtain

Mg fy +

82 0,2 + 2

G P B Slecollpmo = i
Replacing this expression in Eq. (34), we solve for the mixed
derivative term and replace it in Eq. (33). We then obtain the
variance the same way as in Eq. (22). For simplicity, we show
the results for the case u 5, = g, = 0, although the procedure
above can be used to find the general situation with nonzero
means of the initial conditions. We have

e(cz—wr}
+— )
cc+c

(36)

(35)

E(C_ Dyt

202 1
2 2 Jo
) = —
Ux() ag°+(c—l)2y2|:c+l B

where we have assumed ¢ # 1 and ¢ # —1. These two cases
can be straightforwardly obtained by replacing the values of
¢ directly in Eqgs. (33)—(35) and then solving for af(t). Ifc=
1, then one obtains of (t) = ogzo + crfn 12, as expected for the
collisionless case, since the walker does not change velocity
with collisions. The case ¢ = —1 corresponds to the situation
where the walker reverses direction upon each collision. This
is very similar to the 1D PRW model (see Sec. I) and, indeed,
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FIG. 10. (a) Evolution of af(z) in the case of scaled velocity
changes for different values of c¢. We assume here o,y =0 and
g, = 0, although the procedure described in the text can allow us
to find explicit results for nonzero cases. Notice that the variance is
normalized using o,. (b) Transport exponents corresponding to the
curves in (a).

one obtains the similar result

2
%
22

J)%(t) = agzo + (=1 + 2yt + 727,

This expression, though, takes into account the probabilistic
nature of the initial conditions instead of using a constant
speed parameter as in 1D PRW [13,14,32]. Note that we are
assuming here py, = s = 0.

Figure 10 shows predictions of af as a function of time
for several values of c. At early times, when few collisions
are expected to have happened, all values of ¢ lead to ballistic
(A = 2) behavior. This ceases to be the case as one approaches
t = y~!. The speed loss (or gain) caused by the collisions
starts decelerating (accelerating) the walker and forces it to
quickly come to a halt (exponentially increase) after only a
few collisions (y ¢ ~ 10). Speed losses of 50 % and gains
of only 10 % per collision lead to the results shown in the
figure. Equation (36) can nevertheless be used for arbitrary
values of ¢ that can lead to faster drops (rises) in A. There
is also a visible difference when collisions cause changes in
direction (¢ < 0). These differences, however, tend to be less
pronounced at long timescales (except for the case ¢ = —1 as
described above).

Going back to Eq. (26), we can consider the general case
of nonzero initial means to arrive at an interesting result for
the case ¢ = —1. Replacing this value of ¢ in the equation we
get

d d
(5 + v +)/)P(X, v,1) =y plx, —v, 1),

9 9
(5 v + y)p(x, v, 1) =y px, v, 1),

X B

o o =~ N W
| |
i
1
‘f

vt

FIG. 11. Simulated (a) mean m,(t), (b) variance s)z( (t), and
(c) transport exponent A(r) at some sample times (markers) dur-
ing simulations performed with different values of c¢. We use
(y 04,)/0s, = 107%, e, =0, s = 0 and different sets of param-
eters (different markers; see text). The solid lines are the theoretical
values u, (1), af(z), and A(¢) from Sec. V A (same color coding).
There is good agreement between simulations and theory.

where the second line is equivalent to the first one, only
evaluated at —v. By combining the two expressions, we obtain
the single equation
02 Py 0 ( ~ , 0
— — |px, v, ) =v"—
o2 " Vo0 )P 022
which is similar to the TE [9,13,14] except that the velocity is
an independent variable and not a fixed parameter.

2
p(x, v, 1),

B. Comparison with numerical simulations

We run simulations similar to those of Secs. III B and IV B.
Here, though, the velocity of trajectory n takes the new value
v, (t + At) = c v,(t) upon a collision. In contrast to Eq. (D1),
the time evolution algorithm is

Xu(t + At) = x, (1) + v, (1) At
un(t)

c V(1)

if no collision happens,

if there is a collision. 37

v,(t + At) = {
Figure 11 shows the results of simulations performed for
different values of c¢. As in previous sections, we choose for
each particular simulation one of three possible sets of values
of parameters and distributions as indicated with crosses (y =
1s7!, o4 = 1 m/s and Uniform PDFs), triangles (y = 3s7!,
of, =2m/s and Gaussian PDFs), and circles (y = 257,
of, = 3m/s and Discrete PDFs). As seen in the figure, there
is good agreement of the sample statistics with the predictions
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from Sec. V A (solid lines) of normalized variance [Fig. 11(b)]
and transport exponent [Fig. 11(c)]. There is also good agree-
ment of the means, as shown in Fig. 11(a). The deviations
from zero mean at late times are expected from statistical
errors, as illustrated by the shaded area in the case ¢ = 1.

When |c| 2 1.5 (not shown), the simulations produce re-
sults appreciably different from theoretical predictions at
times ¢ > y’l. The value of the simulated variance, for ex-
ample, is consistently lower than that expected from Eq. (36).
The difference becomes more pronounced as |c| is made
larger. The problem is likely due to contributions to the
mean and variance of very rare events, whereby the walker
undergoes many more collisions than the average. The walker
can reach extremely large x that yields finite results upon
multiplication with the very low probabilities of occurrence.
The low values of probability make the events impossible to
resolve with the finite number of trajectories considered in
this work (10°; see Appendix D). Separate studies suggest
that the required sample size is many orders of magnitude
larger (already for |c| = 2), making the use of our simulations
impractical in these situations. The studies show, however,
that accounting for the rare events leads to the expected
theoretical scaling given by Eq. (36).

VI. CONCLUSIONS

Borrowing some ideas from PRW [9,10,15] and biological
dispersion [7], we have developed a technique to find exact
analytic expressions for the mean, variance and transport ex-
ponent of a 1D random walker subject to Poisson-distributed
collisions (with constant rate) which moves at constant ve-
locity between collisions. Transport properties, as established
with the value of the transport exponent A [Eq. (13)], have in
general been shown to be time-varying and dependent on the
possibly random initial conditions of location and velocity.

Three different types of velocity transitions are studied.
In Sec. III we look at the case where the walker acquires
a random velocity upon each collision and the new velocity
is independent (in the statistical sense) from the previous
state. The results show a diffusive behavior at long timescales
¢t > 1 (remembering that T = y 1), but ballistic (A = 2) and
even superballistic (. > 2) transport can be observed at early
times ¢ < 7, depending on the initial velocity. Transport can
also become subdiffusive (A < 1) when 7 <¢ < 100 7 if the
typical initial velocity is larger than the post-collision one. The
initial walker location width also plays a role at early times. It
is observed that A can come close to zero if the typical distance
traveled between collisions is short compared to the standard
deviation of the initial location.

One interesting observation is that, with the right choice
of initial and post-collision velocity PDFs, the system can be
made to always have bounded velocities. This is a concern
in CTRW which is therefore avoided here. Furthermore, the
predictions of A only depend on first and second moments of
initial and post-collision velocity PDFs. This prevents requir-
ing more detailed knowledge (i.e., higher-order moments) of
the distributions to determine transport properties. Another in-
teresting observation is that, in some cases, diffusive transport
behavior is reached only after a significant time has elapsed.

For example, one must wait for + >> 100t to reach A ~ 1
whenever o, /o > 3 (see Fig. 3).

In Sec. IV we study additive collisions where the post-
collision velocity is the result of adding a random value to the
precollision velocity. As argued in Appendix E, this situation
models a generalized diffusion of velocities. Transport at
early times shows similarities to the results in Sec. III when
typical post-collision velocities are larger than initial ones. In
those cases, ballistic and superballistic regimes are observed.
Behavior for # > t is very different from before though, with
A — 3 for all values of initial velocity. The superballistic
regime at long timescales is artificial in that it ultimately
leads to unbounded velocities. Relativistic effects should be
incorporated in the model if ever one is interested in obtaining
physical predictions at very long ¢.

Last, we explore scaled velocity changes. In that case, the
walker velocity is multiplied by a constant factor ¢ at each
collision. This leads to very different results from before, with
transport increasing exponentially when |c| > 1 or becoming
zero when ¢ >> 7 and |c| < 1. The case ¢ = —1 is interesting
as it establishes a connection to PRW, yielding results similar
to what would be expected from that formalism.

Although we focus on first and second-order moments
(relevant to transport studies), the procedures presented here
can straightforwardly be extended to higher-order statistics
of the random walker location (as a function of time), for
example, the skewness and kurtosis. The technique can also
be extended to higher dimensions for the three types of col-
lisions presented. Higher dimensions, though, allow for more
complex types of collisions that require dedicated analyses.
These will be the subject of future studies.
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APPENDIX A: TRANSPORT EQUATION

To start, we borrow some basic ideas from PRW and
biological dispersal. In particular, we follow some basic steps
in the approach described in Refs. [7,9,10,15]. Many other
methods have been developed to investigate similar situations
in PRW [13,14,32,33] but are not pursued here.

Let p,(x, t) be the PDF of the random 1D location x (¢) of
a walker moving with velocity v along “x.” Then, for given
x=Xand t =T, p,(X,T)dx is the probability of finding
the walker, which moves with velocity v, in the interval
(X,X 4+ dx) at time T. We assume, for now, that the set
V of possible velocities is discrete and allowed to have an
arbitrary number of nonrepeated elements (possibly infinite).
This is different from PRW, where V = {vy, —vo} with vy >
0 a real parameter. In that case, the walker only has two
possible motion states (towards increasing x or decreasing x,
respectively).
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The total probability of finding the walker in the interval
(X, X + dx) at time T is the sum of probabilities correspond-
ing to the mutually exclusive events of being in a different
motion state (i.e., having a particular velocity) at the same
location. Thus, p(x,t) = ), p,(x,t) where the sum is per-
formed over all possible velocities v € V.

The walker keeps the same v unless it undergoes a colli-
sion. Collisions happen after exponentially distributed waiting
times with mean 7, or equivalently, the number of collisions
is distributed Poisson(t/t), so the probability that the walker
undergo a collision in a short time interval dt — 0 is dt /.
Indeed, obtaining ¢/t collisions by time ¢ can be seen as
successes in f/dt Bernoulli trials [33] with probability of
success (t/t)/(t/dt) = dt/t. The number of collisions is
then distributed Binomial(t/dt, dt/t) which, for short dt,
converges to Poisson(t /) [28,33].

We now define the collision rate y = 1/t. This is the
typical number of collisions experienced by the walker per
unit time. We assume y to be constant in time and indepen-
dent of location and velocity. We also define the fransition
probabilities f,_,,. These are the probabilities of going from
a state of velocity “u” to a state “v” given that a collision has
happened. They are parameters external to the model which
must fulfill the normalization condition ) _, f,—, = 1 for all
u € V, so that a walker existing in a state “x” is not lost upon
a collision. The probability of being in state “v” at time ¢ + dt
is then

Probability of staying in “v”

pox.t+dt) = pyx—vdt,t)| 1 —ydt | D fi
u#v

Prob. of transitioning in from “u”
+ Y [pulx —udt, 1)y difu]
u#v
=po(x —vdt, 1)(1 —ydr)
+ yde Y [pulx — udt, 1) fusl,

u

(AL)

where in the last line u# runs over all possible velocities
(including v). To simplify notation, we define the function
f:VxV—I0,1], f(u,v) = fu—, suchthat ) f(u,v)=
1 for all u.

Now p,(x.t+dt) = p,(x, 1) + 22250 dt + O(dt?) and
pu(x —vdt, t) = py(x,t) — W vdt 4+ O(dt?). Replacing
in Eq. (A1), neglecting terms of O(dt?) and rearranging leads
to

d el _ A2
(5 T y>pv(x, D=y vp 0. (A2)

u

This expression is a set of equations that governs the time
evolution of p,(x,t) for all v, with the number of equations
being equivalent to | V |. Notice that the p,(x, t) are coupled
through the right-hand side (RHS), so it is in general difficult
to find a solution whenever |V | is large (or infinite).

More generally, the possible velocities may form a contin-
uum. We can then rewrite Eq. (A2) as

(3 +v i + )/)p(x, v,t) = y/f(u, v) p(x, u,t)du.
ot ax

(A3)

Here, however, the interpretation of some of the quantities
must change. f is now a function f : R?> — [0, 0o) such that
f(u,v)dv is the probability that a walker with velocity u
transitions to a velocity in (v, v + dv) upon a collision. It must
satisfy the normalization condition [ f(u, v)dv =1 for all
u to conserve probability. The function p withx =X, ¢t =T
fixed must be regarded as a density, so that p(X,V, T)dxdv
is the probability of finding the walker with some velocity in
(V,V 4 dv) at the location (X, X + dx) attime 7.

Equation (2), which is the same as Eq. (A3), is a 1D
transport equation [27] with collisions-distributed Poisson
(with constant rate).

APPENDIX B: DETERMINATION OF THE MEAN FOR
THE CASE OF RANDOM VELOCITY UPON A COLLISION

To compute the mean, as established with Eq. (7), we need
to differentiate p(k, s) [given by Eq. (9)] with respect to k and
then evaluate the result at « = 0.

Normalization of the PDFs implies [ fr(v)dv =1,
ffo(v)dv =1, and go(k)|c=0 = 1. Also, by the same ar-
gument leading to Eq. (7), we have %go(/c)h:o = —1 [Lg,,
where g, is the mean of go(x). Then

9 ke SJuf@dvty [vfr)dv
i PO o =m0 70 s2(s+y) '

However, [v fo(v)dv = puy, and [v fr(v)dv = g, by def-
inition of the mean of the PDFs f; and fz, respectively.
Therefore,

Koo | SHp TV fi
s2(s+y)
which straightforwardly leads to Eq. (10).

0 (rc, 8)|
1 — plk, $)le=0 =
aKP 0

APPENDIX C: DETERMINATION OF THE VARIANCE FOR
THE CASE OF RANDOM VELOCITY UPON A COLLISION

Referring again to Eq. (7), the computation of the variance
of x requires evaluating the second derivative of p(k,s)
with respect to « and then making x = 0. In addition to the
normalization conditions stated in Appendix B, we notice that

/v2 fa)dv=of + .

/ v’ fo(v)dv = of + pj,

2
775 80(lem0 = =0 — 15, (C1)

where the first two lines come from the definition of the
variance of V and V), (with PDFs f and fy, respectively)
and the last line comes from the relationship between the
characteristic function of gy(x) and the second moment of g
[see discussion leading to Eq. (7)].
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Starting from the expression for p(k,s) in Eq. (9), we
perform the different calculations [34], replacing with the
expressions in Eq. (C1) when necessary, and then take the
inverse Laplace transform. Finally, we use the result for u, (1)
in Appendix B and simplify to obtain the following general
expression for the variance of yx,

L @
o)=L 1{‘@ plx, s>|K:o} — [ OF
_ )2
=0g20 + (s yzﬂfo) (1—2yte? —e2r

ZGJ%R o

+ 3 [-24+yi+Q2+yne ']
2(7}0

+ v [1—(4+yte.

In the particular case when s = ug =0, one recovers
Eq. (11).

APPENDIX D: SIMULATIONS

The aim of the simulations is to provide a numerical test
of the main results in Secs. IIT A, IV A, and V A. We wrote a
MATLAB [31] script that integrates N = 10° trajectories of a
particle subject to random collisions and computes numerical
estimates m, (1) of ju, (t) and s7 (t) of o7 (t). We chose an al-
gorithm based on discrete time steps (as discussed below) due
to its simplicity, easiness of implementation and acceptable
performance, with execution times well suited for execution
on a single, one core, computer. We did not pursue other
approaches, although other more efficient alternatives may
exist.

We start by setting the initial conditions. We randomly
generate N positions {x;(0), x2(0), ..., x,(0), ..., xx(0)}
distributed go(x), and N random velocities
{v1(0), v12(0), ..., v,(0), ..., vx(0)} distributed fH(v). We
then advance the dynamics in all trajectories by a time step
At = (103 y)~!. This choice is made so that At <« y~! and
then, as discussed in Appendix A, the probability of under-
going one collision during the time interval Az is y Ar < 1,
a constant value (since y > 0 is fixed). The probability of
having more than one collision is negligible. Thus, collisions
are overall distributed Poisson(y t) as shown in Fig. 12.

For each trajectory n, location changes by an amount
v,(0) At so that x,(At) = x,,(0) + v,(0) Ar. If no collisions
happen in the trajectory during the time interval A¢, then there
is no change in velocity and v,(Af) = v,(0). Otherwise, if a
collision happens, then a new random velocity is generated
which replaces the original velocity. For example, in the case
of Sec. Il B, we make v,(At) =V, with V, ~ fr(v).

The algorithm continues in a similar fashion for later time
steps, so that for trajectory n we have

X,(t + At) = x,(t) + v,(¢) At,

v,(¢) if no collision happens,

Vy if there is a collision. (DD

v, (t + At) = {

In this expression it is understood that t = j At for some
integer j > 1.

T T
vt=0.1

n —_—t= N
E yt=3

5 — =5
) vt =10

5 vt =20

é vt =30 1
Q
Z

2 S S A AN AT O OO
SO SEANTOOOT

10 15 20 25 30 35
Num. collisions

FIG. 12. Distribution of number of collisions. The circles are nu-
merically computed as the number of trajectories having undergone
a given number of collisions (horizontal axis) by time ¢, divided by
the total number of trajectories N = 10°. Different colors correspond
to different ¢ using a fixed y = 1. The solid lines are plots of
the Poisson(y t) distribution. There is good agreement between the
simulations and the expected collision probabilities.

To simulate the occurrence of collisions, we generate in
each time step N random numbers 6, (one for each trajectory)
distributed Uni form in the interval [0, 1]. The probability that
0, < y At is equivalent to the probability of undergoing a
collision during At. Therefore, trajectory n will be taken as
experiencing a collision if 6, < y At.

The walker location statistics are then computed by
taking the sample mean and sample variance [28] of

{x1(@), ..., x, (), ..., xn(1)},
1 N
mx(t) = N ;xll(t)’

1 N
5,0 = 5 D) —myOF. (D2)

n=1

The transport coefficient is determined from the definition
[Eq. (13)] by numerically computing the derivative using
these sample statistics.

The finite sample size means that results will suffer from
statistical errors. These are especially important at large ¢
due to the spreading of the particles and larger variances
in walker location. Furthermore, the step size can affect the
overall distribution of the collisions (the Poisson distribution
is a limiting case for short At; see Sec. II), and add an
uncertainty to the distance traveled by the walker within a
time step. The latter is due to the fact that a collision only
changes the velocity at the end of the step instead of at any
moment. This also makes the algorithm artificially set the
collision probability to zero at very early times of the walk
(t < At). Thus, there is an inherent limit on the minimum
resolution achievable at early times and we expect simulations
to be valid only when ¢t > At.

The choices N = 10°, At = (10°y)~!, give consistent
results for the typical collision rates and velocities used in
this paper, as benchmarked against larger samples and other
choices of time steps.
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APPENDIX E: RELATIONSHIP BETWEEN ADDITIVE
VELOCITY JUMPS AND DIFFUSION OF VELOCITIES

In the case of additive velocity jumps we have f(u, v) =
fa(u — v), which upon insertion in Eq. (2) yields

d d
o v o— 4y |k v1) = J//fA(u— v) p(x, u, t)du.
ot ax
(ED)
For what follows, we assume the following functional form
for fy:
fa@) = 3[8(v — A + 8+ Ay,
where A, > 0 is a fixed parameter which is small (we shall
be more precise on what this means below). This PDF models
a simple situation in which, upon a collision, the velocity of
the walker increases or decreases (with equal probability) by

a fixed amount A,,.
Replacing into the RHS of Eq. (E1) yields

/fA(u —v) p(x,u,t)du

= %f[‘s(“_”_A“)+5(”_U+Av)]p(x,u,t)du

1
= 5[p(x, v+ Ay, )+ px,v— Ay, )]

1 02
3 [Zp(x, v, 1)+ A? 57 P v+ O(Aﬁ)]

2 2

AU
plx, v, 1)+ —

5 mP(X, v, 1),

2

where we have performed a Taylor expansion in v around
p(x, v, t) and neglected terms of O(A‘,f). The smallness of A,
is then the condition that this expansion holds.

Equation (E1) for this particular case then becomes

ad n ad ( t) y A% 92 ( 0
o vV — X, VU, = N o X, v,1),
or  Vox)? 2 )a?

which shows a diffusive term for the velocities.

The function f4 need not be constrained to having “small”
jumps but can also model macroscopic velocity changes. It
also can have nonzero mean or a skewed profile. The theory
in Sec. IV A can treat all these situations in full generality.
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