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To optimize the performance of a heat engine in a finite-time cycle, it is important to understand the finite-time
effect of thermodynamic processes. Previously, we have shown that extra work is needed to complete a quantum
adiabatic process in finite time, and proved that the extra work follows a C/t? scaling for long control time .
There the oscillating part of the extra work is neglected due to the complex energy-level structure of the particular

quantum system. However, such oscillation of the extra work cannot be neglected in some quantum systems with
simple energy-level structure, e.g., the two-level system or the quantum harmonic oscillator. In this paper, we
build the finite-time quantum Otto engine on these simple systems, and find that the oscillating extra work leads
to a jagged edge in the constraint relation between the output power and the efficiency. By optimizing the control

time of the adiabatic processes, the oscillation in the extra work is utilized to enhance the maximum power
and the efficiency. We further design special control schemes with the zero extra work at the specific control
time. Compared to the linear control scheme, these special control schemes of the finite-time adiabatic process
improve the maximum power and the efficiency of the finite-time Otto engine.
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I. INTRODUCTION

Quantum thermodynamics [1-5] studies the effect of
quantum characteristics, e.g., coherence [6-9], entanglement
[10-13], and quantum many-body effects [14—17], on the
thermodynamic property of the system. One important topic
is to find quantum heat engines as counterparts of the classical
ones. To design a practical heat engine with nonzero out-
put power, the finite-time quantum thermodynamics [18-23]
needs to be studied instead of quasistatic thermodynamics
[15-17,24]. Therefore understanding the finite-time effect of
thermodynamic processes is crucial to the optimization of
the finite-time heat engine [22,25-29]. Based on the uni-
versal C/t scaling of the entropy production in finite-time
isothermal processes [19], the efficiency at maximum power
is obtained analytically for the finite-time Carnot-like en-
gine [18,20,30,31]. The tradeoff relation between efficiency
and power was further established recently [28,32-36] for
the finite-time Carnot cycle. The finite-time heat engine of
other types, e.g., the finite-time Otto engine, has been stud-
ied [27,29,37-45] and is shown with better performance by
the technique of the shortcut to adiabatic [46-53]. Yet, the
optimization of the finite-time Otto engine lacks a general
principle compared to the universal C/t scaling of the entropy
production in the finite-time Carnot-like engine.

Evaluating the finite-time effect of adiabatic processes is
the key to the optimization of the finite-time Otto engine,
which consists of two finite-time adiabatic processes and
two finite-time isochoric processes. We consider the situation
where the time consumption of the finite-time isochoric pro-
cesses can be neglected compared to that of the finite-time
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adiabatic processes [50,54]. During the finite-time adiabatic
process, the system is isolated from the environment and
evolves under the time-dependent Hamiltonian [55]. When
energy levels of different states do not cross, the quantum
adiabatic approximation is valid for long control time [24].
In this situation, the theorem of high-order adiabatic ap-
proximation provides a perturbative technique to derive the
finite-time correction to higher orders of the inverse control
time [56-59]. It requires positive extra work to complete the
quantum adiabatic process in finite time.

In our previous paper [60], we found that the extra work
in the finite-time adiabatic process can be naturally divided
into the mean extra work and the oscillating extra work. With
the increasing control time 7, the mean extra work decreases
monotonously, obeying a general C/t? scaling behavior. The
oscillating extra work oscillates around zero for larger t, and
is neglected due to the incommensurable energy of different
states in large systems. Yet, this oscillating extra work cannot
be neglected for the system with a simple energy-level struc-
ture. In this paper, we continue the study of the oscillating
extra work, and show its effects on some simple systems, such
as the two-level system and the quantum harmonic oscillator.
We find that the oscillation of the extra work can be utilized
to enhance the output power of the heat engine. Besides, we
obtain special control schemes of the finite-time adiabatic
processes with zero extra work at the specific control time.
The special control scheme further improves the maximum
power of the Otto engine.

This paper is organized as follows. In Sec. II, we review
the generic finite-time quantum Otto engine, and list the
dependence of the power and the efficiency on the extra
work in the finite-time adiabatic processes for later discussion.
In Secs. III and IV, the finite-time quantum Otto cycles on
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FIG. 1. Energy-parameter ((H) — R) diagram of the finite-time
Otto cycle. The solid line with arrows presents the finite-time cycle,
where two vertical colored lines present the isochoric processes (red
for heating and blue for cooling), and two black lines present the
finite-time adiabatic processes. The dashed lines present the quantum
adiabatic processes. The extra work in the two finite-time adiabatic
processes is marked as Wl(ex)(rl) and W3(CX)(T3).

two-level systems and quantum harmonic oscillators are stud-
ied, respectively. The conclusion is given in Sec. V.

II. FINITE-TIME QUANTUM OTTO ENGINE

In this section, we briefly review the finite-time Otto cycle.
A generic finite-time Otto cycle consists of four strokes, two
finite-time adiabatic processes and two finite-time isochoric
processes, illustrated by the (H) — R diagram in Fig. 1. We
consider the relaxation time in the isochoric process as much
shorter than the time consumption of the finite-time adiabatic
process. The time consumed by the isochoric process can
be neglected, and the initial state of the finite-time adiabatic
process can be regarded as a thermal state.

In the finite-time adiabatic processes (1 — 2 and 3 — 4)
with the control time t; and 3, the system is isolated from
any baths so that the thermodynamic adiabaticity is satisfied.
The work is performed by tuning the parameter R(¢) in the
Hamiltonian H(¢t) = H[R(¢)], from Ry to R, in the process
1 — 2 and inversely in 3 — 4. The system evolves under the
time-dependent Hamiltonian as p = —i[H(¢), p]. The work
done for the finite-time adiabatic process equals the change of
the internal energy

W(r) = Tr[p(r)H(1)] — Tr[p(0)H (0)], (D

where 7 is the control time of the adiabatic process. The
initial state p(0) is a thermal state, while the final state p(7)
is not necessarily a thermal state. The finite-time adiabatic
process requires more work than the quantum adiabatic one.
In Ref. [60], we rewrite the work as

W(t) =W £ we(g), )

where W24 is the work done in the quantum adiabatic process
with infinite control time, and W ¥ (7) is the extra work for
the finite-time adiabatic process.

We have shown that the extra work can be naturally divided
into the mean extra work and the oscillating extra work

W(ex)(r) — W(mean)(r) + W(OSC)(T). (3)

The mean extra work decreases monotonously for longer
control time 7, satisfying the C/t? scaling behavior. The os-
cillating extra work oscillates around zero with the increasing
control time. For a large and complicated physical system, the
oscillating extra work is usually neglected due to the incom-
mensurable energy levels of different states [60]. However,
in quantum systems with simple energy-level structures, the
contribution of the oscillating extra work should be taken into
account.

To evaluate the efficiency, one needs to obtain the heat
transfer in the isochoric process 4 — 1 (2 — 3). Since no
work is performed in this process, the heat is determined
by the change of the internal energy. In the process 4 — 1,
the system absorbs the heat from the hot source O, = (H)| —
(H)4 > 0, while the system releases the heat to the cold sink
Q. = (H); — (H); < 0 in the process 2 — 3. The time con-
sumption of the isochoric process can be neglected compared
to that of the adiabatic process [50,54]. For a whole cycle, the
net work is Wy = Oy, — |Q.| with the efficiency n = Wy/QOy.

In Ref. [60], we have obtained the power

W — W (1) — W (1)

P 4
——— 4)
and the efficiency
Wadi _ W(EX)(Tl) _ W(CX)(T3)
n= T 1 3 (5)

O — W™ (13)

for the finite-time Otto cycle. Here, Wl'f‘di and Qﬁdi denote the
net work and the heat absorbed from the hot source in the qua-
sistatic Otto cycle. Wl(ex)(rl) and W3(ex)(t3) denote the extra
work for the finite-time adiabatic processes | — 2 and 3 — 4
respectively. For given control times 7, and 73, higher power
and efficiency can be achieved by optimizing the protocol to
reduce the extra work Wl(ex)(fl) and W3(ex)(t3 ).

In the previous paper, the constraint relation between the
efficiency and the output power is obtained by neglecting the
oscillating extra work for the system with complex energy-
level structure. We only consider the mean part in the ex-
tra work Wl(ex)(rl) ~ ¥;/t} and W3(ex)(r3) ~ ¥3/t}, where
¥1(X3) is the coefficient determined by the control scheme
of the finite-time adiabatic process 1 — 2 (3 — 4)[60]. The
efficiency at the maximum power follows as

Znadi
3—ndi/[1+ (Z,/Z)'V3]

(6)

NEMP =

where 1™ is the efficiency of the quasistatic Otto cycle.

Yet such simplification fails for a quantum system with a
simple energy-level structure. We will explore the effect of
the oscillating extra work for the simple quantum system in
the following section.

032144-2



BOOSTING THE PERFORMANCE OF QUANTUM OTTO HEAT ...

PHYSICAL REVIEW E 100, 032144 (2019)

(H) A ¢ \ B(t) ¢ 0
) )

() Qubit ”'.“"*12 Qubit

(H), :

(H),

(H)3"

FIG. 2. Finite-time Otto cycle of the two-level system. The mag-
netic field B(r) is modulated in the finite-time adiabatic process.
Similar to Fig. 1, the solid line presents the finite-time cycle, with
the dashed line for the quasistatic one plotting for comparison. The
time consumed by the two adiabatic processes is 7; and 73, while the
time consumed by the isochoric processes is neglected.

III. TWO-LEVEL OTTO ENGINE

To show the effect of the oscillating extra work, we start
with the simplest model of a two-level system, a spin in
a controllable magnetic field B(r). The Hamiltonian of the
system reads

H = uB(@)- &, @)

with the magnetic moment u and the Pauli matrix &.
We consider the magnetic field is modulated as B(t) =
[B.(t) + By cos6]é, + By sinf¢é, in the finite-time adiabatic
process, where 6 is the angle of the static magnetic field
By. With the ratio of the magnetic field A = B,(t)/By, the
Hamiltonian of the two-level system [27] is rewritten as

H = €[(A — cos0)o, + sin b o], (8)

by setting € = uBy as the unit of the energy. Here, A = A(¢)
serves as the tuning parameter R(¢) in the finite-time adiabatic
process. Figure 2 shows the finite-time Otto cycle realized on
the two-level system. We present the finite-time cycle with the
solid curve, and the quasistatic cycle with the dashed curve.
In the two isochoric processes, the magnetic field is fixed and
the system contacts with the hot source or the cold sink and
reaches equilibrium (the red and blue curves).

To apply the high-order adiabatic approximation, we
rewrite the Hamiltonian under the basis of instantaneous
eigenstates [56] as

H = eA@®)[|e()){e®)] — (1)) {g®I], ©))

where the instantaneous eigenenergy € A(¢) is determined by
A(t) as

A(t) = /22 —2)cosb + 1. (10)

The instantaneous ground state is

A—cosf — A
l2(1)) = 1/N1< o ) (1n
and the instantaneous excited state is
A —cosf + A

where N = [2A(A — A +co0s0)]"/? and N, = [2A(A + A —
cos 0)]'/? are the normalized factors.

The initial state is a thermal state p(0)=
D¢l8(0))(g(0)] + p.le(0))(e(0)|, where the distribution is
pe=1—p.=1/[1+exp(—2BeA(0)] with the inverse
temperature . The density matrix at any time ¢ € [0, t] is

p () = pelg()) (Vg(O] + pelYe(0))(e(r)], where the state
|V, (t)), n = e, g obeys the Schrodinger equation

10|y (1)) = HO)|Y (1)), (13)

with the initial condition |,(0)) = |n(0)). We express the
state under the basis of the instantaneous eigenstates

[V (1)) = Cug(1)e?V1g(t)) + cae()e @ Ple(r))  (14)

with the dynamical phase ¢(t) =€ [; A(t')dt’. The
Schrodinger equation by Eq. (13) gives the differential
equations

. _ipsin|O]h

Chg=¢€ o2 Cre (15)
and

‘ 1o Sin 614

Cpe = —€2¢chg. (16)

We consider a given protocol A(s) = A(st) with ad-
justable control time 7, where s =/t € [0, 1] denotes the
rescaled time parameter. The internal energy at the end of
the finite-time adiabatic process is (H(7)) = (p. — p)ll —
2|ceg(r)|2]e]\(l) with the notation A(s) = A(st). Together
with Egs. (1) and (2), we obtain the quasistatic work

Wi = —e tanh[Be A(0)][A(1) — A(0)], (17)
and the extra work for the finite-time adiabatic process
W) (7) = 2e A(1) tanh[Be A (0)]|cge(T)]?. (18)

At long control time limit, the first-order adiabatic approx-
imation gives the asymptotic amplitude for Eq. (16)

(1, _ Esinlé] ( M) igay _ &)
“w® = Xy rop) Y

where the dynamical phase is rewritten as o(s) =
efosf\(s’)ds’, and A'(s) = di(s)/ds denotes the derivative
of A(s). The derivation of Eq. (19) is given in Appendix A.
Substituting Eq. (19) into the extra work by Eq. (18), the
asymptotic extra work is naturally divided into two parts
according to Eq. (3): the mean extra work

ceam | SINZOAL) (N(1)? X(0)? _
Wy (mean) _ er? (f\(l)ﬁ [\(0)6) tanh[Be A(0)],
(20)
and the oscillating extra work
o sin? @ A/(1)A’(0) cos[27¢(1)] _
weso) — _ 1o AAPAO) tanh[Be A(0)].
21

To obtain the efficiency and the power for the finite-time
Otto cycle, we need the net work WTad' and the heat
absorbed Q! in the quasistatic Otto cycle with the
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infinite control time t — oco. The magnetic field B,(t)
is modulated from By to B; in the finite-time adiabatic
process 1 — 2, with the corresponding parameter Ay and
Ay at the initial and final time. Since the population on
the excited state remains unchanged during the quantum
adiabatic processes [24], the internal energy of the four
states follows immediately as (H); = —Eptanh(BLE)),
(H)5" = —Ej tanh(ByEo),  (H); = —E) tanh(B.E),  and
(H )jdi = —Eytanh(B.E). Here, B, = 1/kgT; is the inverse
temperature for the hot source (I =h) and the cold sink

(=c), and E;= e\//\§ —2hjcos0+1, j=0,1 gives

the abbreviation of the eigenenergy. The net work of the
quasistatic Otto cycle is

Wit = (Ey — E))ltanh(B.E)) — tanh(BuE)l.  (22)

The heat absorbed from the hot source is
O = Eoltanh(B.E) — tanh(ByEp)]. (23)

The efficiency of the quasistatic Otto cycle is n*% =1 —
E,/Ey [24]. For the finite-time Otto cycle, the power and
the efficiency are obtained by substituting the extra work by
Eq. (18) and the quasistatic net work and heat by Eqs. (22)
and (23) into Egs. (4) and (5), respectively.

We compare the asymptotic extra work by Egs. (20) and
(21) with the exact numerical result in Fig. 3(a). The exact
numerical result is obtained by numerically solving Egs. (15)
and (16). We choose the parameters 8 = 0.4, € =1, Ag =
0.1, A; = 0.8, and set temperatures for the hot source and
cold sink as kg7, = 5 and kg7, = 2. We first adopt the lin-
ear protocol A;(¢/7;) = A(0) + [A(1) — A(0)]¢/7,. Figure 3(a)
shows the extra work for the finite-time adiabatic process
1 — 2 with different control time t;, where the initial and
the final tuning parameters are X(0) = Ao and A(1) = A;. The
extra work (the blue curve) decreases with oscillation with the
increasing control time, satisfying the C/t? scaling (the red
dashed line). The asymptotic extra work from the first-order
adiabatic approximation (the green dotted curve) matches
with the exact numerical result (the blue curve) at long control
time.

We evaluate the performance of the finite-time Otto engine
by modulating the control time t; and t3 for the finite-time
adiabatic processes. Figure 3(b) illustrates the constraint re-
lation between efficiency and power. The red area presents
the result with the mean extra work W (™) () where the
oscillating extra work is neglected. The blue dots present
the exact numerical result of the efficiency and power with
the given pair of the control time (7y, 73) for two adiabatic
processes. To obtain a clear boundary on the efficiency and
power diagram, we sample the control time exponentially as
(t1, 13) = a(r/', ) with the shortest control time a. The ratio
ris set as 1.03 for all the efficiency and power diagrams in this
paper. In Fig. 3(b), the shortest control time is a = 0.125. j
and j, are the integers ranging from 0 to 300, which leads to
a distribution of the control time ranging from 0.125 to 887.
Fig. 3(b) shows that the oscillation of the extra work leads to
a jagged edge in the constraint relation, and can be utilized to
achieve larger maximum power.

To attain high power, we should reduce the extra work in
the finite-time adiabatic processes at the given control time
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FIG. 3. (a) Extra work for the finite-time adiabatic process 1 —
2 with the linear protocol ;. The blue solid curve, green dotted
curve, and red dashed line present the exact numerical result, the first-
order adiabatic result, and the mean extra work, respectively, while
the horizontal black dashed line presents the quasistatic efficiency.
The parameters are chosen as 4o = 0.1 and A; = 0.8 with 6 = 0.4
and € = 1, with the temperatures 7, = 5 and 7. = 2. (b) Reachable
power and efficiency for the finite-time two-level Otto engine. Each
blue dot corresponds to a pair of control times (7, 73) of two
adiabatic processes. The red area only accounts for the mean extra
work, while the blue dots present the exact numerical result.

71 or t3. The extra work by Eqs. (20) and (21) approaches
zero at the specific control time 7 = n/¢(1), n=1,2, ...
with the condition 2/(1)/[A(1)]* = X/(0)/[A(0)]*. We design
a special protocol (s) to satisfy this condition, determined
by the implicit equation

A(s)—cos 6 _ 2(0)—cos 6

- _ A(s) ~ A(0) ] (24)
A(1)—cos® _ A(0)—cos6
A1) A(0)

By adopting this special protocol for the finite-time adiabatic
processes, the efficiency of the Otto cycle approaches the
quasistatic one n* = W24 /0 with finite output power.

Figure 4(a) presents the first-order adiabatic extra work
(the green dotted curve), the mean extra work (the red
dashed line) and the exact one (the blue solid curve) for
the designed protocol by Eq. (24). The extra work for the
linear protocol (the black dash-dotted curve) is plotted for
comparison. The dynamical phase of the special protocol is
#(1) = 0.531, obtained by Eq. (A5) in Appendix A. Hence,
the extra work approaches zero at the specific control time
T=nr/p(1)=nx592, n=1,2,..., shown as the verti-
cal gray line.
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FIG. 4. (a) Extra work for the finite-time adiabatic process 1 —
2 with the special protocol A, by Eq. (24). The black dash-dotted
curve presents the exact extra work in the previous linear protocol
for comparing. The vertical gray line shows that the extra work
approaches zero at the specific control time. (b) Reachable power
and efficiency with the special protocol. The horizontal dashed
line presents the quasistatic 7°% = 0.551. The same parameters are
chosen as in Fig. 3.

Figure 4(b) presents the constraint relation between the
efficiency and the power for the special protocol. We use
the same sampling of the control times 7; and 73 as that in
Fig. 3(b). When the control time of the two adiabatic pro-
cesses is chosen as the specific control time T = nm /@(1), the
efficiency approaches the quasistatic efficiency 7*% = 0.551
(the horizontal black dashed line). For the specific control
time ] = 13 = 5.92, the heat engine gains large power with
the quasistatic efficiency, marked with the black point. Com-
pared to the linear protocol, the quantum Otto engine with the
special protocol attains larger maximum power and the higher
efficiency.

By optimizing the control time of the adiabatic processes,
the oscillating extra work can be utilized to improve the
maximum power and the efficiency for the finite-time Otto
engine. In the next section, we continue to study the effect of
similar oscillation of the extra work on the Otto cycle with a
quantum harmonic oscillator.

IV. QUANTUM HARMONIC OTTO ENGINE

Another system with a simple energy level structure is the
quantum harmonic oscillator, which has been widely studied
as a prototype of the quantum Otto engine [29,40,42]. The
technique of a shortcut to adiabaticity has been applied to
ameliorate the quantum harmonic Otto engine [46,47,50,53].

1R\ 3
|>I<| !‘ 15

FIG. 5. Finite-time Otto cycle of the quantum harmonic oscilla-
tor. The frequency w(t) of the oscillator is modulated in the finite-
time adiabatic process.

Here, we consider a generic finite-time adiabatic process
described by the time-dependent Hamiltonian

19 1,
H=——— + —Mao*>. 25)

The frequency w = w(t), t € [0, 7] serves as the tuning pa-
rameter in the finite-time adiabatic process. The wave function
of the instantaneous eigenstate is

(x|n(t)) = Ny exp (—iMox*)H,(VMox),  (26)

with the corresponding instantaneous eigenenergy E, (1) =
(n+1/2)w(t). Hy(§) = (—1)" exp(§°)d" /9&" [exp(—§2)] de-
notes the Hermite polynomial with the order n, and N, =
WMo/ /T 2”n!)1/2 is the normalized factor.

Figure 5 illustrates the finite-time quantum harmonic Otto
cycle. Similar to the Otto cycle of the two-level system, the
work is performed in two adiabatic processes 1| — 2 and 3 —
4, while the system exchanges the heat with the hot source
(cold sink) and reaches equilibrium in the isochoric process
4— 12— 3).

In the two adiabatic processes 1 — 2 and 3 — 4, the initial
state is the thermal state p(0) = Z;’io pnIn(0))(n(0)| with the
distribution  p, = 2 sinh[Bw(0)/2] exp[—B(n + 1/2)w(0)].
The density matrix at any time ¢ during the evolution
is  pi)= Z;io Pul¥n(@)) (¥ (t)]. Here, the state
[Yn(2)), n=0,1,2,... obeys the Schrodinger equation
i0 |V (2))y = H(t)|Yn(¢)), with the initial condition
[¥,(0)) = |n(0)). Similar to Eq. (9), we rewrite the state
under the instantaneous diagonal basis

V() = Y Can(®)e™ O n(r)), @7)

with the dynamical phase ¢(f) = fot w(t")dt’. The differential
equation of ¢, (¢) is obtained in Appendix B.

To evaluate the finite-time effect of the adiabatic process,
we consider a protocol @(s) = w(st) with adjustable control
time 7, with the instantaneous energy as E,(s) = E,(st). We
rewrite the work into the quasistatic work and the extra work
as Eq. (2). The quasistatic work with infinite control time
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T — QI8

wadi — Z palE.(1) — E,(0)], (28)
n=0

while extra work in the finite-time adiabatic process is

W)= 3" puleam(@PIEn(1) — Ex(D]. (29)

n,m=0

Similar to Eq. (19), the asymptotic amplitude at long con-
trol time is given by the first-order adiabatic approximation

My = Y0+ 1)(”+2)[50/(1)ezn¢<1> _ 5)/(0)]’

C

mnt2 81 @(1)? @(0)?
(30)
and
Al or) = =D 2D e - 2O )
i 8t &(1)2 @(0)?

where the dynamical phase factor is @(1) = fol @(s)ds. The
derivation of Egs. (30) and (31) is given in Appendix B.
The terms cl!(t), m # n, n + 2 are all zero in the first-order
adiabatic approximation. According to Eq. (3), the asymptotic
extra work at long control time by Eq. (29) is divided into the

mean one
& (127 = 1
+a)(1)“]; Y

(32)

W(mean)(z_) — 5)(1) |:&)/(0)2

872 | @(0)*

and the oscillating one

sy €08 [27(D] @' (0)@'(1) ¢ 1
Vs w<0)%<1>§ ")

(33)

The exact result of the extra work is obtained from the numer-
ical calculation of the nonadiabatic factor with an auxiliary
differential equation [37,46,51]. The details are shown in
Appendix B.

We calculate the net work W24 and the heat Q2% for the
quasistatic Otto cycle. Since the population on each state
remains unchanged during the quantum adiabatic processes,
the internal energy of the four states follows as (H), =
coth(Bywp/2)wo/2,  (H)5" = coth(Buwo/2)w1 /2, (H)y =
coth(B.w1/2)w; /2, and (H)ijd‘ = coth(B.w;/2)wy/2. The net
work of the quasistatic cycle is

wadi — g[coth (@) — coth (%)] (34)

The heat absorbed from the hot source is

ﬁdi = w [COth <,3h2a)0> — coth ('Bczwl )] (35)

We first adopt the linear protocol @;(s) = @(0) + [@(1) —
@(0)]s for the finite-time adiabatic process. We set the pa-
rameters as wg =2, w; =1, and M =1, and choose the
temperature for the hot source and cold sink as 7, = 5 and
T. = 2 respectively.

h (@)
100 TN
2 107!
N 1021 ~— exactresult
&
first order ﬁv
103 Wi,
-=- mean part L
10° 10!
71
0.5
=

e exact result

° W(mcan)

0.00 0.02 0.04 0.06 008 0.10 0.12 0.14
P

FIG. 6. (a) Extra work in the finite-time adiabatic process 1 — 2
with the linear protocol &;. The parameters are chosen as wy =
2, wy =1, and M = 1, with the temperatures 7, =5 and T, = 2.
(b) Reachable power and efficiency for the quantum harmonic Otto
engine.

In Fig. 6(a), we compare the first-order result of extra work
with the exact numerical result for the finite-time adiabatic
process 1 — 2 with &®(0) = wy and &(1) = w;. The first-
order adiabatic result (the green dotted curve) matches with
the exact numerical result (the blue curve) at long control
time. The extra work decreases with oscillation when increas-
ing the control time 7}, retaining the quantum adiabatic limit
with infinite control time. Neglecting the oscillation, the extra
work satisfies the C/ 72 scaling (red dashed line). Figure 6(b)
shows the constraint relation between the efficiency and the
power for the finite-time quantum harmonic Otto engine. We
set the shortest control time as a = 0.02. The integers j; and
J» range from 0 to 280, and the control times 7| and 73 range
from 0.02 to 78.6. The results are similar to the two-level Otto
engine: the oscillating extra work can be utilized to obtain
higher maximum power with higher efficiency.

To reduce the extra work in the finite-time adiabatic pro-
cess at the given control time 7, we consider a special protocol
[61] given by

@(0)

wy(s) = a0 1.
[% — ]s + 1

(36)

where @'(s)/@(s)*> = 1/@(0) — 1/@(1) is a constant. In this
special protocol, the extra work by the sum of Egs. (32)
and (33) can approach zero at the specific control time 7 =
nw/@(l), n=1,2,..., with the dynamical phase @(1) =
[In(@(0)) — In(@(1)1/[1/@(1) — 1/@(0)].

Figure 7 shows the results for the special protocol, with
the same parameters chosen in Fig. 6. Figure 7(a) presents the
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FIG. 7. (a) Extra work for the finite-time adiabatic process 1 —
2 with the special protocol &, with different control time 7,. The
vertical gray line shows the extra work approaches zero at the specific
control time. (b) Reachable power and efficiency for the quantum
harmonic Otto engine. All the parameters are chosen the same as in
Fig. 6.

first-order result (green dotted curve) and the exact numerical
result (blue solid curve) of the extra work, with the exact result
of the linear protocol shown as the black dash-dotted curve for
comparing. Figure 7(a) clearly shows that the extra work is
smaller than that of the linear protocol for most control times
7, and can approach zero at the specific control time.

Figure 7(b) shows the constraint between the efficiency and
the power for the special protocol. The sampling of control
times t; and 73 is the same as that in Fig. 6(b). When the con-
trol time of the two adiabatic processes is chosen as the spe-
cific control time t = nr /(1) =nr/2In2), n=1,2,...,
the efficiency approaches the one of the quasistatic Otto cycle
(the horizontal black dashed line). For the specific control
time t; = 13 = /(21n2), the heat engine gains large power
with the quasistatic efficiency, located as the black point.
Compared to the linear protocol in Fig. 6(b), the quantum
Otto engine with the special protocol attains larger maximum
power and higher efficiency.

V. CONCLUSION

In this paper, we study the effect of the oscillating extra
work on both the efficiency and output power of a quantum
system with a simple energy-level structure, e.g., the two-level
system and the quantum harmonic oscillator. We conclude that
the oscillating property of the extra work can be utilized to
obtain higher maximum power and higher efficiency at the
maximum power for the finite-time quantum Otto engine by
elaborately controlling the finite-time adiabatic processes.

We design special control schemes for the finite-time adi-
abatic process, where the extra work approaches zero at the
specific control time. By adopting the special protocol in
the finite-time Otto engine, the engines can be optimized to
approach the quasistatic efficiency 7% with nonzero output
power in finite-time Otto cycle.

Note added. Recently, we noticed the implementation of
a quantum Otto cycle in experiments [62,63], where the
experimental result [62] clearly shows the oscillation in power
and efficiency with increasing control time. An analytical
result of efficiency and power can be obtained at long control
time with our general formalism to match the numerical and
experimental results in Ref. [62].
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APPENDIX A: TWO-LEVEL SYSTEM

In this Appendix, we give the derivation of the asymp-
totic amplitude to the first-order adiabatic approximation by
Eq. (19). Representing the amplitude b,; (s) = ¢, (ts) with the
rescaled time parameter s, Eqs. (15) and (16) are rewritten as

d 2 sin 0] dA
_bng = e—2l‘[¢(.§)—81‘jl | |2_bney (A])
ds 2A(s)?> ds
d - sin|@] dA
_bne - _ 2itp(s) _ —Dby,. A2
ds ¢ 2A(s)2 ds " (A2)

According to Ref. [60], the solution to the first-order adiabatic
approximation is carried out as

. isin 0] [ X(s)e2 TP RO
Do (8) = det |: A(s)? A) | (A9
. isin]f]| X (s)e 2T0® RO
bee ) = =47 As) Zop | A

The amplitude at the end of the finite-time adiabatic process
by Eq. (19) follows immediately c(lgle](r) = blgle](l).

Next, we give the explicit result for the special protocol
Xs(s). To allow the extra work approach zero at the spe-
cific control time, we design a special protocol by setting
):’(s)/f\(s)3 = C as a constant at any moment during the
finite-time adiabatic process. The constant C is determined
by the initial A(0) and final value A(1). Together with the
initial and final conditions, we obtain the implicit function by
Eq. (24). In Fig. 8, we compare the special protocol i, with the
linear protocol %, with the chosen parameters 6 = 0.4, € =
1, 2(0) = 0.1, A(1) = 0.8. For the the special protocol, we
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- — special protocol A,(s) 1

0.0 0.2 0.4 0.6 0.8 1.0
s
FIG. 8. Two protocols for the two-level system, the lower black
dashed line for the linear protocol A; and the upper blue solid curve

for the special protocol i,. The parameters are chosen as 1(0) =
0.1, 2(1) = 0.8, 8 = 0.4.

obtain the dynamical phase at the end of the process as
$(1)

1-(1) 1-2(0)
J(1)—cos @
A1 =23 (1) cos 6+1

. 1+ ¢ 1+4 ¢
€ sm(G)[arctan (m) —arctan (%)]

7.(0)—cos @
N 702 =25(0) cos 6+1

(AS5)

The extra work approaches zero at the special control time
t=nr/¢p(),n=1,2,...

APPENDIX B: TIME-DEPENDENT
HARMONIC OSCILLATOR

In this Appendix, we give the results of the time-dependent
harmonic oscillator, including the first-order adiabatic result
and the method for numerical calculation.

Following the method in Ref [60], the differential equation
of the amplitude ¢, (¢) follows from the Schrodinger equation
as

d . .
o)+ en ) + ,,,Z#, Cam ()M DO (i) = 0,
(B1)

where |I) = [I(¢)) is the instantaneous eigenstate of the time-
dependent harmonic oscillator. We rewrite the equation with
the rescaled time parameter s as

d -0 -
%bnl(s)'kbnl(s)(”&“)

—it(m—=1)o(s) /7 d ~
+ D ban($)e ™IRO |
m=#l

)=0, (B2

with |I) = |I(st)). With the property of the Hermite poly-
nomial H,(§), we obtain the derivative of the instantaneous
eigenstate by Eq. (26) as
_ 0 @' (s)
(| —|n )—
as 4é(s)

(=v(n+ D1+ 2)p 42
|

Ph

[wo — w1 (T1)] coth (2£2) + [w; — woA5(T3)] coth (£2)

n(n - 1)8111,11—2)~ (B3)

The terms (ﬁ1|%|fz) with m # n £ 2 are all zero.
According to Ref. [60], we obtain the solution to the first-
order adiabatic approximation as

B (s) i«/(n +1D(n+2) (&)’(s) Q2T0) _ &)’(O))
23S T 87 a(s)? @(0)2
(B4)
and
[1] «/n(n — D) (D) o B 5/(0))
Puna(8) = =7 (@@)26 T aop) B

The diagonal term to the first-order adiabatic approximation
is B!l (s) = 1 [60]. The terms bi!} (s) =0, m #n, n+2 are
all zero since (171% |7i) = 0. The amplitude at the end of the
finite-time adiabatic process by Eqs. (30) and (31) follows as

[1] [1]

nni2(t) =b niZ(l)

In Ref. [46] the exact result of the internal energy during

the finite-time adiabatic process is described by the nonadia-
batic factor .4 (¢) as

0
(H((0)) = Q/(t) [@} (B6)

The nonadiabatic factor .4 (¢) is determined by a scalar c(t)
as

[P + [P Le(n)] + 1205

A= 20(0)w(0) - 6D

where c(t) satisfies the differential equation
)+ ety = 2 (BS)

¢ o) cl)= R

with the initial conditions ¢(0) = 1, ¢/(0) = 0.

With Eq. (B6), the work during the finite-time
adiabatic process is rewritten with A4'(r) as W(r) =
#W(r)coth (@) ‘“(0) coth (’3’”(0)) Correspondingly,
the quasistatic work is

wadi — o(t) — w(0) coth (,360(0))
= 5 =),

(B9)

and the extra work is
W () = ()L/V()—ll (@) (B10)

It is verified .4#"(t) > 1, which approach 1 for infinite control
time T — oo. The difference .4 (t) — 1 describes the non-
adiabatic effect, and does not depend on the initial inverse
temperature 8. Substituting Eq. (B10) into Eqgs. (4) and (5),
we rewrite the output power

: (B11)

2(t1 + 13)
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and the corresponding efficiency
=1 wi[ A1 (1)) coth (%) _ coth (%)]
o[ coth (252) — A5(z3) coth (252)]

where .4#{(t;) and .#5(t3) denote the nonadiabatic factors for the two finite-time adiabatic processes. In the numerical
calculation, we first choose different control times to obtain the exact result of the nonadiabatic factor .4/(z;), i = 1, 3 for
the two finite-time adiabatic processes by solving Eq. (B8) numerically. Then, we use Eqgs. (B11) and (B12) to calculate the

(B12)

exact power and efficiency, respectively.
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