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The response of amorphous solids to an applied shear deformation is an important problem, both in
fundamental and in applied research. To tackle this problem, we focus on a system of hard spheres in infinite
dimensions as a solvable model for colloidal systems and granular matter. The system is prepared above the
dynamical glass transition density, and we discuss the phase diagram of the resulting glass under compression,
decompression, and shear strain, expanding on previous results [Urbani and Zamponi, Phys. Rev. Lett. 118,
038001 (2017)]. We show that the solid region is bounded by a “shear jamming” line, at which the solid reaches
close packing, and a “shear yielding” line, at which the solid undergoes a spinodal instability towards a liquid
flowing phase. Furthermore, we characterize the evolution of these lines upon varying the glass preparation
density. This paper aims to provide a general overview on yielding and jamming phenomena in hard-sphere

systems by a systematic exploration of the phase diagram.
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I. INTRODUCTION

A glass can be essentially described as an amorphous
solid characterized by an enormous slowing down of the
diffusive motion. This slowing down is accompanied by a
spectacular increase in the relaxation time and the viscosity.
The glass transition is empirically defined as the temperature
below which (or density above which) the material becomes
too viscous to undergo a diffusive motion on experimentally
relevant timescales and is then frozen in an out-of-equilibrium
state.

Because the glass transition is not a sharp phase transition
but rather an anthropocentric concept and the glass is an out-
of-equilibrium state, protocol preparation plays a strong role
in determining glass properties. As a result, glassy materials
display peculiar features distinct from ordinary solids. For
instance, the stress-strain curves of the glass strongly depend
on its degree of annealing [1-3]. Furthermore, the response
of glasses to an external weak stress is characterized by
large deformations and very complex phenomena that can be
generally explained by invoking marginal stability [4,5]. The
marginal stability condition is responsible for unusual prop-
erties ranging from an abundance of zero-frequency modes
[6] to the emergence of long-range correlations in vibrational
dynamics [7].

In the following, we will focus on a thermodynamic
approach to structural glasses, originally proposed and de-
veloped by Kirkpatrick and co-workers [8-10] and known
as the random first order transition (RFOT) theory. Within
this theory, glasses are considered as extremely long-lived
metastable states, essentially described in terms of vibra-
tions around an amorphous reference structure [11], which
encodes the protocol dependence. Because here we consider
glasses obtained by slow cooling of a supercooled liquid,
the reference structure is taken to be a typical equilibrium
configuration at the state point where the liquid fell out of
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equilibrium [12]; such a construction is called the Franz-Parisi
potential method, originally developed in spin glass theory
[13-18].

In the abstract limit of infinite spatial dimension d, the
method is exact [19], but it can also be used in two or
three dimensions in an approximate way [20-23]. Results
for infinite-dimensional hard spheres [12,24] show that the
application of a strain y can result in very different and highly
complex scenarios. Generically, at small y, an elasticlike
regime is observed, which is identified by a linear dependence
between the response stress o and the applied strain, i.e.,
o ~ py with p being the shear modulus [25]. Upon increas-
ing the strain, beyond a Gardner transition [12,26-31], the
response turns out to be characterized by intermittent drops or
avalanches, related to collective rearrangements of the whole
system, which is nevertheless still solid [29,32]. Depending
on the preparation and target densities, two scenarios are
possible at larger strain. Either the system eventually loses
its solidity and starts to flow, undergoing shear yielding, or
it can reach a jamming (or close packing) point where a
rigid network of contacts is formed and the system can no
longer be strained [24]. The shear jamming and the isotropic
jamming (under compression without shear) transitions fall in
the same universality class with the same critical exponents
regulating the distributions of effective forces and gaps [24].
Furthermore, the theory has been extended to hard spheres
with a short-range attraction [33] to investigate a peculiar two-
step yielding transition that characterizes colloidal systems
[34]. These predictions, obtained in the mean-field d — oo
limit, have been partially confirmed by extensive numerical
simulations in d = 3 [35-39] and experiments on a granular
material in d = 2 [40].

In this paper, we will complete and extend the hard-sphere
results obtained in Refs. [12,24]. We will explore a wider
regime of densities in order to obtain a complete phase dia-
gram. In particular, we will show that the shear yielding line
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terminates on the melting point at low density and vanishing
shear strain, whereas on the other side, it touches the shear
jamming line at a critical point identified in Ref. [24]. We
will study the preparation density evolution of these lines, and
we will provide further details on the nature of the Gardner
transition already studied in Ref. [29].

The article is organized as follows: In Sec. II, we introduce
the mathematical formalism for a system of hard spheres in
d dimensions with d — oo; in Sec. III, we describe the rel-
evant phase transitions, including the jamming, yielding, and
Gardner transitions. Then, in Sec. IV, we present our results,
based on the determination of the glass phase diagrams under
compression or decompression and quasistatic shear strain. In
Sec. V, we conclude presenting some perspectives for future
investigations.

II. STATE FOLLOWING PROCEDURE

We consider a system of N identical hard spheres in d
dimensions, which turns out to be a very convenient model for
structural glasses and granular matter (monodisperse spheres
are a good glass former as long as d > 4 [41,42]). We then
consider the limit d — oo, which makes the problem analyti-
cally tractable and provides an exact thermodynamical [12,43]
and dynamical solution [44,45]. Note that, in order to obtain
a finite d — oo limit, one has to rescale the packing fraction
¢, which is the fraction of volume occupied by the spheres,
introducing @ = 2%¢/d. The other observables have to be
rescaled as well, as detailed below. For hard spheres, thermal
fluctuations are irrelevant, and the only control parameter in
equilibrium is density.

To perform our analysis we employ a state following pro-
tocol [13—18], which describes glass formation during a very
slow liquid cooling (see Ref. [12] for a detailed explanation in
the context of structural glasses). The state following method
works for very long relaxation times, which is actually the
case in infinite dimensions where the equilibrium relaxation
time diverges upon approaching the dynamical transition at
packing fraction @q [19,44] (or critical transition in mode-
coupling theory [46]). Several properties of glassy systems
can be reobtained in this framework, such as the stress
overshoot and the shear modulus behaviors, as well as the
dependence of the pressure and the specific volume on the
cooling rate [12,19].

Because the method has been discussed in details else-
where [12,19], we only provide here a brief summary of the
main equations. We consider a system equilibrated at a value
of density @, > @4 where diffusion is frozen and an enormous
number of metastable glassy states emerge, each with the
same pressure as the equilibrium liquid prepared at ¢4. In this
region, the system is trapped in one such metastable state,
whose evolution under compression, decompression, and/or
an applied shear strain is then studied [12].

To realize this construction in practice, we first extract
an equilibrium configuration ¥ = {y,} from the Boltzmann-
Gibbs measure at @,, and then we consider another configura-
tion X = {x;}, which is constrained to be close to the former.
Their mutual mean-squared displacement is fixed by the con-
dition A(X,Y)=A,, where AX,Y) =43V |x; —yil*

The resulting partition function then becomes
ZIA 9. YIY. @] = / dx e PYERSIA, — AKX, V)L (1)

where V,_o[X; @] is a hard-core potential at a density ¢
that can differ from ?ﬁg, thus, realizing a compression or
decompression. An applied shear strain y on configuration
X is described by a modified potential V,,[X;¢] in which a
linear transformation is applied to configuration X to describe
the box straining as derived in Refs. [12,22]. In this way, an
equilibrium theory for the rheology of amorphous solids is
obtained by keeping the reference configuration Y unstrained
and applying a strain on the other constrained replica X. The
physical idea behind this construction is that, in the solid
phase, after the application of the affine shear strain, the
system relaxes via nonaffine deformation to a stationary state
which is close enough to the original state; the constrained
replica X describes precisely this long-time pseudoequilib-
rium state. See Refs. [22,47] for a detailed discussion.

Unfortunately, the computation of the partition function
in Eq. (1) as well as that of the associated free energy is
impossible because the constraint A, = A(X,Y) for fixed Y
explicitly breaks the translational invariance of the measure
for X. The equilibrium configuration Y plays the role of a
quenched disorder. Yet, the free energy is self-averaging with
respect to Y, which means that for given @, and (¢, ), the free
energy for given Y is equal to that averaged over Y with prob-
ability one in the thermodynamic limit. One can then take the
equilibrium average over Y, which can be performed via the
replica method [13,48]. This procedure restores translational
invariance and makes the problem tractable [12]. One then
introduces s replicas of configuration X and eventually con-
siders the analytic continuation to s — 0. In order to perform
this analytic continuation, an ansatz has to be performed on
the behavior of the replicas under the permutation symmetry
[48], the simplest case being the so-called replica symmetric
(RS) ansatz in which the replicas are symmetric under any
permutation [48]. A single order parameter A = A(X,, Xp)
has to be introduced to describe the mean-squared displace-
ment between any pair a, b of replicas of X. Once the analytic
continuation is performed, the averaged free energy should be
extremized with respect to the variational parameters A, A,.
Additional technical details can be found in Refs. [12,29].

In the hard-sphere model considered thus far, energy van-
ishes and only entropy is relevant. The RS glass entropy (per
particle and per spatial dimension, i.e., per degree of freedom)
can be exactly computed in the limit d — oo and is given by

A — A2 1 (neA)

+ —=1In

ng

A 2 d?
+ 5 andg,en - aimfm. @
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The function g(A; h) reads for y = 0,

h+ A/ 2)
NN
with O(x) = %[1 + erf(x)], and the shorthand notation

f(h) =1n g(A;h — n)is used in Eq. (2) and in the following.
The parameter n = In(¢/@,) denotes the logarithm of the

q(Ash) = ®< 3
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relative compression (if positive) or decompression (if neg-
ative). The function g, (A; k), which encodes the dependence
on a shear strain y, is given by

gy (Ash) = fD€q(A+V2C2;h), “4)

where D¢ denotes the Gaussian measure with zero mean and
unit variance.

The differentiation of Eq. (2) with respect to the self
mean-square displacement A and the relative mean-square
displacement A, provides two equations,

o0
0
20, = A+ QA / dhe'—Iq,2A, — A f ()],
~ A

2 @, /Oo dhe" 0 QA, — A ) | f(h)
~=- e r— A :
AT %) an,

which can be solved iteratively to determine A, A,. Because
the existence of a unique solution is not guaranteed (see
Ref. [34] for an explicit example), we start from the equilib-
rium solution and follow it adiabatically upon increasing y .
At equilibrium (¢ =@,, y =0), we have A = A,, and
Eqgs. (5) reduce to a single equation,
oo .
i = —A/ dhe" ln[q(A;h)]M
%) —oo A

The function F(A) > 0 vanishes at A = 0 and A — o0, and
it, therefore, has a maximum in between; the whole value
provides the dynamical transition density 1/¢4 = 4.8067,

=F(A). (5

; = max F(A). (6)
@d A

For ¢ < @4, Eq. (6) has no solution, which translates into
the impossibility of finding a stable glass phase. The system
is liquid. Instead, for @ > @y, a solution for A exists in
equilibrium. We then need to select the initial glass state at
ag > ad‘

To iterate Eqs. (5) within a given precision for ¢ # ¢,
and/or y > 0, we set as the initial condition, A = A, equal
to the solution of Eq. (5) at (¢ = @,, y =0), we compute
numerically the right hand side of Eqs. (5) at the new state
point, and we iterate until convergence. Then, we slowly
change the density, the shear strain or both, and we use the
values obtained at the previous step as a new guess. Once
we have checked the convergence of the above equations and
obtained the resulting values of A and A,, we can compute
the glass entropy, its reduced pressure per degree of freedom

Py = BP/(dp),

0. [ af(h
pi=-2 [ anegen - an™P )
—00

and all other thermodynamic quantities of interest.

III. PHASE TRANSITIONS

We now aim at completely characterizing the phase dia-
gram of a glass prepared at @,, and followed in compression,
decompression, and applied shear strain (¢, y). In the follow-
ing, we briefly recap the main features of the phase transitions
that are encountered in this hard-sphere system.

A. Jamming

Conventionally, the jamming transition line of hard spheres
is identified as the locus of points where the pressure diverges
and the mean-square displacement approaches zero [23]. We
can then define a critical shear jamming line y;(n) or n;(y) in
correspondence of which the jamming transition takes place.
We take the limit A — 0 in Egs. (5) and using the relation,

. h*
lim Aln g(A, h) = —79(—h), ®)

we obtain two equations for the jamming line, one for A, and
the other for n,

- n
A=2 " ane'g, @AY,
4 )

1= @/n dhé" 9 gy QA h) [(h— )2
4 ) A,
Note that these equations are equivalent to imposing that

%

n
dhe"(h—n)’q, QA k), (9)

—00

H(A) = A, —

and its first derivative H'(A,) both vanish. Their numerical
solution is then quite easy.

Note that, according to the RS ansatz we use in this
paper, in the jamming limit 5 oc A~!. However, this prediction
disagrees with the correct scaling solution p >~ A ™%, regulated
by a universal exponent k, whose value is exactly predictable
only within a full replica symmetry breaking (RSB) approach
[28]. Yet, the RS approximation provides a decent approx-
imation to the location of the jamming critical line. The
employment of a full RSB solution might account for the
identification of the exact shape of the shear jamming and
shear yielding curves in the region where they merge into a
critical point and possibly give rise to a cusplike trend. This
peculiar behavior has been pointed out in recent numerical
simulations [39] reproducing the stability-reversibility map of
hard-sphere glasses.

B. Yielding

Within mean-field theory, a small enough strain applied
on a solid gives rise to a static stress, up to a point where
the applied stress destabilizes the solid. The solution (A, A,)
undergoes a bifurcation and is lost. We call this point a
vielding transition [12] because it is reasonable to conjecture
that at larger shear strains the solid yields and starts to flow,
reaching a stationary state in which dynamics is diffusive
and the shear stress depends on the shear strain rate y. This
should be, however, tested by solving the dynamical mean-
field equations [45].

More precisely, the stress o(y) increases upon increas-
ing y, overshoots, and then decreases upon approaching the
bifurcation (spinodal) point where it displays a square root
singularity, i.e., 0 (y) — o (yv) & /yy — y. We determine the
yielding transition line yy (1) or ny (y ) by following the stress
until the singularity is observed. Note that the appearance of
a spinodal corresponds to having a zero longitudinal mode in
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the Hessian matrix of the free energy,

32, 825,

A A A,
Sg stg

30,08 D04,

A
M=1" , (10)

which encodes the fluctuations within the replica symmetric
sector. One could determine the yielding point by the condi-
tion det M = 0, but the calculation of M is rather involved,
and we do not follow this route here.

Note that comparing this mean-field definition of yielding
with experiments or simulations is nontrivial, and multiple
definitions of yielding are used in realistic systems [2]. Some-
times the yielding point is identified with the maximum of the
stress [49], sometimes with the onset of energy dissipation and
the appearance of plastic avalanches [50], or with the point
where the highest stress drop is observed [3]. Whether some
signature of the mean-field spinodal survives in finite dimen-
sions is a currently debated issue [3,39,51-53]. Yet, mean-
field theory provides a qualitatively correct prediction for the
shape of the yielding line in the phase diagram [39]. Also,
in this case, the RS ansatz is sufficient to obtain a correct esti-
mate of the stress overshoot and of the yielding spinodal point.

C. Gardner transition

Equations (5) are iterative equations for the self and
the relative mean-square displacements, which have been
obtained by assuming that the symmetry under permutation
of replicas remains unbroken. This is not a general assumption
and should instead be tested at each state point. In other words,
we should check if the RS solution is actually a stable local
minimum of the free energy.

We can then proceed with the computation of the stability
matrix. Thanks to the symmetry of the replica indices, the ma-
trix can be simply decomposed in terms of three independent
sectors, the longitudinal one described above (two scalars),
the anomalous (vector field), and the replicon (tensorial field).
The longitudinal mode can generally be associated with the
emergence of spinodal points, whereas the replicon provides
information on instabilities that possibly lead to replica sym-
metry breaking solutions. We refer the interested reader to
the specific literature for the computation of these eigenvalues
[29,54,55]. We only report here the final expression for the
replicon mode,

- o0
g =1— %M[ dhe'q, 20, — Aih) (). (11)
o0

A positive replicon Ag > 0 defines a stable phase where
the RS solution holds. Conversely, if the replicon changes
sign, the solution becomes unstable, and the RS ansatz is no
longer correct. The Gardner transition [26-28] line yg(n) or
ng(y) is then defined by the condition of vanishing replicon
eigenvalue Ag = 0. When Ag < 0, each amorphous state, now
called a basin, is fragmented into a hierarchy of sub-basins,
hence, determining a very rough energy landscape [28,29,48].
Describing it requires a more complicated parametrization via
a function A(x) in the interval x € [0, 1], called the Parisi
order parameter [48]. This function encodes the probability

distribution of mean-square displacements between replicas
A = A(X,, Xp) via the relation P(A) = |dx/dA|. The RS
solution corresponds to A(x) = A, Vx € [0, 1].

D. Nature of the Gardner transition

Note that, whereas the exact solution for A(x) above the
Gardner transition density requires solving the RSB equations
[29], which goes beyond the scope of this paper, one can
evaluate perturbatively its trend close to the Gardner transition
where the replicon is zero [56]. We can then compute the
breaking point X in whose vicinity A(x) becomes nontrivial
and the slope A(%). Using these results, one can identify the
universality class of the transition using only information from
the RS calculation. The breaking point turns out to be as
follows:

A= agffooo dhehqy(ZAr _ A;h)f///(h)z

— = .12
& +29, [% dhelq, 2N, — Ash)f"(h)?

whereas the slope A, evaluated at the breaking point, is as
follows:

429, [, dhe'q, @A, — A ()
2 — % dh e, (20, — A A)

A4

A(l’l) — f////(h)z _ 12)»f//(/’l)fw(h)2 4 6)\,2f”(h)4.

A(L) =

Based on the values of A and A(k), one can classify the
Gardner transition in three universality classes, keeping in
mind that A(x) must be a decreasing function of x € [0, 1]
[28,29] as follows:

(1) If the parameter XA takes values in [1,0] and A(A) <
0, then one has a bona fide continuous transition towards a
marginally stable full RSB phase.

(2) If A € [0, 1] and A(A) > O, then one has a bona fide
continuous transition towards a nonmarginal one RSB phase.

(3) If, instead, A > 1, then the transition at Ag = 0 is
unphysical and must be preceded by another form of RSB
transition, typically a discontinuous RFOT (exactly as it hap-
pens, e.g., in the p-spin model at low enough external field
[57] or in the spherical perceptron model [58]).

IV. RESULTS

Previous studies [12,24] used the state following method
to analyze hard-sphere glasses in the shear jamming and shear
yielding regimes. Reference [24] specifically performed a
complete analysis of the phase diagram of a glass prepared at
¢, = 8 under an applied compression to density ¢ > @, and
shear strain y. The aim of the current paper is to complete the
exploration of the phase diagram at ¢, = 8, in particular, con-
sidering the previously unexplored regime in decompression
and to investigate systematically the dependence of the whole
phase diagram on @,.

A. Glass phase diagram

In Fig. 1, we show the mean-field state following phase
diagram on the plane (¢, y), considering both compression
and decompression for different values of the initial glass
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FIG. 1. Mean-field phase diagrams of a hard-sphere glass upon adiabatic following in compression and decompression at density ¢ and in
the presence of a quasistatic shear strain y for three different preparation densities g, = 5.5, ¢, = 8, and @, = 12, respectively. The stability
region of the glass is delimited by the shear jamming (blue) and shear yielding (red) lines. At sufficiently low @,, shear jamming disappears,
and the system can only yield under an applied strain. The Gardner transition line, above which the RS solution is unstable, is shown in green.
In the left panel, we expect that RSB effects change qualitatively the phase diagram in both gray-shaded regions.

density @, = 5.5, 8, 12, specifically chosen to be representa-
tive of the different physical regimes. Let us focus first on the
phase diagram at 9, = 8 and later discuss two other instances
at lower and higher densities, respectively.

When the glass is compressed at y = 0, it exists up to
a jamming point at which pressure diverges and A — 0.
When the glass is decompressed at y = 0, it exists up to a
melting point where it undergoes into a spinodal instability
and melts into the liquid. These two transitions, thus, delimit
the region of existence of the glass at y = 0. At y > 0, the
jamming point extends into a shear jamming line (blue line
in Fig. 1), defined as in Sec. IIl A, whereas the melting point
extends into a shear yielding line (red line in Fig. 1), defined
as in Sec. IIIB. The two lines merge into a critical point
(black diamond in Fig. 1), whose location (¢., y.) can be
analytically computed considering that there the system is
both jammed (A = 0, p — 00) and yielded (with a vanishing
longitudinal eigenvalue). More precisely, it can be identified
by imposing simultaneously that Eq. (9) as well as its first and
second derivatives vanish H(A,) = H'(A,) = H"(A,) = 0.
Although it has been shown that the shear jamming and the
isotropic (without shear) jamming transition lines fall in the
same universality class [24], we cannot make any prediction
at this level on the critical point for which two different kinds
of instabilities should be taken into account simultaneously.

Finally, a Gardner transition line is also present (green line
in Fig. 1), defined as in Sec. III C, separating a stable RS phase
(below it) from a RSB phase (above it). Note that the whole
shear jamming line as well as the critical point fall into the
RSB regime, and their RS value reported here is, therefore,
only an approximation. In order to better understand the
nature of the Gardner transition line, in Fig. 2, we report the
values of the breaking point A and the slope A (1) computed
along the line as a function of y. At small y, we have A < 1
and A(A) < 0, indicating a continuous transition towards a
full RSB phase, according to the discussion of Sec. IIID.
Upon increasing y, the slope A(A) diverges and changes sign,
whereas still A < 1, indicating that the transition becomes
a continuous transition towards a one RSB phase. At even
larger values of y, X reaches one, indicating that the transition

becomes a RFOT. This behavior is reminiscent of that of
several spin glass models [57,58].

We now discuss the two other phase diagrams in Fig. 1 for
@, = 5.5, 12. The phase diagram for ¢, = 12 mostly differs
from the one at ¢, = 8 for the relative location of the different
transitions. In particular, the shear jamming and the Gardner
transition lines appear much closer with a visible shrinkage of
the region delimited by the green and the blue lines as y — 0.
Furthermore, the critical point (¢, y.) has now moved at
densities smaller than the preparation one . < @,, indicating
that an applied shear on the initial equilibrium configuration
would lead to shear jamming. The behavior of the breaking
point A and slope A(X) are also qualitatively similar to the
@, = 8 case.

The phase diagram for ¢, = 5.5 presents a more impor-
tant qualitative difference. In fact, upon decreasing @,, the
critical point moves to y. = 0 and disappears. The shear
jamming line correspondingly disappears, leaving a single
shear yielding line that originates from the melting point in
decompression at ¥ = 0 and ends into an unphysical spinodal
point in compression at ¥ = 0 [12]. This unphysical spinodal
point has been shown to disappear once RSB is taken into
account [29], and, as a consequence, the behavior beyond the
Gardner transition line (shaded gray area in Fig. 1) might be
qualitatively different once RSB is taken into account. In this
case, the value of A (Fig. 2) remains always smaller than one,
indicating that the Gardner transition is always continuous.

B. Evolution of the glass phase diagram as a function
of the preparation density @,

We now give a broader overview of the evolution of the
phase diagram of Fig. 1 upon changing @,. In Fig. 3 (left), we
plot the critical values of density that define the phase diagram
of Fig. 1 as a function of @,. This (¢,, ) phase diagram then
shows the evolution with density ¢ and shear strain y of a
glass prepared at @,.

For a given @, > ¢ = 4.8067 - - -, the glass exists in the
region of ¢ € [¢,,(¢@,), Ps(Py)], delimited from above by the
jamming (blue) line and from below by the melting (red
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FIG. 2. (a) Breaking point A and (b) inverse slope 1/A(}) as a function of the applied shear strain y along the Gardner transition line for

three different increasing values of @,.

dot-dashed) line. In between these two lines, we plot a few
other important values of density: the Gardner transition point
@G at y =0 (green line), the unphysical spinodal point at
y = 0 (blue dashed line), and the value of @, (red line) of the
density corresponding to the critical point located at (@, ¥ ).

The interpretation of this phase diagram is the follow-
ing. The glass state is prepared in equilibrium at ¥ = @,
(black dot-dashed line), and it can be compressed up to @y
or decompressed down to @,,. Above @g, the compression

brings the system into a RSB phase, and, in that case, an
unphysical spinodal can be met before jamming. If the system
is compressed to ¢ < @. and then strained, shear yielding
is observed, whereas, if it is compressed to ¢ > @., shear
jamming is observed. Note that upon decreasing ¢, towards
/6.5, the critical density @, merges with @;, and the shear
jamming regime disappears.

Note that, when the system yields, a stationary flow state
with no memory of previous conditions should be reached at
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FIG. 3. (a) Glass phase diagram on the (¢,, @) plane. Glasses are prepared in equilibrium on the bisector line ¢ = @, > @4 = 4.8067
[dot-dashed line (black line)]. For a given @,, a glass can be followed in compression up to the jamming transition [blue line (upper curve)
above which there are no states] or in decompression down to the melting transition (red dot-dashed line on the bottom). Above the Gardner
transition [green line (light gray line)], the RS solution becomes unstable towards RSB. In this region for ¢, < 6.667, the RS solution predicts
an unphysical spinodal (blue dashed line inside the full RSB region) at which the solution is lost before jamming is reached. (The continuation
of the jamming line for @, < 6.667 is based on full RSB data [29].) The critical density @. [red line (full gray line)] separates the phase
diagram into two regions. Above it, the system jams under shear, whereas below it, it yields. (b) The same phase diagram on the plane
of inverse reduced pressure 1/p and scaled packing fraction ¢. Glasses are prepared on the equilibrium liquid line (dot-dashed black line)
D = @g/2. The dynamical transition density ¢4 =~ 4.8067 is marked by a full black circle. Upon compression or decompression, the glasses
follow their equation of state (full black lines), reported for @ =5.5,7,8,9,10, 12, 15, 17 (bottom to top), which extends from the melting
point [red line (light gray dot-dashed line)] up to jamming [blue line (full line)] for ¥, > 6.667 or to the unphysical spinodal [dashed blue
(gray line) merging with the critical jamming line] for @, < 6.667. Below the Gardner transition [green (light gray)] line, states are unstable
towards RSB. The red full line separates the shear yielding and shear jamming regimes.

032140-6



MEAN-FIELD STABILITY MAP OF HARD-SPHERE ...

PHYSICAL REVIEW E 100, 032140 (2019)

long times [59]. Figure 3 (left) then suggests that, for any
density lower than ¢.(@,), a stationary flow state exists. It is
interesting to observe that the line @, (¢,) first increases and
then decreases, thus, showing a single maximum. The value
of P°% = maxgy, Pc(@g) ~ 11 is then a lower bound to the
value of density for which a hard-sphere system still admits a
flowing state. This result should be confirmed by locating the
jamming point under shear strain for hard-sphere dynamics
using the dynamical equations derived in Ref. [45].

In Fig. 3 (right), we present the same phase diagram in
a slightly different representation on the (¢, 1/p) plane. The
glass is prepared on the equilibrium (dot-dashed black) line
at ¢ = @, and p= @,/2. Adiabatic following of the glass
state selected in equilibrium by changing its density ¢ at
y = 0 gives rise to a pressure-density equation of state for
each @, (black full line). The equation of state is delimited
by the melting point (@,,, 1/p,,) at low densities and by the
jamming point (@y, 0) at high densities. Note that, in the
vicinity of the melting point, we have p — p,, & /@ — @, but
the proportionality coefficient changes sign around @, ~ 10
from negative at lower @, (hence, leading to a pressure under-
shoot before melting) to positive at higher @, (hence, leading
to a monotonic pressure-density curve). As in Fig. 3 (left),
we report the value of the Gardner point at y = 0 (green
line), and the value of the critical point, here, reported as
(@, 1/p;) where p, is the pressure of the glass at @. and
y = 0.

V. CONCLUSIONS AND PERSPECTIVES

In this paper, we have applied a microscopic mean-field
approach to the simplest model of glass former: hard spheres
in the d — oo limit. We obtained the phase diagram of
the glass states, followed adiabatically in compression or
decompression and under a quasistatic shear deformation. Our
analysis completes and extends previous analytical studies of
rheological properties of hard-sphere systems in high dimen-
sions [12,24,29].

Remarkably, the phase diagrams shown in Fig. 1 are qual-
itatively similar to those obtained in numerical simulations
of three-dimensional systems [38,39] for which we also note
that, for increasing preparation density @,, the values of the
yield strain yy and the yield stress increase as well. The main
qualitative difference is the shape of the shear jamming and
shear yielding curves in the vicinity of the critical point where
they merge, which might be explained by RSB effects.

Indeed, although our analysis is restricted to the replica
symmetric solution, replica symmetry is broken in important
portions of the phase diagram, in particular, in the region
of high densities close to the shear jamming line and its
associated critical point. Within the RS solution, at low prepa-
ration density, the shear jamming line disappears, and the
shear yielding line extends down to y = 0 giving rise to an
unphysical spinodal of the glass under compression. Clearly,
a major direction for future research would be to investigate
RSB effects within the state following approach, or even
better, to understand what is the dynamical behavior of glasses
followed in the unstable region [60].

Another very interesting problem is to identify the exact
value of '(Ef"w, defined as the density above which no flowing
state of hard spheres under constant shear rate exists. The con-
figurations at @1°¥ are jammed and likely to be marginal, i.e.,
characterized by a nontrivial force distribution with universal
exponents [61]. It would be extremely interesting to better un-
derstand, within mean-field theory, how the marginal stability
condition affects the flow dynamics around the critical density.
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