
PHYSICAL REVIEW E 100, 023203 (2019)

Defect-governed double-step activation and directed flame fronts

Egor V. Yakovlev,1,2 Nikita P. Kryuchkov,1,2 Pavel V. Ovcharov,1 Killian Pitiot,1 Andrei V. Sapelkin,3

and Stanislav O. Yurchenko 1,2,*

1Physics Department, Bauman Moscow State Technical University, 2nd Baumanskaya street 5, 105005 Moscow, Russia
2Institute for High Pressure Physics RAS, Kaluzhskoe shosse 14, Troitsk, 108840 Moscow, Russia

3Department of Physics, Queen Mary University of London, E14NS London, England

(Received 27 May 2019; published 19 August 2019)

Defects play a crucial role in physics of solids, affecting their mechanical, electromagnetic, and chemical
properties. However, influence of thermal defects on wave propagation in exothermic reactions (flame fronts) still
remains poorly understood at the molecular level. Here, we show that thermal behavior of the defects exhibits
essential features of double-step exothermic reactions with preequilibrium. We use experiments with monolayer
complex (dusty) plasma and find that it can show a double-step activation thermal behavior, similar to chemically
reactive media. Furthermore, we demonstrate capabilities to control flame fronts using defects and the different
dynamic regimes of the thermal defects in complex (dusty) plasmas, from a nonactivated one to being sound
and self-activated (like in active soft matter). The results suggest that a range of challenging phenomena at the
forefront of modern science (e.g., defect activation, flame front dynamics, reaction waves, etc.) can now be
experimentally interrogated on a microscopic scale.
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I. INTRODUCTION

Defects play an essential role in physics of crystals, owing
to their effect on mechanical, thermal, electric, magnetic,
optical, and chemical properties. Over the past few decades,
their importance has been growing and extended to condensed
matter, physical chemistry, chemical physics, electro- and
mechanochemistry, soft matter, materials science, and fuel
technologies [1–3]. However, today thermal activation of de-
fects in chemically reactive solids remains poorly understood
on the microscopic scale, since in typical materials molecules
or atoms cannot, in general, be observed directly, while the
corresponding numerical simulations from the first principles
are excessively time consuming. Besides, verifying such cal-
culations on the atomic or molecular scale experimentally is
still a major challenge. Hence there is a clear demand for a
flexible model system capable of delivering particle-resolved
information on defect behavior in a variety of condensed
matter scenarios and for which the corresponding theoretical
model can be made readily available. We believe that one such
system is complex (dusty) plasma.

It is well known that physical insights into mechanisms
governing generic phenomena at the level of individual par-
ticles in fluids and solids can be obtained with complex
(dusty) plasmas—plasma state of soft matter consisted of
strongly interacting (charged) microparticles immersed in a
weakly ionized gas [4–6]. These systems can exhibit molec-
ularlike behavior and have already provided crucial insights
into such generic phenomena as melting [7–11], crystalliza-
tion [12,13], heat transport [14,15], dynamics of dislocations
[16,17], glassy state [18,19], and spinodal decomposition
[20–22]. Recently, it has been shown that complex (dusty)
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plasmas can serve as an open system with tunable thermal
activation behavior controlled experimentally. This enables
investigation of phenomena intrinsic for chemically reactive
media such as propagation of flame fronts [23,24], thermal
explosion [25], and generation of acoustic pulsations due to
thermoacoustic instability [26]. Due to the visualization of
individual microparticles, complex plasmas present a unique
opportunity for particle-resolved analysis of complex phe-
nomena, which are analogous to ones in chemically reactive
media including behavior of thermal defects in solids.

In this paper, we introduce defects into an artificially
constructed 2D crystal. We then study defect activation and its
role in the propagation of flame fronts in solids. We observed
a phenomenon when acoustic pulsations that originate from
thermoacoustic instability during propagation of flame fronts
induce thermal explosion of the defects. We show that defects
reduce the activation temperature threshold, change kinetics
of energy release, and affect the shape of flame front, while the
corresponding thermal behavior reveals features we attribute
to exothermic double-step chemical reactions (activation with
preequilibrium). Using our experimental system, we demon-
strate that flame fronts can be directed and even halted by
defects. Moreover, molecular dynamics (MD) simulations
provide evidence that the thermal defects in complex (dusty)
plasmas exhibit a range of dynamic regimes, from a nonacti-
vated one to being sound and self-activated. We believe that
the results of this work open exciting prospects for a variety
of current problems in energy materials, physical chemistry,
chemical physics, and soft matter.

II. SOUND-INDUCED ACTIVATION OF
THERMAL DEFECTS

We performed a number of dedicated experiments (see
details of the experimental setup in Appendix A) with the
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FIG. 1. Thermal defect activation during propagation of “flame front” in complex (dusty) plasma crystal. (a), (b) Evolution of thermal
energy of particles. (c), (d) Snapshots of the areas A and B marked in (a), corresponding to the areas of crystal and a heavier particle (thermal
defect), at the moment t = −1 s. Yellow solid lines are color-coded Voronoi cells, corresponding to six (yellow), five (red), and seven (blue)
neighbors. The darker particle in the fivefold cell in (d) is the thermal defect. (e) Illustration why heavier particle (thermal defect) is less lighted
by the laser sheet in the layer. (f) Evolution of thermal energy and relative density fluctuations in the areas A and B marked in (a). See movie
S1 [27].

results of our investigations into experimentally observed
thermal activation of a defect during the propagation of “flame
fronts” (fronts of nonequilibrium melting of the plasma crystal
supported by thermal activation of the fluid plasma behind
the front [23]) in complex (dusty) plasma crystal presented
in Fig. 1.

Figures 1(a) and 1(b) show snapshots of thermal energy
distribution at t = 0 and 5.6 s (see Supplemental Material,
movie S1 [27]). Here, we performed Voronoi decomposition
for the studied system and colored each cell in accordance
with its thermal energy. Figures 1(c) and 1(d) combine ex-
perimental images with boundaries of Voronoi cells for areas
A (crystal) and B (defect) at t = 0 s. The heavier particle
appears as a darker particle in Fig. 1(d) since its equilibrium
position is below the plane of plasma crystal [as illustrated in
Fig. 1(e)]. Such arrangement plays a crucial role in thermal
behavior of defects modeled by such heavier particles.

In our experiments with monolayer complex (dusty) plas-
mas, the interactions between particles are mediated by
plasma flows owing to formation of plasma wakes down-
stream of each particle [4,6], as shown schematically by the
orange clouds in Fig. 1(e). The wakes play the role of a third
body and violate reciprocity of (effective) action and reaction
forces acting between particles [28–31]. As a consequence,
dynamics of the system is determined by interplay between
energy release (due to nonreciprocity of interactions) and
dissipation (due to Epstein damping) [6,30,32].

It has been shown that, under weak damping conditions,
plasma wakes can induce mode-coupling instability (MCI) in
plasma crystals [24,33,34] and fluids [35], when the energy
of plasma flow is transferred to the microparticle subsystem if

the in- and out-of-plane collective modes intersect. The crys-
talline MCI was used in these experiments to initiate the melt-
ing of the crystal: once the crystal is intensively heated due
to the crystalline MCI (“ignited”) in the central (densest) part,
a radially expanding front of nonequilibrium melting [flame
front, Fig. 1(b)] was formed, similar to Refs. [10,23,25,26].
Simultaneously, intensive acoustic pulsations were generated
from the melted region due to thermoacoustic instability [26],
leading to intensive density fluctuations which can be seen in
Fig. 1(f). One can see strong density fluctuation in both areas
A (no defect) and B (defect) after around t = 4.0 s; however,
only at the defect location site B do these fluctuations result
in rapid energy increase at t = 4.9 s in Fig. 1(f). Thus density
fluctuations around the defect site lead to temperature increase
above its critical (threshold) value, trigger “thermal explo-
sion” (a local sharp rise in thermal energy of the particles)
[25], and curve the flame front, as can be seen in Fig. 1(b)
and in movie S1 [27]. This is a consequence of the nonrecip-
rocal interparticle interaction mediated by plasma wakes (see
Fig. 8) that, in the presence of an acoustic wave, result in an
efficient and localized energy transfer to the defect. The defect
activation is associated with the process of the plasma crystal
melting near the heavier particle, when its energy reaches the
threshold value (the activation energy).

The experimental results clearly demonstrate a complex
activation behavior and a cascade of the thermal instabilities
in our system. During the first stage, the MCI develops in
the crystal [33–35], which results in formation of the melted
region. This is followed by MCI in the complex plasma
fluid [35], which leads to formation of the steady flame
front [10,23]. This flame front is accompanied by intensive

023203-2



DEFECT-GOVERNED DOUBLE-STEP ACTIVATION AND … PHYSICAL REVIEW E 100, 023203 (2019)

FIG. 2. MD results for double-step thermal activation of the
defect. Description is the same as in Fig. 3. See movie S2 [27].

sound generation (pulsations) from the melted region owing to
thermoacoustic instability [26]. Finally, the pulsations trigger
thermal explosion [25] of the defect before the arrival of the
flame front.

To test that the observed behavior is indeed due to the “re-
activity” of the media provided by nonreciprocal interactions
between particles (due to mediation of the interaction by the
plasma flow), we performed MD simulations under conditions
corresponding to our experiment. This has been done in the
manner previously reported in Refs. [23,26] (see details in
Appendix B). The results are presented in Fig. 2 and show
a remarkable similarity with Fig. 3 (see movie S2 [27]). We
found that all experimentally observed features of thermal
activation of the defects are reproduced in MD simulation very
well supporting our interpretation of the experimental results.

FIG. 3. Experimentally observed double-step thermal activation.
(a) Evolution of thermal energy (temperature) in crystals and in
vicinity of a defect. Symbols and bars are experimental results;
solid lines are theoretical fits (4). (b), (c) Area B (thermal defect)
before and after its activation. The blue and orange lines in (b) are
exponential and Gaussian thermal profiles, respectively. See movie
S1 [27].

III. REACTIONS WITH PREEQUILIBRIUM

Further analysis revealed that thermal evolution of the
defect exhibits double-step behavior, similar to chemical reac-
tions with preequilibrium (here, we mean the reactions with an
intermediate long-living state) [36]. This double-step behavior
is particularly clear once we compare the time evolution of
average temperatures [see Fig. 3(a)] in the areas A and B in
Fig. 1(a). Symbols and bars in Fig. 3(a) correspond to the tem-
peratures and their standard deviations calculated in the areas
A (blue) and B (red), respectively. Lines are theoretical fits,
obtained using one- and two-step chemical reaction models
(exothermic reactions with preequilibrium [36]), respectively
(see discussion below). Moreover, one should note that the
defect becomes thermally activated before the flame front
reached the defect (at the distance to the main front of about
35 lattice constants or ∼15 mm).

We found that the observed cascades of nonequilibrium
phase transitions provide a physical analogy with stepwise
exothermic reaction with two steps (activation with preequi-
librium) [36]. Indeed, consider the heat equation [37]:

∂T

∂t
= Q(T )

Cn
+ χ�T, (1)

where T (r, t ) is the spatial temperature distribution, Q(T ) is
the heat rate of the medium, and C and n are the isobaric heat
capacity (per particle) and the number density, respectively; χ

is the thermal diffusivity.
In reactive media, the heat source Q(T ) is determined by

kinetics of the exothermic chemical reactions [36]. In the case
of the double-step chemical reactions one can assume that
Q(T ) is

Q(T ) = Q1(T ) + Q2(T ), (2)

where the two terms on the right correspond to the first and
the second steps, which can be approximated as

Q1(T )

Cn
=

{−α1(T − T0), T < TA1,

q1 − α1(T − T0), TA1 < T < T1,

Q2(T )

Cn
=

{−α2(T − T1), T1 < T < TA2,

q2 − α2(T − T1), TA2 < T < T2,

(3)

where TA1,2 and q1,2 (indices describe the first and second step
of the reaction) are the activation temperatures and the energy
releases, parameters α1,2 are related to details of chemical
kinetics, and T0, T1, and T2 are background and saturation
temperatures at the fist and second steps, respectively.

Considering activations at the first and second steps sep-
arately (a posteriori analysis justifies this assumption), we
obtain the following time dependence of temperature (see
details in Appendix C):

T (t ) � T0 + (T1 − T0) f (t − t1, λ1, λ2)

+ (T2 − T1) f (t − t2, λ3, λ4), (4)

where t1 and t2 are moments of the first and second step
activations, λ1...4 are the parameters related to the flame front
velocity, energy releases, and saturation temperatures, and

f (t, λ, λ′) =
{

eλt

1+λ/λ′ , t < 0,

1 − λ
λ′

e−λ′t
1+λ/λ′ , t > 0.

(5)
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FIG. 4. Schematic diagram corresponding to the discussion
about double-step exothermic activation (with preequilibrium).
(a) Scheme of preequilibrium state [27]; (b) schematically shown
power of heat source on temperature. Blue dashed and red solid lines
correspond to the simple (one barrier) activation and double-step
(activation with preequilibrium) case, respectively.

In the particular case of T1 = T0, solution (4) coincides with
the profile of flame fronts reported in Refs. [23,38] for one-
step reaction.

The state energy vs reaction coordinate for reactions with
simple (one-step) activation and for the more complicated
case of activation with preequilibrium (stepwise exothermic
reaction with two steps) are schematically illustrated in Fig. 4.
In reactive materials, mechanisms of stepwise reactions can
be related to generation of intermediates, to partial change
in chemical bounds, and to complex chemical reactions [36].
A simple case is characterized by the activation energy EA

and energy release E , as shown by the blue dashed line. In
the presence of the intermediate state (preequilibrium), the
reaction occurs in two steps characterized by corresponding
activation energies EA1, EA2 and energy releases E1, E2.

In the case of a double-step reaction, one can assume that
the times of activation of the first and of the second steps
are sufficiently long for the system temperature to approach
corresponding saturation values (T1 and T2). In such a case,
one can consider activation as a stepwise exothermic process
with two consequent steps

T0 → T1 → T2,

with the solution for temperature in this case being Eq. (4).
Note, the red line in Fig. 4(b) appears to be a smooth version
of the stepwise heat source described by Eq. (3).

In the case of experiments with complex (dusty) plasmas,
the first step is related to activation of the defect, while the
second one is due to the flame front approach. The heat rate

Q(T ) is determined by interplay between energy release (due
to the nonreciprocity of effective interactions mediated by
plasma flow) and dissipation (due to friction with neutral gas
and heat conductivity in plasma crystal) [23,25,32]. Of course,
the complex (dusty) plasmas cannot provide a direct physical
mapping taking into account all details of chemically reactive
systems (e.g., mass-altering concentrations of reacting chem-
icals), but, owing to the qualitatively adequate form of Q(T )
illustrated in Fig. 4, a similar thermal activation behavior and
various thermal instabilities could be observed.

In analysis of our experimental and MD results, we used
Eq. (3) with T1 = T0 to fit the temperature profile in a solid
without a thermal defect to obtain the parameters of profile
corresponding to the flame front [23]. Then, the double-step
thermal behavior in the vicinity of the defect was fitted
using Eq. (4) with known parameters of the flame front (see
Appendix D for details).

Examining the results in Figs. 2 and 3, we clearly see
the double-step thermal activation, which can be accurately
described by Eq. (4). Although two steps in Eq. (4) are equal
functionally, they are related to different processes in our
experiment. At the first step, an acoustic compression wave
induces an enhanced energy release from the defect; the local
temperature in vicinity of the defect attains a Gaussian-like
form [see solid orange lines in Figs. 2(b) and 3(b)] with
the magnitude greater than its critical value (threshold of
thermal explosion [25,38]). The preequilibrium in the case
of complex plasmas means that the intermediate state exists
for a sufficiently long time before the system evolves to the
final (completely melted) state after the flame front approach
[whose profile is shown by the solid blue line in Figs. 2(b) and
3(b)]. Since the near-threshold states can exist for a long time
[25], the activated state can be accurately described by Eq. (4)
with some effective parameters [23].

IV. FLAMES GOVERNED BY DEFECTS

The results observed so far suggest that the defects have
clear influence on the flame front propagation. This opens
promising prospects for studies of flame fronts, whose direc-
tion and velocity are governed by the defects. To test this idea,
we performed dedicated experiments with inhomogeneous
defect distribution (see Appendix A for details).

Figure 5(a) presents the initial distribution of the defects
(orange circles), where the region of ignition and direction
of the flame front propagation are shown by the white cross
and the arrow, respectively. The isotherms (at the tempera-
ture of T = 20 eV), shown in Fig. 5(b) at different times,
demonstrate that the flame front is deformed along the defect
cloud. The influence of the defects can be seen even more
clearly in Fig. 5(c) presenting results of experiment with
“stopped” flame front. Here, the front propagated to the center
of the defect cloud and then was halted, since the crystal
without the defects was stable under the conditions of this
experiment. This result proves that the defects do indeed re-
duce the activation threshold. Since each defect reduces ther-
mal activation threshold in its vicinity, their inhomogeneous
distribution modulates spatially the field of thermal threshold
and, thus, local velocity of the front propagation. As in the
previous experiments, contours of the steady state (formed at
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t = –1 s

(a) (b)

5 mm 1.41.0 1.9 2.6 3.2 

Time (s)
5 mm 4.02.0 5.4 8.0 13 

Time (s)

(c)

FIG. 5. Experiments with flames governed by defects. (a) Snapshot of crystal with spatially inhomogeneous distribution of defects in the
crystal (orange symbols) before the ignition. The ignition area is marked by the white cross and the curved arrow shows the orientation of
the anisotropy axis for the fronts shown in (b). The inset shows a zoom on the area in the gray frame to highlight the mix of normal and
heavier particles (thermal defects) governing the flame front propagation. (b) Color-coded fronts corresponding to the average thermal energy
of particles T = 20 eV at different times. (c) Experiment with stopped flame fronts. Details of description are the same as in (a) and (b). See
movies S3 and S4 [27]

a sufficiently long time) are determined by the balance of the
energy release (due to nonreciprocity) and dissipation (due to
Epstein damping). Therefore, by changing spatial distribution
of the defects, one can govern direction and the form of the
flame front as well as vary its averaged (effective) propagation
velocity.

V. ROLES OF PLASMA WAKES AND
DEFECT CONCENTRATION

The observed thermal activation occurs near a thermal
defect in the complex plasma due to the enhanced particle-
wake interactions illustrated in Fig. 1. An analogous effect in
reactive solids might be associated with a locally enhanced
chemical activity (e.g., due to reduced energy barriers in the
presence of intermediates, as shown in Fig. 4) leading to more
intensive chemical reactions and, thus, to a locally enhanced
heating. In the complex (dusty) plasmas, such behavior cor-
responds to some range of particle charge, plasma wakes,
and vertical confinement parameters. Consequently, we per-
formed additional MD simulations to reveal the role of the
wake parameters and the defect concentration on the thermal
dynamics and on the velocity of nonequilibrium melting front
propagation (flame front velocity).

Specifically, we focused on a role of the dimensionless
charge of the wakes qD (see Appendix B for details), since,
comparing to the wake length hD, qD value most strongly
affects the energy release due to the nonreciprocity of inter-
actions. The effect of qD value on the evolution of the thermal
energy in the vicinity of the defect obtained from the MD
simulations for the systems with the same initial conditions
is shown in Fig. 6. Blue and red symbols correspond to the
crystalline area and thermal defect with qD = 0.5 [the same as
shown in Fig. 2(a), reproduced here for comparison with other
qD values]. The results of simulations with qD = 0.45 and
0.55 are shown by the orange and green symbols, respectively.

Based on the results of our simulations, one may con-
clude that, depending on qD, the thermal defects can exhibit

different dynamics, as illustrated in Fig. 6. At low values
of qD � 0.45, the energy release is insufficient to put the
defect in the preactivated state even in the presence of the
sound generated due to the thermoacoustic instability during
propagation of the nonequilibrium melting [26]. The typical
thermal behavior in this case (orange symbols) is nonactivated

FIG. 6. Thermal energy evolution in the vicinity of the defect
with different charge qD. The blue and red symbols reproduce the
points shown in Fig. 2(a) for the crystal (without defects) and
the sound-activated defect (qD = 0.5). Results of MD simulation
for qD = 0.45 (the nonactivated defect) and 0.55 (the self-activated
defect) are shown by the orange and green symbols. Simulations
were performed for the same initial states, but with the different qD

values.
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and practically the same as that in the crystal (blue symbols),
as seen in Fig. 6. Since the plasma wakes are weak, the defects
behave like normal particles, but the thermal energy in their
vicinity is slightly elevated and exhibits weak (low-frequency)
spontaneous fluctuations.

In the narrow range of qD values (0.45 � qD � 0.5 in our
case), the energy release rate becomes sufficiently large and
the defect can be activated (being put in the preactivated state,
existing for a sufficiently long time, as has been observed in
our experiments and simulations and illustrated in Figs. 1–3)
by the sound. The typical example of such sound-activated
thermal behavior is shown by the red symbols in Fig. 6. In this
case, the sound wave is necessary for the activation of defect;
otherwise, it can remain nonactivated for a long time. For
instance, in the case of our simulations, some defects could
exist nonactivated the entire simulation time, but be easily
activated by a sound wave.

Finally, starting from a certain qD (qD � 0.5 in our simu-
lations), the energy release due to nonreciprocal interactions
gets so strong that the defect becomes self-activated. Such
defect cannot exist in a nonactivated state and exhibits a
self-propelled motion, like an active particle (the mechanism
providing this activity has been recently reported in Ref. [39]).
This case, shown by the green symbols in Fig. 6, typically
exhibits a developed activity of the particle immediately since
the simulation onset.

The concentration of thermal defects is also an impor-
tant factor determining collective thermal behavior, as we
observed experimentally and illustrated in Fig. 5. Using MD
simulations, we analyzed the velocity of the flame front
propagation on the defect concentration at different charges
of the defect wakes, qD = 0.4, 0.425, and 0.45, corresponding
to the defects being sound activated. The results for the flame
front velocity vs the defect concentration are shown in Fig. 7,
where the symbols are the MD results and the lines are linear
fits. One can see that the flame front velocity vfr exhibits
linear increase with growth in qD and is commensurate with
the increase of flame front velocity with the energy release,
similar to chemically reactive matter [23,38].

Thus, to conclude, parameters of the plasma wakes can
switch the defect dynamics between three regimes: (i) non-
activated, (ii) sound activated, and (iii) self-activated. In the
case of sound-activated defects, at some concentration of
the defects, the regime of flame front propagation can be
changed, since the defects constantly become activated by the
sound ahead of the melting front, thus increasing the energy
release and the flame front velocity. The double-step thermal
behavior turned out to exist between the nonactivated and
self-propelled regimes of individual particle dynamics. This
complex dynamics is accompanied by the interplay between
the dissipative and thermodynamic phase transitions (the ther-
mal activation and the melting of the crystal), and we leave
a more detailed study of transitions between the discussed
regimes for future work.

VI. CONCLUSIONS

Here we revealed a remarkable analogy between combined
instabilities in complex (dusty) plasmas and chemical

FIG. 7. Effect of the defect concentration on the velocity of the
nonequilibrium melting (flame front) propagation. The orange, blue,
and red symbols demonstrate the MD results for the velocity of
the flame front propagation as a function of defect concentration
with qD = 0.4, 0.425, and 0.45, respectively. The lines are the
corresponding linear fits.

reactions with preequilibrium. For a long time, instabilities
in such systems have been considered as parasitic effects
in particle-resolved studies and a number of phenomena
(e.g., crystalline and fluid MCI, thermoacoustic instability,
and thermal explosion) had to be studied separately. We
recently demonstrated [23,24,26] that such instabilities can
serve as model systems to study thermoacoustic behavior
in chemically reactive media and flame fronts. Here, we
show that combined instabilities (crystalline MCI–fluid
MCI–thermoacoustic instability–thermal explosion) create
conditions for thermal activation of heavier particles, which
can exhibit behavior of thermal defects, providing physical
analogy with double-step exothermic chemical reactions
(reactions with preequilibrium).

Although we studied the activation processes and the
cascades of instabilities in monolayer complex plasmas, a
qualitatively similar behavior should be expected in 3D sys-
tems. This is because the observed activation of the defects
is based on a few generic phenomena, intrinsic for both 2D
and 3D systems, including the threshold thermal activation
(in the plasma, it is realized with the crystalline and fluid
MCI [34,35]), the flame front formation (the nonequilibrium
melting front formation in the plasma [23]), generation of
sound waves due to thermoacoustic instability (it is also a
generic phenomenon for the complex plasmas and chemically
reactive media, as was shown in Ref. [26]), and activation
of the thermal defects (in the case of the complex plasmas,
thermal-explosion–like behavior was reported in Ref. [25]).

We demonstrated that thermal defects change kinet-
ics of energy release in exothermic reactions, thus affect-
ing flame front velocity and structure. The results open
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exciting prospects to study complex combustion processes
(e.g., combination of thermal activation with melting and
chemical reactions), the role of thermal defects in propa-
gation of intensive exothermic reactions, and acceleration
of flame fronts in energy materials on the particle-resolved
(microscopic) level. Crucially, our findings demonstrate that
operating complex (dusty) plasmas in such a regime not only
provides a platform for model experiments, but can suggest
new directions for future experiments with chemically reac-
tive media.

It is important to point out that activation behavior is intrin-
sic for nonreciprocally interacting systems, broadly presented
in nature and technical systems, from complex plasmas and
active matter to multiagent systems. Therefore, the present
results are of high relevance beyond the immediate area of
the present study. We hope that our work will stimulate
theoretical and experimental studies in related areas of physics
of plasmas, physical chemistry, chemical physics, soft matter,
and materials science.
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APPENDIX A: EXPERIMENTAL DETAILS

We used a modified GEC chamber filled with argon gas,
in a capacitively coupled rf glow discharge at 13.56 MHz.
The top electrode was a grounded ring and the bottom (pow-
ered) electrode was an aluminium disk with a diameter of
�220 mm. The argon gas pressure and the forward rf power
were in the range of 0.5–2.5 Pa and 5–25 W, respectively. A
more detailed description of the setup and similar experiments
are reported in Refs. [23,26,34,40].

Thermal activation of a defect. Melamine-formaldehyde
spherical particles of the diameter 9.19 ± 0.14 μm and mass
m = 6.1 × 10−10 g were injected in the discharge. Due to the
large negative charges acquired in the plasma discharge, the
particles were confined in the sheath above the rf electrode.
The microparticles in the layer were illuminated using a hor-
izontal laser sheet and imaged by a Photron FASTCAM SA6
camera (through a window at the top of the chamber) at 250
frames per second. We used an additional sideview camera
Edmund Optics 0413M to verify that the particles formed a
single layer. After heavy agglomerates of the particles were
removed, 2D plasma crystal with diameter about 100 mm was
formed. In total, we performed five experiments providing
qualitatively the same results. Details of similar experiments
were reported in Refs. [34,40,41] and in our recent papers
[23,26].

In the experiment with a heavier particle (Figs. 1 and
3, movie S1 [27]) acting as a defect, the crystalline mode-

coupling instability (MCI), followed by propagation of the
“flame front” in complex (dusty) plasma crystal, was observed
at a pressure 1.1 Pa and forward rf power of 22 W. Crystalline
MCI was triggered in the densest (central) region of the crystal
and then was expanding outward. Average particle distance
in the crystal was a � 410 ± 25 μm; the number of initially
tracked particles was N = 13 880.

We employed the standard approach [42,43] to obtain the
particle coordinates and velocities in each frame. Thermal
and hydrodynamic energies of particles, T and K , were found
using the relationships

T = m

2
〈(vi − 〈vi〉)2〉, K = m

2
〈vi〉2, (A1)

where vi is the instantaneous in-plane velocity of the ith
particle and 〈vi〉 is the instantaneous average (“local hydrody-
namic”) velocity of all particles within a radius of 2.4a around
the ith particle. Density was calculated in the same manner.

Determination of particle charge and screening parameter.
Particle charge number Z and the screening parameter κ =
a/λD (where a is the interparticle distance and λD the Debye
screening length) were deduced from the fluctuation spectra
using the standard approach described in Refs. [41,44]

Flames governed by defects. Experiment with directed
flame front [shown in Figs. 5(a) and 5(b) of the main text
and in movie S3 [27]] was performed at forward power of
20 W and the gas pressure of 1.0 Pa. Following purification
by the standard method (i.e., reducing discharge power to drop
agglomerates of microparticles) only monodisperse particles
and two-particle agglomerates were left. Agglomerates then
played the role of thermal defects, which were randomly
and inhomogeneously distributed after crystallization in thus
assembled crystal (see movie S3 [27]).

In the experiment with the “stopped” flame front [Fig. 5(c)
and movie S4 [27]], crystalline MCI started at forward power
of 15 W and argon pressure of 1.6 Pa. Preparation of the
crystal for this experiment was done in the same manner as
that in experiment with the directed flame front.

APPENDIX B: DETAILS OF MD SIMULATIONS

Molecular dynamics (MD) simulations were performed
using the following interparticle potential [23,26]:

ϕ(r) = ε

[
e−r/λD

r/λD
− q

e−rw/λD

rw/λD

(
1 + b

e−rw/λD

rw/λD

)−1
]
, (B1)

where r is the vector between two particles, λD = 300 μm is
the Debye screening length, ε = e2Z2/4πε0λD = 1950 eV is
the energy scale of the interaction, ε0 is the electric constant,
Z = 2 × 104 is the particle charge number, q = 0.36 is the
relative charge of plasma wake, rw = |r − hez| is the distance
to the wake of a neighbor particle, h = 106 μm is the effective
wake length, and b = 0.05 is the cutoff parameter of the wake
model.

The scheme of forces acting between the couple of charged
dusty particles in plasma flow is illustrated in Fig. 8. Plasma
wakes, formed downstream the particles in the plasma flow,
play a role of the third body and affect the interparticle
interactions, making them nonreciprocal. This means that
the action and reaction for the effective forces are violated,

023203-7



EGOR V. YAKOVLEV et al. PHYSICAL REVIEW E 100, 023203 (2019)

FIG. 8. Schematic diagram of forces acting between two parti-
cles in plasma flow. Two negatively charged particles (colored in
blue) in plasma flow interact nonreciprocally due to the presence of
positively charged wakes (shown by orange clouds). F(r) (with corre-
sponding indices) are the reciprocal (repulsive) forces acting between
the particles A and B; F(w) denote (attractive) interactions between
(negatively charged) particles and (positively charged) wakes. One
can see that particle-wake interactions affect the reciprocity of action
and reaction for effective forces, FAB �= −FBA.

the system is thus nonconservative, and energy can transfer
effectively from the plasma stream into the kinetic energy of
moving microparticles.

In reality, the interaction between particles in moving
plasma is more complicated than a combination of two spa-
tially shifted Yukawa potentials (even with account of trunca-
tion), since it strongly depends on the plasma parameters, as
was reported in Ref. [31]. However, Eq. (C1) sufficiently ac-
curately describes formation and propagation of flame fronts
in crystals [23], activation thermal behavior of fluid complex
(dusty) plasmas [26], and allows one to simulate a broad range
of activation phenomena caused by particle-wake interactions.

To reproduce formation of a horizontal layer corresponding
to our experiment, the particles were placed into the potential
well

U (x, y, z) = 1
2 m�2[z2 + α(x2 + y2)], (B2)

where � = 36.8 Hz is the frequency of the vertical oscilla-
tions in the limit k → 0, which can be obtained from the ex-
perimental fluctuation spectra, α = 2.3 × 10−5 is the constant
introduced to account for a weak horizontal confinement, and
m = 6.1 × 10−10 g is particles’ masses.

The simulations were performed for N = 4 × 104 particles
in the NV T ensemble in the Langevin thermostat with the
equilibrium temperature T0 = 0.8 meV. Experimentally rele-
vant value of the Epstein damping rate γd = 1.2 s−1 was used
in our simulations. A numerical time step was �t = 13 μs.

We introduced one larger particle (defect, D) in our system
in order to simulate thermal activation of defects formed
by heavier particles. We assumed that the diameter of the
D particle is approximately 1.3 times larger than that of
normal particles, since the diameter of a particle twice the
mass of a normal particle is 21/3 � 1.3 times larger than that
of individual particles, while dust charge and corresponding
Epstein rate are proportional to the diameter and its square
[6]. Hence mass, particle charge number, and damping rate
for D particle can be taken as mD = 2m, ZD = 1.3Z , and
γd,D = 1.32γd . The frequency in the potential well (B2) for

D particle was set as �D = √
1.3/2� and we added an

additional force fadd,D = −mgez acting on D particle, where
g is the gravitational acceleration. Parameters of interaction
potential for the case of the defect and normal particle were
chosen as hD = h, qD = 0.5, and εD = 1.3ε.

The initial state of the system was formed as a monolayer
in z = 0 plane. The first 1.5 × 106 time steps were performed
at large values of the damping rate γR = 6γd for all particles
and were used to establish the Boltzmann distribution in the
potential well. After this, the following 5 × 105 time steps
with damping rates γd and γd,D for normal and D particles,
respectively, were used to obtain MD data for analysis (see
movie S2 [27]).

To identify the influence of the defect concentration on the
velocity of flame front propagation, the MD simulations were
performed in a system without confinement in the horizontal
plane [α = 0 in Eq. (B2)] in the simulation box with periodic
boundary conditions. At the initial step, the particles were
placed in the horizontal plane z = 0 and arranged into an
ideal hexagonal lattice (lattice constant was equal to 387 μm)
occupying the whole system in the (x, y) plane. The ratio of
simulation box edges Lx to Ly was equal to 11.5; some of
the particles were turned into defects. The parameters for the
defect-defect interaction were set as εDD = 1.32ε, qDD = qD,
and hDD = h. To start with, 2 × 104 simulation steps with
increased Epstein rate (up to 50γd ) were performed to equi-
librate the system. After that, the Epstein rate was returned
to the (experimentally relevant) γd value and velocities of
the particles located in the central region of the system were
increased to “ignite” the system. As a result, the propagating
flame front was formed in the system and its average ve-
locity could have been measured in the same manner as in
Refs. [10,23].

APPENDIX C: SOLUTION OF EQ. (1) FOR DOUBLE-STEP
THERMAL ACTIVATION

Consider a solution of the problem for the one-step case, il-
lustrated in Fig. 4. Equation (1) can be written in the following
form:

∂T

∂t
= Q(T )

Cn
+ χ

∂2T

∂r2
. (C1)

In the case of the one-step exothermic chemical reaction
(flame front), the heat source can be used in the steplike form,
while the dissipation (from chemically reactive media to the
environment) grows linearly with temperature:

Q(T )

Cn
=

{−α(T − T0), T < TA,

q − α(T − T0), T > TA,
(C2)

where TA is the activation temperature, α is a dissipation
coefficient, and the heat source can be represented in the form
q = α(T1 − T0).

Using continuity of the self-similar temperature profile
T (t − r/vfr ) ≡ T (τ ) (here vfr is the front velocity) and its
derivative at the activation point (T = TA at τ = 0), one can
obtain the following solution of Eq. (C1):

T (τ ) =
⎧⎨
⎩

T0 + T1−T0
1+λ1/λ2

eλ1τ , τ < 0,

T1 − λ1
λ2

T1−T0
1+λ1/λ2

e−λ2τ , τ > 0,
(C3)
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TABLE I. Parameters of fits obtained from experimental and MD results.

Region of analysis T0 (eV) T1 (eV) T2 (eV) λ3 (s−1) λ4 (s−1) λ1 (s−1) λ2 (s−1) t1 (s) t2 (s) TA1 (eV) TA2 (eV)

Area A (crystal), Expt. 0.3 555 3.81 10 6.77 400
Area B (defects), Expt. 0.3 21 555 3.81 10 23.56 5 5.22 6.57 3.93 400

Area A (crystal), MD 0.87 1660 4.86 10 5.6 1116
Area B (defects), MD 0.87 40.2 1660 4.86 10 5.86 5 3.53 5.44 18.98 1116

where

λ1,2 = (√
1 + 4αχ/v2

fr ± 1
)
v2

fr/2χ

and TA − T0 = (T1 − T0)/(1 + λ1/λ2).
In the case of temperature observation at a fixed point,

we obtain the following time dependence at the point (with a
fixed r)

T (t ) =
{

T0 + T1−T0
1+λ1/λ2

eλ1(t−tA ), t < tA,

T1 − λ1
λ2

T1−T0
1+λ1/λ2

e−λ2(t−tA ), t > tA,
(C4)

where tA is the time of flame front approach.

APPENDIX D: DETAILS OF FITTING PROCEDURE

Experimental data for temperature evolution in the areas
of interest were analyzed using Eq. (4). At the first step, we

analyzed the crystalline areas [in this case, T1 = T0 in Eq. (4)].
The temperatures T0 and T2 were obtained by averaging the
temperature points before the activation and behind the flame
front. Then, the coefficients λ3,4 were obtained by the least
square method (with the error bars calculated for the energy
in the region of interest).

After this, the obtained (crystalline) parameters λ3,4

and T2 were used for determination of the coefficients
λ1,2 and of T1. The temperature T0 for areas with de-
fects was calculated in the same manner as for crystalline
areas.

The results of our MD simulations were analyzed in the
same manner as experimental ones and obtained parameters
are presented in Table I. MD simulations yield an expectedly
enhanced energy release, because of specificity of the poten-
tial (B1).
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