PHYSICAL REVIEW E 100, 023119 (2019)

Entropy growth and entropy production rate in binary mixture shock waves
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Entropy growth and entropy production rate are analyzed in the stationary shock waves in a multitemperature
model of a binary mixture of gases. The model is developed within the framework of extended thermodynamics.
It is shown that the entropy density of the mixture increases monotonically through the shock profile, whereas the
entropy densities of the constituents may not be monotonic. The analysis of entropy growth rate distinguished
the contributions of momentum exchange (diffusion) and internal energy exchange between the constituents, and
showed a substantially larger contribution of diffusion. At the same time, it is shown that the entropy production
rates of the constituents may not be non-negative throughout the whole shock structure.
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I. INTRODUCTION

Entropy growth is a distinguishing feature of irreversible
processes [1]. Once the system departs from the equilibrium
state, it enters into an irreversible process and entropy growth
may serve as a kind of measure of the “distance” between
equilibrium and nonequilibrium state.

The local form of entropy inequality, as a physical law,
has a distinguished role in modern continuum physics. The
mathematical model of a thermodynamic process consists of
physical balance laws, valid for any physical system, and con-
stitutive relations that describe the response of the medium.
The model is said to be thermodynamically consistent if the
constitutive relations are chosen in such a way that the entropy
inequality is satisfied for any thermodynamic process. The
choice of the constitutive relations is dictated by the non-
negativity of entropy production rate [1,2].

The status of entropy density is a bit different—its structure
is subject to fundamental assumptions of the particular theo-
retical approach. An instructive review is given by Hutter [3].
Without any ambition to provide a comprehensive review of
possible definitions of entropy, we shall stick only to those that
are the most important to our study. Classical thermodynamics
of irreversible processes is based upon the assumption of local
thermodynamic equilibrium [1], thus implying that Gibbs’
relation is locally valid. It results in the entropy density in
the same form as classical equilibrium entropy. On the other
hand, the kinetic theory of gases [4] leads to the entropy
density defined through the velocity distribution function,
which, in turn, for local Maxwellian distribution coincides
with the equilibrium macroscopic entropy. A deeper insight
into subtle relations between the macroscopic entropy density
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and statistical mechanics considerations is recently given by
Goldstein and Lebowitz [5]. Nevertheless, other approaches to
nonequilibrium processes emerged. Rational thermodynam-
ics [6] provided a conceptual framework, whereas rational
extended thermodynamics [7,8] led to quite general results
by relaxing certain traditional assumptions. Namely, it as-
sumed that entropy flux and entropy density are constitutive
quantities determined through the closure process, rather than
quantities whose structure is prescribed beforehand. This is
achieved through the application of Liu’s method of mul-
tipliers [9], which led to a more general form of entropy
density comprising the quantities that vanish in (local) equi-
librium. Although the above-mentioned approaches are the
most important for our study, there are other ones as well
that constitute the set of modern theory of nonequilibrium
processes. They are presented by Maugin [10], Berezovski
and Vian [11], and Ottinger [12]. Apart from these treatises,
a nice overview of the exploitation of the entropy principle in
modern nonequilibrium theories is given by Cimmelli et al.
[13]. In the case of mixtures, a comprehensive analysis of
entropy principle is made by Giovangigli [14], while an ex-
tended theory of mixtures is thoroughly discussed in [7,8,15].

The local form of the entropy balance law permits the
flow, increase, or decrease of the entropy density, although the
local entropy production rate is non-negative [6]. However,
in certain irreversible processes the (non-)increase of entropy
density is regarded as controversial. A typical example is
the one-dimensional shock structure problem for the Navier-
Stokes-Fourier model of a gas. Morduchow and Libby [16,17]
showed that the entropy density profile is not monotonic
within the continuous profile of the shock wave. In fact, it
was proved by Serrin and Whang [18] that the nonmonotonic
profile of the entropy density is consistent with the Navier-
Stokes-Fourier model. As recently pointed out by Margolin
et al. [19] and Margolin [20], this controversy may be at-
tributed to the fact that Morduchow and Libby [17] computed
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the equilibrium entropy, in accordance with the assumption
of local thermodynamic equilibrium, whereas shock waves
are paradigmatic nonequilibrium processes. Since equilibrium
entropy failed to obey the entropy growth condition pointwise,
another definition of the entropy for nonequilibrium processes
is sought for. The answer pled in [19,20], which leads to a
monotonically increasing entropy density profile, is that the
nonequilibrium entropy based upon the Boltzmann kinetic
definition of entropy has to be used. For its computation
one has to use the approximate velocity distribution function
of Grad’s type, in conjunction with appropriate constitutive
relations. The results which have similar flavor were obtained
by Zinner and Ottinger [21] in the analysis of 13 moment
equations for the shock tube problem. It has to be noted that
higher order entropies similar to the one used in [19,20], were
exploited by Giovangigli [22] as kinetic entropy estimators
for macroscopic models and by Torrilhon [23] for the deriva-
tion of the H-theorem for nonlinear regularized 13 moments
equations.

The aim of this paper is to analyze the entropy growth
and entropy production rate within the shock profiles in the
multitemperature (MT) model of binary mixture developed
within rational extended thermodynamics [7,24,25]. Three
particular goals of the study are (1) to show that extended
thermodynamics provides a proper definition of nonequilib-
rium entropy of the mixture whose growth is indisputable
through the shock profile; (2) to analyze the entropy produc-
tion rate within the profile; and (3) to analyze the entropy
growth and entropy production rate from the point of view
of constituents, and distinguish the mechanical (diffusion) and
thermal (energy exchange) contributions in it. In this endeavor
we shall rely on the huge database of shock profiles, presented
partially by Madjarevi¢ er al. [26], to carefully analyze the
entropy growth of the constituents and its correspondence to
certain peculiar features of the MT shock profiles, such as
temperature overshoot.

The paper is organized as follows. In Sec. II a brief
overview of the basic principles of extended thermodynamics
of mixtures will be given, along with the governing equations
for the MT mixture. It will also contain the shock structure
equations that will be solved numerically in a subsequent anal-
ysis. Section III is devoted to the entropy balance law in the
MT mixture. The structure of the entropy balance law will be
enlightened from the point of view described in Sec. II. Taking
advantage of the structural properties of the MT model, we
shall derive the entropy balance law for the mixture, as well
as the entropy balance laws for the constituents. Section IV
contains the main results—numerically computed profiles of
the shock waves in a binary MT mixture—and their analysis.
It is focused on two issues. First, it shows that the entropy
density of the mixture grows monotonically within the shock
profile. It may not be surprising if one takes into account
that we are dealing with a mixture of Euler fluids, i.e., with-
out internal dissipation of viscous or heat conducting type.
However, profiles of the constituents’ entropy densities are
apparently nonmonotonic, which provides a new insight into
analysis of the entropy growth. Second, the entropy produc-
tion rate consists of two contributions—mechanical (momen-
tum exchange due to diffusion) and thermal (energy exchange

due to temperature difference)—and it will be shown that
the mechanical one strongly prevails over the thermal one.
It will also be shown that entropy production rates for the
constituents may not be non-negative throughout the shock
profile. The paper is concluded in Sec. V with a recap of
the results and an indication of possible further steps in the
analysis.

II. GOVERNING EQUATIONS OF MT MIXTURE

The basis for the multitemperature model of mixtures
is laid within the framework of rational thermodynamics,
through the metaphysical principles. This was exposed in
detail in [6,24,25]. For conceptual reasons we shall give a brief
overview of the model, and put it into a broader context. After
that, the shock structure equations for a binary mixture will be
given.

A. Balance laws for MT mixture

Mixtures are media with identifiable constituents. For each
constituent, labeled @ = 1, ..., n, we may write the balance
laws of mass, momentum, and energy, taking into account
their mutual interaction through the source terms:
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where standard notation for the field variables is used. On the
other hand, the motion of the mixture is governed by the same
equations as is a single body—conservation laws of mass,
momentum, and energy. To that end, the source terms must
obey the following restrictions:
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The conservation laws for the whole mixture are then recov-
ered by summation of the balance laws (1):
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for the properly defined state variables and nonconvective
fluxes:
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In the sequel, it will be assumed that constituents of the
mixture are nonreacting Euler fluids, neither viscous, nor heat
conducting:

=0, t,=—-pJ, qu=0. (®)]

Partial pressures p, and specific internal energies g, are
assumed to obey thermal and caloric equations of state of ideal
gases:

kg kg Ty

= —T’ Ey = — =
pa pama o o ma(ya _ 1)

e, Io.  (6)
Finally, the average temperature 7 is defined using the defini-
tion (4)4 of the intrinsic specific internal energy in equilibrium
[27] and caloric equations of state (6),:

PalVa T = thCVOtTDt' (7)
(Srer)r-2
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The source terms are determined in accordance with fun-
damental principles of extended thermodynamics—Galilean
invariance of governing equations and entropy principle. The
former dictates the velocity dependence of the source terms:

m,=my,, e =¢+m,-v, b=1,...,n—1, )
where t;, and ¢, are velocity-independent parts. Their struc-

ture is determined by the entropy principle:
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where ¥,.(w) and 6,.(w) are positive semidefinite matrix
functions of objective quantities w. For details of the analysis
one may consult [24,25,28].

Since (1) and (3) constitute the system of equations
whose number exceeds the number of field variables of an
n-component mixture, it is common to choose the governing
equations in the following way: (a) conservation laws (3) for
the mixture and (b) balance laws (1) for n — 1 constituents.
Balance laws for one constituent, say 7, are dropped from the
list.

It is important to note that the nonequilibrium state of the
MT mixture is characterized by the presence of diffusion ve-
locities u, = v, — v, and diffusion temperatures ®, = T, —
T. Their analysis for processes in the neighborhood of the
local equilibrium state was carefully performed in [27,29,30].

The final remark is about the definitions of state variables
(4). They are based upon the mass fractions, but they are
not unique. In fact, in diffusion problems studied in chemical
engineering, as well as in numerical models, the use of volume
or molar fractions is more frequent. Our choice was motivated

by the standard definitions used in rational thermodynam-
ics [6] and the kinetic theory of gases [4]. They are also
common in the framework of extended thermodynamics [7]
and facilitated the use of an extensive database of numerical
simulations performed in our previous study [26]. For possible
comparison with the results of other studies, we refer to [31],
where different definitions of state variables were provided,
along with transformation formulas.

B. Broader context and applicability of the model

At first sight, the MT model of mixtures may be regarded
as quite unusual in the macroscopic setting, whereas in the
kinetic theory of gases it appears as natural. Extended thermo-
dynamics fills this space in between as a macroscopic theory
that tends to bridge the gap between macro- and mesoscale,
at which Boltzmann-like equations are valid (see [7,8]). In
a recent study [32] the MT model was thoroughly studied
from the kinetic theory point of view, and properly related
to the MT equations obtained in the framework of extended
thermodynamics. With this relation in mind, it is a natural
intention to apply the MT model to highly nonequilibrium
processes. To that end, it was successfully used in the analysis
of shock structure in nonreacting mixtures [26,33], where the
difference of the constituent’s temperatures is attributed to the
large discrepancy in atomic masses. Its applicability was also
tested on a Zel’dovich-von Neumann-Doring (ZND) detona-
tion wave [34], where the temperature difference appeared as
a consequence of a large initial discrepancy in concentrations
of reactants and products of chemical reaction. The MT
approach is also applicable to nonequilibrium processes in
a somewhat different setting—single polyatomic gas where
rotational and vibrational temperatures are taken into account
[35].

This brief review of possible applications of the MT model
opens the perspective for its further contextualization, espe-
cially within chemically reacting mixtures. To that end, we
would like to mention the possibility of its application to
the ignition of reactive mixtures by the shock impingement.
Being a proper nonequilibrium process, it would be of interest
to discuss it from the MT point of view and to analyze the
behavior of the entropy of the constituents in this context.
Recent studies that treat the problem from theoretical [36],
numerical [37], and experimental [38] viewpoints, provide
a nice framework for possible extension by the use of MT
assumption.

C. State variables in binary MT mixture

Thermodynamic processes in the MT model of binary
gaseous mixture are governed by the conservation laws for the
mixture and balance laws for one constituent, say 1. There-
fore, it is natural to choose the density p, the velocity v, and
the temperature T of the mixture as field variables. However,
for further analysis, instead of corresponding field variables
01, V1, and Ty for the constituent, it is more convenient to use
the following state variables:

P1
c=—; J=pu=—-puw; O0=7-T, (10)
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FIG. 1. Stationary shock structure: shock wave [red (dashed)]
and shock structure [black (solid)]; U represents the generic state
variable; U_ and U, are upstream and downstream equilibrium
values; u = v, — s is the relative speed of the gas with respect to
the stationary shock.

where c is the mass concentration, J is the diffusion flux, and
O is the temperature difference. Furthermore, the analysis will
be restricted to the mixture of monatomic gases, y; = y» =
y = 5/3. Consequently, the total pressure p and the intrinsic
specific internal energy ¢; read

kg kg
p=p1+pr=p—T; &g=—-—"7T, (11)
m m(y — 1)
where the average atomic mass m = m(c) is introduced:
1 c 1—c
— =4 (12)
m m ny

Finally, starting from (7) and introducing the mass ratio u,
my
n=—
my
one may express the temperatures of the constituents in terms
of T and ®:

Ti=T—f(c)® Tr=

O<p<l, (13)

T+[1-fle, (14
where the auxiliary function f(c) reads

_ ui-o
fO= i

D. The shock structure equations in binary MT mixture

One of the representative examples of strongly nonequi-
librium processes with irreversible entropy production is the
shock wave that propagates through a gas. Shock wave is a
singular surface, traveling at speed s, on which jump of the
state variables occurs. Values of the state variables in front
of the shock and behind it are related to the shock speed
through Rankine-Hugoniot relations. When the model inherits
dissipation, shock wave is smoothed out and transformed into
a continuous profile (Fig. 1). The shock structure is considered
to be a plane traveling wave moving at the same speed s
as a shock wave, and asymptotically connecting equilibrium
states. Under these assumptions, equations which determine
the structure of the shock wave can be derived from the gov-
erning equations using traveling wave ansatz, i.e., attaching

the reference frame to the singular surface and assuming that
field variables depend on a single independent variable & =
x — st. Introducing the relative velocity u = v, — s, where v,
is the x component of v, and J and 77; as x components of
the diffusion flux J and the source term m, respectively,
governing equations for a binary mixture are reduced to the
following set of ordinary differential equations:

J2
_E(pu) 0, dE (,014 +p+ m) =0, (152
d{(l + pe + > +( w +1>J} 0
u’ u - 4+ =0,
ag |\27 e pel—c) ' P
(15b)
—g(pcu—i—J)—() (15¢)
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d (1 7\ J
& “<”+ >'+““+p‘<”+EJ
= él +ﬁ11u. (156)

In (15c), B represents the thermal inertia—reciprocal of the
difference of dynamic enthalpies g,:
1 P

= B ga—8a+_+
81— & Puo
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Source terms 772; and &, can be, after straightforward trans-
formations, put into the following forms:

——I/f11< u2> —1/f11CTl+(1 —ohJ
T

T cd—oTiT p’
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e —_— f—
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Phenomenological coefficients v1; and 6;; can be expressed
in terms of field variables and relaxation times for diffusion
Tp and temperature 77:

1 1
Y = L p1p2 L0 = — P1Cv, P2Cy, T2 (17)
o P

Tr P1cy; + Pacy,

To determine the shock structure, Eqs. (15) must be ad-
joined with the following boundary conditions:

lim UE)=U_, lim U®E)=U,,
E——00 &E—+o00

SgrilooU(é) =0, (18)
where U = (o, u, T, c,J, ® is the column vector of field

variables. The solution procedure for the shock structure prob-
lem in a binary mixture is explained in [26], whereas a com-
parison with available experimental data is provided in [33].
It is important to emphasize that [26,33], as well as the
present study, are restricted to the continuous shock profiles.
Being hyperbolic, our model is inherently limited when the
shock structure is studied, since continuous shock profiles
cease to exist when the shock speed is greater than the
highest characteristic speed of the system. In other words,
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there exists an upper limit of the shock strength (i.e., Mach
number) above which the continuous shock structure breaks
down. This is peculiar for hyperbolic dissipative models, as
explained in [7,39,40]. A detailed analysis of this limitation in
a binary MT mixture is studied in [26]. However, discontinu-
ous shock profiles, i.e., the profiles with so-called subshocks,
were thoroughly studied in the context of rational extended
thermodynamics. The conditions under which they occur, as
well as their computation, are the subject of the series of
papers [41-45].

III. ENTROPY BALANCE LAW IN MT MIXTURE

In modern continuum theories entropy inequality is treated
as a constraint to physically admissible constitutive relations.
Following this approach, it became one of the pillars of
rational extended thermodynamics [7]; in conjunction with
the objectivity principle, the entropy principle is used as a
tool on which the closure procedure relies on. The main idea
of the entropy principle in extended thermodynamics is to
treat the entropy balance law as the main equation and the
governing equations as constraints. In the same manner, it was
exploited in the MT model of the mixture of Euler fluids to
determine the structure of the source terms [24]. In this section
we shall put it into another perspective, in accordance with the
basic modeling assumptions of the mixture theory presented
in Sec. II.

A. Entropy principle in extended thermodynamics

General features of the entropy principle and the method
of multipliers will be summarized in the sequel. The system
of balance laws which govern the thermodynamic process can
be written in the form

3 F(U) + 3;F'(U) = P(U), 19)

where F(U) is the vector of densities, F/(U) are the compo-
nents of fluxes, and P(U) is the vector of production (source)
terms. It is assumed that densities, fluxes, and productions
depend locally on field variables U, i.e., they depend on values
of field variables at the point, but not on their derivatives.
Thus, (19) constitutes a hyperbolic system of balance laws,
at least in a certain region of the state space.

Balance laws (19) are adjoined with an entropy balance
law,

3,h(U) + 8;4'(U) = o(U) >0, (20)

where h(U) is the entropy density, 4'(U) are the components
of the entropy flux, and o (U) is the entropy production rate.
Local dependence is assumed in (20), as well as concavity
of the entropy density. Since both the balance laws (19) and
the entropy inequality (20) are quasilinear equations, Galilean
invariance and entropy principle ensure the existence of the
vector of Lagrange multipliers A(U) such that

dh+ dh' — A - (,F + o;F —P) > 0. (21)

As a consequence, the following relations hold:
dh = A - dF,
dh' = A - dF',

(22a)
(22b)

oc=A-P>0. (22¢)

From (22) one may expect several results. In principle, they
determine the multipliers A, unknown fluxes and entropy den-
sity 4, and entropy flux &', which are regarded as constitutive
quantities in extended thermodynamics. Moreover, once the
multipliers are determined, the residual inequality (22c) pro-
vides a means for finding a proper form of the production P.
These are only the most important features of the entropy
principle strictly connected to our study. Other interesting
aspects are summarized in [46] and [7,8].

B. Entropy principle in MT mixtures

Exploitation of the entropy principle in MT mixtures of
Euler fluids is demonstrated in [24]. It imposes restrictions on
the structure of source terms, which determine their general
form compatible with the residual inequality. In the case of
a nonreacting mixture, the simplest possible way to satisfy
the residual inequality, for any thermodynamic process, is to
take the source terms in the forms (8) and (9). The aim of
this section is to go through the application of the entropy
principle to the MT mixture in a way a bit different than in
[24]. The fact that the MT model consists of the blocks of
Euler’s gas dynamics equations with source terms will enable
us to combine the basic principles upon which the mixture
theory relies, with the application of the entropy principle by
means of Liu’s method of multipliers [9], also called the main
field [47] in the context of extended thermodynamics. The
outcome will be a deeper understanding of the structure of
the entropy production rate.

First, we shall extend the application of Truesdell’s meta-
physical principles [6] to the entropy balance laws. Assume
that the governing equations for the MT mixture of Euler flu-
ids consist of the balance laws (1) for n constituents. In view
of the assumptions about the constituents and the structure of
balance laws (1), we shall assume that to each constituent
we may ascribe the entropy balance law in the same form
as if there were a single Euler gas, provided we introduce an
appropriate entropy production rate for each constituent:

ad
E(pasa) + diV(PaSaVa) = Oq, (23)

where S, is the specific entropy and o, is the entropy pro-
duction rate for the constituent o, « = 1, ..., n. Since each
constituent is an Euler fluid by assumption, and thus q, = 0,
it may me observed that the entropy flux contains only the
convective part p, S, v,. Moreover, at the level of constituents,
entropy production rates o, may not have definite a sign; this
will be confirmed a posteriori in the analysis of the shock
structure in Sec. IV.

Following the same procedure as in the case of balance
laws (1), entropy balance laws (23) may be summed up to
obtain the entropy balance law for the mixture:

% <Z paSot) + div (Z paSavot) = Z Oq.
a=1 a=1

a=1
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Using this equation, one may define the entropy density,
entropy flux, and entropy production rate for the mixture:

> puSi = 8, (24a)
a=1
Y PuSaVe = PSV+ Y Sula, (24b)
a=1 a=1
Zga =0, (24C)
a=1

where the definitions of diffusion velocities, u, = v, — v, and
diffusion fluxes, J, = p,u,, were used. Note that noncon-
vective entropy flux > _ S,J, is caused by diffusion. The
entropy balance law for the mixture then reads

d ) ‘
= (0S) +div <pSV + ZSQJO,) =0 >0. (25

a=1

Turning now to the application of the method of multi-
pliers, we may take them in the form A = (AP«, A¥*, A®)
corresponding to the balance laws (1). Their structure is easily
determined [24]:

1
u, AV :_V_“, i (26)
Ty T, Ty
where wy, = &4 — TSy + Po/Po are the chemical potentials
of the constituents. Following the procedure outlined above to
each constituent, two important results are obtained: Gibbs’
relations for the constituents:

Apoz — AS‘X =

T,dS, = deo — P2dp, @7)
and the entropy production rates:
Ca Uy
Oy = o — My - —, (28)
T, Ty

where Galilean invariance (8) was used to obtain o, in a
proper velocity-independent form. Using the definition (24c),
and taking into account (28), as well as restrictions on the
source terms (2), the entropy production rate for the mixture
of nonreacting Euler fluids reads

n—1 1 1 R n—1 u, u, R
~X(g-r)a-L(F-5)m o
b=1 b=1
In such a way, the entropy production rate was recovered in
the same form as in [24]. Finally, the entropy inequality o >0
is satisfied for the source terms in the form (9). Note also
that constituents’ entropy production rates (28) may not be
explicitly determined unless the structure of the source terms
m, and é, is known.

This analysis of the entropy principle will be finalized with
three observations about the structure of entropy density and
entropy production rate that will be used in the sequel. First, it
has to be emphasized that the present approach to the entropy
principle is peculiar to rational extended thermodynamics of
mixtures. This framework facilitates formal derivation of the
entropy balance law (23) for each constituent. As a conse-
quence, one may explicitly recognize the contribution of each

constituent to the entropy production rate o, through its partial
entropy production rate o,, given by (28). Second, although
the specific entropies of the constituents are determined by
the Gibbs’ relations (27), they do not have to be regarded as
equilibrium entropies. Indeed, they depend on constituents’
temperatures which inherit the information about the nonequi-
librium state in which the system is. Third, since it is assumed
that there are no chemical reactions between the constituents,
there are no cross-effects in the entropy production rate (29)
either. Therefore, it can be rewritten in the form

0 =0y + 0, (30)

where o, is the entropy production rate due to mechanical
diffusion (momentum exchange) and o, is the entropy pro-
duction rate due to thermal diffusion (energy exchange):

n—1
up u, A
g,, — — _— — .m’
mn Z<Tb Tn> b

— /1 1)\, an
o, = —_ - — .
—\5, " 1,)”

Both aspects of the entropy production rate, i.e., componen-
twise entropy production and entropy production related to
the dissipation mechanism, will be thoroughly analyzed in
Sec. IV.

C. Entropy density in MT mixtures

Starting from Gibbs’ relations for the constituents (27),
and using thermal and caloric equations of state (6), one may
determine the specific entropy of each constituent:

kg T, ks

——log— — —In—

moz(yoz -1 Ty my ;00

where subscript 0 indicates the reference state. For fur-
ther analysis it will be convenient to choose the refer-
ence state such that S, =0 in it. Consequently, S,y =
(kg/my)1og(puo/po), and introducing the reference concen-
trations p,0/p0 = cq0 We obtain the following form of specific
entropy for the constituents:

So — S0 =

k k
S, = —B[ln—“ — (o= DIn &] + 2 1n .
my(Yo — DL To Po

SR
As a consequence, entropy density of the mixture (24); now
reads

1y Pe
s_§ja ——(a—l)ln—}
o= a(ya—l)[ o P

kg
o — 1N Cop. 33
+§_,0ma 1 Co0 (33)

It was shown in [27] that mixture entropy density reaches
local maximum in equilibrium (7, = T, foralla = 1, ..., n),
provided Gibbs’ relations (27) hold.

D. Entropy inequality in the shock structure

In the shock structure problem in the binary MT mix-
ture, described in Sec. II, the entropy balance law (25) is
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reduced to

d

£[,0Su + S —=8)]=02>0, (34)
where we took into account J, = —J; = —J. When expressed

in terms of proper state variables, the specific entropies S| and
S, and the entropy density of the mixture pS read

kg T ks oc
S} = —————1log — — — log —,
mi(y — 1) o my £0C0
kg T, kg p(1—c)
S)=———Ilog—— —log————,
m(y —1) " Ty my ~ po(l —cp)
kB T] kB T2
S = p[c—lo di—o—2 —]
my —1 °T my —1) F T
k 1-—
—pc—=log L — p(1—0)= 1o u7
m ¢ 2 po(l —co)

(35)

where T and 7, are determined by (14). It will be assumed in
the sequel that the reference state is the equilibrium state in
front of the shock, i.e., Uy = limg_, _c U(§).

The entropy production rate (29) in the binary MT mixture
reads

Ti+ (1 — o)D)\ J? ©?
o = ”(M) (36)

— 4+ 0 ——,

c—oTT, ) p?  TPT?

where phenomenological coefficients are determined by (17).
It can be decomposed and expressed in two ways. First, as

a sum of mechanical o0, and thermal o, dissipation contribu-
tions (30):

Ty + (1 — o)\ J?
o =Y11| —————— -
c(l1—-o)T\T, o

@2

O = 911 sy
T12T22

(37

and second, as a sum of the entropy production rates of the
constituents (28), o = o7 + 03, where

® chi+0-0T 1 J?
o=tV
h LT, cl =o' cTp
1 ® T+ (1 —o)T: 1 J?
0y = =017 + o — 2 —-
LTI cd—-ohl, (1-0ohp
(33)

IV. DISCUSSION

In this section the results of numerical analysis of the
shock structure problem will be presented. Solutions depend
on three parameters: the upstream Mach number M, the
equilibrium concentration ¢y, and the mass ratio p. Out of
the database that contains 4394 continuous shock profiles
(see [26] for the detailed explanation), we have chosen four
characteristic cases, determined by the parameters given in
Table I, to illustrate the main features of the entropy density
and the entropy production rate. The graphs of all the variables
are given in dimensionless form, which is defined in the
Appendix.

TABLE 1. Values of the parameters in numerically computed
profiles.

Cases M, Co nw
(a) 1.20 0.35 0.05
(b) 1.60 0.21 0.10
(c) 1.30 0.11 0.10
(d) 2.00 0.09 0.02

A. Profiles of the field variables

To appreciate certain features of the shock structure that
are important for the present study, we shall firstly analyze
numerically computed profiles of the field variables.

Figure 2 shows that the velocity profiles of the mixture,
as well as of the constituents, are monotonic. The lighter
constituent (labeled 1) slows down faster than the heavier
one. Inspection of these profiles indicates that the increase of
the Mach number induces a larger discrepancy between the
velocities [compare the cases (b) and (d) versus (a) and (c)].

Temperature profiles, given in Fig. 3, were the subject
of an extensive analysis presented in [26]. That study was
focused on the phenomenon of temperature overshoot. It was
shown that it increases due to insufficient exchange of internal
energy between the constituents, which in turn can be a con-
sequence either of the large mass discrepancy, or of the large
rarefaction of the flow. Nevertheless, temperature overshoot
does not appear for any value of the parameters [see case
(a)], and its magnitude increases with the increase of Mach
number. Also, it is a common feature that the temperature of a
heavier constituent initially lags behind the profile of average
temperature in the upstream part, whereas in the downstream
part it becomes larger. Consequently, there is a point within
the profile at which the temperature profiles of the constituent
intersect.

1.2

1.1

09 | | |
0 50 100 150 200 250 0 20 40 60

FIG. 2. Profiles of the
0.35, u =0.05; (b) My =1.60, ¢y =0.21, £ =0.10; (c) My =
1.30, ¢o =0.11, u = 0.10; (d) My = 2.00, ¢o = 0.09, u = 0.02.

velocities: (a) My =1.20, ¢y =
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FIG. 3. Profiles of the temperatures: (a) My = 1.20, ¢ =
0.35, u =0.05; (b) My =1.60, ¢y =0.21, £ =0.10; (c) My =
1.30, ¢o =0.11, u = 0.10; (d) My = 2.00, ¢y = 0.09, u = 0.02.

Profiles of diffusion flux J and diffusion temperature ©,
presented in Fig. 4, visualize the behavior of nonequilibrium
variables. They vanish in upstream and downstream equilib-
ria, and have nonzero values within the shock structure. Their
profiles reflect the behavior of the constituents’ velocities and
temperatures: diffusion flux J is of the same sign throughout

1072 107!
T
050 1 o0s) FS .
0 f==mmy ! T 0
—0.5} *»,.V, ..... 71 05
: e
—1} (a) -1
| | | | | |
0 50 100 150 200 250 0 20 40 60
¢ 3
1072
T T 0.1 Ton
21 S . S
" N 0 F-v.. ," \ Amerem—
0 f===—u . [ EEPSN ‘\"‘. e
AN e \‘ ’)
ol R R é || —0.1} S S (Z) -
(c) (@)
| |
0 20 40 60 30 0 100 200
3 3

FIG. 4. Profiles of the diffusion flux and diffusion tempera-
ture: (a) My = 1.20, ¢y = 0.35, u =0.05; (b) My =1.60, ¢o =
0.21, u =0.10; (¢) My =130, ¢o =0.11, . =0.10; (d) M, =
2.00, ¢ =0.09, pn =0.02.

1
200

T

""" p151
04r 252 J
_[)S ....................
0.2+ |

(d) /

0 i )
i v 0 80 120

FIG. 5. Profiles of the entropy density: (a) My = 1.20, ¢y =
0.35, u =0.05; (b) My =1.60, ¢y =0.21, © =0.10; (c) My =
1.30, ¢o =0.11, w =0.10; (d) My = 2.00, ¢o = 0.09, u = 0.02.

the profile, while temperature difference ® changes the sign
since the temperature profiles intersect. It may be observed
that the magnitude of nonequilibrium variables generally in-
creases with the increase of the shock strength, i.e., Mach

number.

B. Profiles of the entropy density and the
entropy production rate

The main goal of this study is to prove that the entropy
density (33), or equivalently (24a), increases monotonically
within the shock profile, and that such an entropy density may
be regarded as properly defined. Four representative cases,
presented in Fig. 5, confirm our hypothesis. Moreover, the
same conclusion was reached for all the continuous profiles
in our database. Therefore, it may be concluded that the
definition (33) of the entropy density is compatible with
the requirement of the entropy growth through the shock
structure.

The entropy density profiles, shown in Fig. 5, reveal
more interesting features pertinent to mixtures. It is clear
that the entropy density of a heavier constituent has a max-
imum within the shock profile; in case (c) it even over-
shoots the terminal value of the mixture entropy density.
On the other hand, the entropy density profile of a lighter
constituent has an “undershoot” [except in case (d)]: it de-
creases initially, attains local minimum, and then increases.

Although the mixture entropy density grows monotonically,

the entropy density profiles of the constituents are apparently

nonmonotonic.

It is also interesting to note that the overall increase of the
mixture entropy density [see Eq. (A12a) in the Appendix] de-
pends on the Mach number only, and not on other parameters:
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FIG. 6. Profiles of the entropy production—dissipation mech-
anism: (a) My = 1.20, ¢y = 0.35, © = 0.05; (b) My = 1.60, ¢o =
0.21, u=0.10; (¢) My =1.30, ¢o =0.11, u =0.10; (d) My =
2.00, ¢p =0.09, n =0.02.

it grows with the increase of My. Nevertheless, the relative
contribution of terminal values of the constituents’ entropy
densities (A12b) and (Al2c) are sensitive to equilibrium
concentration ¢y and mass ratio .

Apart from the analysis of the entropy density, it is of
interest to analyze the structure of the entropy production
rate. First, it may be observed in Fig. 6 that the contribu-
tion of the entropy production rate o, due to mechanical
diffusion (mechanical nonequilibrium) is substantially greater
than the contribution of the entropy production rate o, due to
thermal diffusion (thermal nonequilibrium). Thus, it may be
concluded that even in the MT model the substantial part of
the entropy production is of mechanical nature. Nevertheless,
thermal nonequilibrium must not be ignored since it is related
to the lack of energy exchange between the constituents, as
indicated in [26].

Just as entropy density profiles exhibit unusual behavior
within the shock structure, distribution of the entropy pro-
duction rate possesses certain unexpected features. Namely,
although the overall entropy production rate must be non-
negative, entropy production rates of the constituents may not
be, as is obvious in Fig. 7. Furthermore, entropy production
rate o, of the heavier constituent has similar behavior in
all cases: it is positive in the upstream part of the shock
structure, and negative in the downstream one, thus having
one local maximum and one local minimum. On the other
hand, entropy production rate o; of the lighter constituent has
the opposite structure in cases (a) and (c): it is negative in the
upstream part, and positive in the downstream one. However,
the profiles in the other two cases are rather peculiar. In case
(b), o1 has two local maxima in the downstream part of the
profile; in case (d), apart from a narrow negative zone, the
profile of o is positive with only one local maximum.

FIG. 7. Profiles
My =1.20, ¢y = 0.35, u =0.05;

of the entropy production—components:
(a) (b) My =1.60, ¢ =
021, 0 =0.10; (¢c) My=1.30, ¢o=0.11, p=0.10; (d)
M, =2.00, ¢o =0.09, u=0.02.

The present discussion shows certain features of entropy
growth and entropy production rate within the shock profiles
in the binary MT mixture. For a deeper insight, a systematic
parametric analysis is needed. In particular, entropy growth
is usually related to the strength of shock, i.e., the Mach
number. Indeed, the jump of entropy density of the mixture
(A12a) depends on the Mach number only, and not on other
parameters (co and w). However, the transition zone—the
shock profile—is influenced by all the parameters. When
the Mach number decreases My — 1, keeping the values
of other parameters fixed, the jump of the mixture entropy
density decreases too. At the same time, a preliminary analysis
showed that the profiles of constituents entropy densities
remain highly nonmonotonic, reaching the amplitudes that are
several times greater than the overall jump of mixture entropy
density. On the other hand, the increase of Mach number, and
the corresponding analysis of entropy growth, is limited by the
model. As we already mentioned, continuous shock profiles
cease to exist for sufficiently high values of the shock speed.
Therefore, within the realm of the continuous shock structure
problem we cannot determine the behavior of entropy and
entropy production rate for high values of Mach number, e.g.,
in hypersonic flow. Furthermore, our previous studies (e.g.,
[26]) showed that the influence of the Mach number cannot be
isolated from the influence of other parameters, equilibrium
concentration ¢y and mass ratio . It is our intention to pursue
the study in this direction in the future.

V. CONCLUSION

Our analysis extends the questions raised in [19,20] about
the entropy growth and entropy production rate to the mix-
tures of Euler fluids. It was focused on a particular model that
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emerged within the framework of extended thermodynamics.
The structure of the model captures nonequilibrium effects
through the velocities and temperatures of the constituents,
whose evolution is driven by the appropriate source terms.
In addition to known results, presented in [8,24], we put
the derivation of the entropy balance law into a different
perspective by means of the formalism used for derivation of
the conservation laws for the mixture.

Numerical analysis of the entropy growth within the shock
wave in the binary MT mixture showed that the entropy
density of the mixture grows monotonically, However, en-
tropy densities of the constituents are not monotonic. Thus,
monotonicity of the mixture entropy density is related to the
complex dissipation mechanism which appears at the mix-
ture level, rather than simple superposition of the dissipation
effects exerted on the constituents. To that end, we reached
our goal and proved that the entropy density (24) is properly
defined.

At the same time, we also got a deeper insight into the
entropy production rate. It turned out that the contribution
of mechanical dissipation (due to diffusion) is considerably
greater than the contribution of thermal dissipation (due to
temperature difference). Moreover, our study revealed that
the entropy production rates for the constituents need not be
non-negative at all. This is in agreement with the results for
the entropy density, explained above.

If we want to put these results in a broader context, we need
a better understanding about what “properly defined entropy
density” really means. To that end, a striking similarity may
be observed in the construction of the entropy density in our
study, and the one used in [19,20]. In both cases the entropy
densities inherit all the relevant field variables that appear in a
nonequilibrium process. In our case these are the temperatures
and the concentrations of the constituents, whereas in the
above-mentioned study those are normal stress and heat flux.
In our study, entropy density is constructed in accordance
with the level of approximation proposed from the outset. In
[19,20], a two-step approximation is performed: first, Grad’s
13 moments velocity distribution is used; then, constitutive
relations of Navier-Stokes and Fourier were plugged into
it to obtain the distribution akin to that obtained by the
Chapman-Enskog method. In the classical approach, however,
the equilibrium entropy density is used, that may be obtained
from Boltzmann’s kinetic entropy using local Maxwellian
distribution, and which does not inherit any information upon
nonequilibrium field variables. It may be noted that even in a
recent study [48], where coupled constitutive relations were
proposed by generalization of the entropy flux with the aim to
extend the range of validity of Navier-Stokes-Fourier (NSF)
equations, the equilibrium entropy density was retained and a
nonmonotonic profile of entropy density was obtained within
the shock structure.

In our opinion, if the governing equations of thermody-
namic process are nonequilibrium ones, then proper entropy
density should inherit this information through appropriate
nonequilibrium contribution. Within extended thermodynam-
ics and, to a certain extent, in thermodynamics with internal
variables, this is achieved by construction. In the case of NSF
equations, the contradiction faced in the classical approach
may be overcome by the method proposed in [19,20], which

resonates with the assertions of Ruggeri [49]—nonlocal con-
stitutive relations may be regarded as approximations of
proper balance laws. It is our intention to develop this idea
and proceed in this spirit in the analysis of the proper choice
of entropy density for nonequilibrium processes.
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APPENDIX: DIMENSIONLESS QUANTITIES
AND EQUATIONS

This Appendix contains the dimensionless equations
needed for computation of the shock structure. To that end
we need to express the relaxation times tp and 77 in terms
of measurable or computable quantities. In fact, the kinetic
theory of gases relates them to the diffusivity D, of a binary
mixture of monatomic gases [4,50]:

cmy + (1 — c)my
kgT
my + my

= —Dy,. Al
Tr ke T 12 (AD)

p = 125

The first relation comes from kinetic theory considerations,
whereas the second one is a consequence of the ratio of
relaxation times for monatomic gases [27,33,51]:

L my + my

=~ >1. (A2)
o cm+(1—c)m

The diffusivity of the binary mixture for the model of hard
spheres reads [4,50]

Dy,

3 <’£m1 +m2)”2 (A3)

8ndH \ 2 mym,

where n = p/m is the mixture number density, n = n; + ny =
p1/my + p2/my, and di, = (d; + d»)/2 is the average atomic
diameter of the mixture constituents whose diameters are d;
and d,.

Dimensionless variables will be introduced by scaling the
state variables and the independent variable & with upstream
equilibrium variables indicated by the subscript O:

- 14 - u ~ T U
p = —, u = —, T = —, 0= —,
Po ap Ty ag
- J ~ ® -
J = 3 = > é = é’
Podo Ty lo
~ SO( ~ S - Ualo ~ Jlo
o = —, S = — o, = o =
So So PoSoao LoSoao

where Iy is the upstream reference length and ay =
{y (kg /mo)Tp}'/? is the upstream speed of sound; mg = m(cy)
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is the equilibrium average mass of the mixture; Sy =
kg /[mo(y — 1)] is the reference specific entropy and M, is the
upstream Mach number. For the sake of simplicity, the tilde
will be dropped in the sequel. The upstream reference length
lo will be taken as the average mean free path of the atoms in
the mixture, and computed as follows:

n ny
lo = —(1)o + —(L)o,
n n

1 o\ 172 o\ 12 -1
(o)o = —5 n1<1+—°‘) +nz<1+—°‘> ,
ndy, my my

(A5)

where n, are number densities of the constituents, and n =
ny + ny is the mixture number density.

Using the scaling described above, the shock structure
equations (15) read

—s(pu)—O
d 1 myg J?
(,ou —i———pT—i——pC(l_C)) =0,
d (/1 1 mg J?
ds{( +_1$’°T+2pc(1—c)>”

dg
+<L+1)J}—O
pc(l—c)y  B)° ) 7

%(pcu+]) =0

d J? 1 m
a5 {pcu + — —|— 2uJ + ——,OC(T f(c)@)}

Iy
= m, (T, c, ®),
TDao

d |1 L 2+
d& 2'OC " pc
J Iy
X (u+— = m, (T, c, ©)Ju
pc TDao

e (p,T,c, ®)0.
0

1 m
mm—?pc[r - f(c)@])

I
+ 0 (A6)
Tra

Auxiliary functions m,, and e,, in source terms read

T+I[l—-c—f()]®

mu(Tv c,®) = T,
[T — f(e)OUT +[1 - f(c)]O}
1 my m
e (p,T,c,0) = mm—lm—z
oc(l —¢)T?

[T — f()ONT +[1 - f(c)10}

mass ratios are expressed as

my c+ u(l—c) my 1
m  co+p(l—c) m  co+p(l—cy’
m w

my, c+ul—c)
and 1/ stands for

TS TR
B v—1

n J2T1 1
2022 (A —=0c)?]

For the sake of brevity, we shall not repeat the dimensionless
form of specific entropies and mixture entropy density (35)
since this is straightforward. Instead, we shall give the entropy
production rate

I m, I e?
O’=)/(]/—1)|: 0 = Py :|

)T_@ﬁ@}

my myp

pay pc(l — )T rag ' T\Th
(A7)

From this equation it is easy to distinguish mechanical and
thermal contributions to the entropy production rate:

2

oM
on =vy )ta pc(1—o)T" °
0—(—)Oe®2 (A8)
e =V a "TT,’
as well as the entropy production rates per constituent:
l() m l() ®
o1 =y(y—1){ L M—}
Tpag pcTy rag ~ T
l my 2 Iy ®
o:y(y—l){ J - e,— (. (A9
’ way p(1— )" trag "I
Dimensionless boundary conditions (18) are as follows:
P— 1
u_ M()
U_ = - = ! , (A10)
Cc_ Co
J_ 0
e_ 0
3+M;
P+ 3+M2
';j- M,
+ | _ |1 2
U, = o | = —6(14——+5M) (A11)
J+ Co
O, 0
L 0 _

Mixture state variables p_, u_, T_ in upstream equilibrium,
and p4, uy, T4 in downstream equilibrium represent the so-
lution of Rankine-Hugoniot equations between the state vari-
ables at the shock wave for a single fluid. Constituent-related
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state variables ¢, J, and ® have the same equilibrium values
in front of and behind the shock. As proper nonequilibrium
state variables, J and ©® vanish in equilibrium. A detailed
description of the solution procedure for the shock structure
equations, as well as the discussion of the existence of the
continuous shock structure, the reader may find in [26].
Finally, overall jump across the shock wave of the en-
tropy density of the mixture and the entropy densities of the

constituents read

T
[0S] = pyIn —=, (Al2a)
+
Co T+
piSi] = p In—,  (Al2b)
lorsid = o = pr !
u(l — co) T
[0282] = o+ : - (Al12c)

n——.
co+pu(l—co) pY

[1] S. de Groot and P. Mazur, Non-Equilibrium Thermodynamics,
Series in Physics (North-Holland, Amsterdam, 1962).

[2] B. Coleman and W. Noll, Arch. Ration. Mech. Anal. 13, 167
(1963).

[3] K. Hutter, Acta Mech. 27, 1 (1977).

[4] S. Chapman and T. Cowling, The Mathematical Theory of Non-
Uniform Gases (Cambridge University Press, Cambridge, UK,
1990).

[5] S. Goldstein and J. Lebowitz, Physica D 193, 53 (2004).

[6] C. Truesdell, Rational Thermodynamics (Springer-Verlag,
Berlin, 1984).

[7] 1. Miiller and T. Ruggeri, Rational Extended Thermodynamics,
Springer Tracts in Natural Philosophy Vol. 37 (Springer-Verlag,
New York, 1998).

[8] T. Ruggeri and M. Sugiyama, Rational Extended Thermody-
namics Beyond the Monatomic Gas (Springer International
Publishing, Basel, Switzerland, 2015).

[9] L.-S. Liu, Arch. Ration. Mech. Anal. 46, 131 (1972).

[10] G. Maugin, The Thermomechanics of Nonlinear Irreversible
Behaviors: An Introduction (World Scientific, Singapore,
1999).

[11] A. Berezovski and P. Van, Internal Variables in Thermoelastic-
ity (Springer, New York, 2017).

[12] H. Ottinger, Beyond Equilibrium Thermodynamics (Wiley, New
York, 2005).

[13] V. Cimmelli, D. Jou, T. Ruggeri, and P. Van, Entropy 16, 1756
(2014).

[14] V. Giovangigli, Multicomponent Flow Modeling, Modeling
and Simulation in Science, Engineering and Technology
(Birkhéduser Boston Inc., Boston, MA 1999).

[15] I. Miiller, Thermodynamics (Pitman, Boston, 1985).

[16] M. Morduchow and P. Libby, J. Aeronaut. Sci. 16, 674
(1949).

[17] M. Morduchow and P. Libby, J. Mech. 4, 191 (1965).

[18] J. Serrin and Y. Whang, J. Aerosp. Sci. 28, 990 (1961).

[19] L. Margolin, J. Reisner, and P. Jordan, Int. J. Non Linear Mech.
95, 333 (2017).

[20] L. Margolin, Entropy 19, 368 (2017).

[21] C. Zinner and H. Ottinger, J. Non-Equilib. Thermodyn. 44, 43
(2019).

[22] V. Giovangigli, Arch. Ration. Mech. Anal. 187, 221 (2008).

[23] M. Torrilhon, Kinet. Relat. Models 5, 185 (2012).

[24] T. Ruggeri and S. Simi¢, Math. Methods Appl. Sci. 30, 827
(2007).

[25] T. Ruggeri, Theor. Appl. Mech. Lett. 36, 207 (2009).

[26] D. Madjarevi¢, T. Ruggeri, and S. Simi¢, Phys. Fluids 26,
106102 (2014).

[27] T. Ruggeri and S. Simié, Phys. Rev. E 80, 026317 (2009).

[28] S. Simi¢, M. Pavi¢-Coli¢, and D. Madjarevi¢, Riv. Mat. Univ.
Parma (N.S.) 6, 135 (2015).

[29] H. Gouin and T. Ruggeri, Phys. Rev. E 78, 016303 (2008).

[30] T. Ruggeri and S. Simié, Ric. Mat. 66, 293 (2017).

[31] R. Taylor and R. Krishna, Multicomponent Mass Transfer,
Vol. 2 (Wiley, New York, 1993).

[32] M. Pavié-Coli¢, Phys. Lett. A 383, 2829 (2019).

[33] D. Madjarevi¢ and S. Simié, Europhys. Lett. 102, 44002 (2013).

[34] D. Madjarevié, S. Simic¢, and A. J. Soares, J. Fluid Mech. 869,
674 (2019).

[35] T. Arima, T. Ruggeri, and M. Sugiyama, Phys. Rev. E 96,
042143 (2017).

[36] C. Huete, A. L. Sénchez, F. A. Williams, and J. Urzay, J. Fluid
Mech. 784, 74 (2015).

[37] P. J. M. Ferrer, R. Buttay, G. Lehnasch, and A. Mura, Comput.
Fluids 89, 88 (2014).

[38] O. Mathieu, J. M. Pemelton, G. Bourque, and E. L. Petersen,
Combust. Flame 162, 3053 (2015).

[39] W. Weiss, Phys. Rev. E 52, R5760 (1995).

[40] G. Boillat and T. Ruggeri, Continuum Mech. Thermodyn. 10,
285 (1998).

[41] M. Bisi, G. Martalo, and G. Spiga, Comput. Math. Appl. 66,
1403 (2013).

[42] M. Bisi, F. Conforto, and G. Martalo, Continuum Mech.
Thermodyn. 28, 1295 (2016).

[43] F. Conforto, A. Mentrelli, and T. Ruggeri, Ric. Mat. 66, 221
(2017).

[44] S. Taniguchi and T. Ruggeri, Int. J. Non Linear Mech. 99, 69
(2018).

[45] S. Taniguchi and T. Ruggeri, Ric. Mat., 68, 119 (2019).

[46] G. Boillat and T. Ruggeri, Arch. Ration. Mech. Anal. 137, 305
(1997).

[47] T. Ruggeri and A. Strumia, Ann. Inst. H. P.: Phys. Theor. 34, 65
(1981).

[48] A. Rana, V. Gupta, and H. Struchtrup, Proc. R. Soc. A 474,
20180323 (2018).

[49] T. Ruggeri, Q. Appl. Math. 70, 597 (2012).

[50] G. Bird, Molecular Gas Dynamics and the Direct Simulation
of Gas Flows, Oxford Engineering Science Series (Clarendon
Press, Oxford, UK, 1994).

[51] T. Bose, High Temperature Gas Dynamics (Springer, New York,
2004), pp. 259-281.

023119-12


https://doi.org/10.1007/BF01262690
https://doi.org/10.1007/BF01262690
https://doi.org/10.1007/BF01262690
https://doi.org/10.1007/BF01262690
https://doi.org/10.1007/BF01180075
https://doi.org/10.1007/BF01180075
https://doi.org/10.1007/BF01180075
https://doi.org/10.1007/BF01180075
https://doi.org/10.1016/j.physd.2004.01.008
https://doi.org/10.1016/j.physd.2004.01.008
https://doi.org/10.1016/j.physd.2004.01.008
https://doi.org/10.1016/j.physd.2004.01.008
https://doi.org/10.1007/BF00250688
https://doi.org/10.1007/BF00250688
https://doi.org/10.1007/BF00250688
https://doi.org/10.1007/BF00250688
https://doi.org/10.3390/e16031756
https://doi.org/10.3390/e16031756
https://doi.org/10.3390/e16031756
https://doi.org/10.3390/e16031756
https://doi.org/10.2514/8.11882
https://doi.org/10.2514/8.11882
https://doi.org/10.2514/8.11882
https://doi.org/10.2514/8.11882
https://doi.org/10.2514/8.9282
https://doi.org/10.2514/8.9282
https://doi.org/10.2514/8.9282
https://doi.org/10.2514/8.9282
https://doi.org/10.1016/j.ijnonlinmec.2017.07.003
https://doi.org/10.1016/j.ijnonlinmec.2017.07.003
https://doi.org/10.1016/j.ijnonlinmec.2017.07.003
https://doi.org/10.1016/j.ijnonlinmec.2017.07.003
https://doi.org/10.3390/e19070368
https://doi.org/10.3390/e19070368
https://doi.org/10.3390/e19070368
https://doi.org/10.3390/e19070368
https://doi.org/10.1515/jnet-2018-0038
https://doi.org/10.1515/jnet-2018-0038
https://doi.org/10.1515/jnet-2018-0038
https://doi.org/10.1515/jnet-2018-0038
https://doi.org/10.1007/s00205-007-0065-5
https://doi.org/10.1007/s00205-007-0065-5
https://doi.org/10.1007/s00205-007-0065-5
https://doi.org/10.1007/s00205-007-0065-5
https://doi.org/10.3934/krm.2012.5.185
https://doi.org/10.3934/krm.2012.5.185
https://doi.org/10.3934/krm.2012.5.185
https://doi.org/10.3934/krm.2012.5.185
https://doi.org/10.1002/mma.813
https://doi.org/10.1002/mma.813
https://doi.org/10.1002/mma.813
https://doi.org/10.1002/mma.813
https://doi.org/10.2298/TAM0903207R
https://doi.org/10.2298/TAM0903207R
https://doi.org/10.2298/TAM0903207R
https://doi.org/10.2298/TAM0903207R
https://doi.org/10.1063/1.4900517
https://doi.org/10.1063/1.4900517
https://doi.org/10.1063/1.4900517
https://doi.org/10.1063/1.4900517
https://doi.org/10.1103/PhysRevE.80.026317
https://doi.org/10.1103/PhysRevE.80.026317
https://doi.org/10.1103/PhysRevE.80.026317
https://doi.org/10.1103/PhysRevE.80.026317
https://doi.org/10.1103/PhysRevE.78.016303
https://doi.org/10.1103/PhysRevE.78.016303
https://doi.org/10.1103/PhysRevE.78.016303
https://doi.org/10.1103/PhysRevE.78.016303
https://doi.org/10.1007/s11587-016-0301-0
https://doi.org/10.1007/s11587-016-0301-0
https://doi.org/10.1007/s11587-016-0301-0
https://doi.org/10.1007/s11587-016-0301-0
https://doi.org/10.1016/j.physleta.2019.06.009
https://doi.org/10.1016/j.physleta.2019.06.009
https://doi.org/10.1016/j.physleta.2019.06.009
https://doi.org/10.1016/j.physleta.2019.06.009
https://doi.org/10.1209/0295-5075/102/44002
https://doi.org/10.1209/0295-5075/102/44002
https://doi.org/10.1209/0295-5075/102/44002
https://doi.org/10.1209/0295-5075/102/44002
https://doi.org/10.1017/jfm.2019.218
https://doi.org/10.1017/jfm.2019.218
https://doi.org/10.1017/jfm.2019.218
https://doi.org/10.1017/jfm.2019.218
https://doi.org/10.1103/PhysRevE.96.042143
https://doi.org/10.1103/PhysRevE.96.042143
https://doi.org/10.1103/PhysRevE.96.042143
https://doi.org/10.1103/PhysRevE.96.042143
https://doi.org/10.1017/jfm.2015.585
https://doi.org/10.1017/jfm.2015.585
https://doi.org/10.1017/jfm.2015.585
https://doi.org/10.1017/jfm.2015.585
https://doi.org/10.1016/j.compfluid.2013.10.014
https://doi.org/10.1016/j.compfluid.2013.10.014
https://doi.org/10.1016/j.compfluid.2013.10.014
https://doi.org/10.1016/j.compfluid.2013.10.014
https://doi.org/10.1016/j.combustflame.2015.03.024
https://doi.org/10.1016/j.combustflame.2015.03.024
https://doi.org/10.1016/j.combustflame.2015.03.024
https://doi.org/10.1016/j.combustflame.2015.03.024
https://doi.org/10.1103/PhysRevE.52.R5760
https://doi.org/10.1103/PhysRevE.52.R5760
https://doi.org/10.1103/PhysRevE.52.R5760
https://doi.org/10.1103/PhysRevE.52.R5760
https://doi.org/10.1007/s001610050094
https://doi.org/10.1007/s001610050094
https://doi.org/10.1007/s001610050094
https://doi.org/10.1007/s001610050094
https://doi.org/10.1016/j.camwa.2013.08.015
https://doi.org/10.1016/j.camwa.2013.08.015
https://doi.org/10.1016/j.camwa.2013.08.015
https://doi.org/10.1016/j.camwa.2013.08.015
https://doi.org/10.1007/s00161-015-0476-8
https://doi.org/10.1007/s00161-015-0476-8
https://doi.org/10.1007/s00161-015-0476-8
https://doi.org/10.1007/s00161-015-0476-8
https://doi.org/10.1007/s11587-016-0299-3
https://doi.org/10.1007/s11587-016-0299-3
https://doi.org/10.1007/s11587-016-0299-3
https://doi.org/10.1007/s11587-016-0299-3
https://doi.org/10.1016/j.ijnonlinmec.2017.10.024
https://doi.org/10.1016/j.ijnonlinmec.2017.10.024
https://doi.org/10.1016/j.ijnonlinmec.2017.10.024
https://doi.org/10.1016/j.ijnonlinmec.2017.10.024
https://doi.org/10.1007/s11587-018-0380-1
https://doi.org/10.1007/s11587-018-0380-1
https://doi.org/10.1007/s11587-018-0380-1
https://doi.org/10.1007/s11587-018-0380-1
https://doi.org/10.1007/s002050050030
https://doi.org/10.1007/s002050050030
https://doi.org/10.1007/s002050050030
https://doi.org/10.1007/s002050050030
https://doi.org/10.1098/rspa.2018.0323
https://doi.org/10.1098/rspa.2018.0323
https://doi.org/10.1098/rspa.2018.0323
https://doi.org/10.1098/rspa.2018.0323
https://doi.org/10.1090/S0033-569X-2012-01314-3
https://doi.org/10.1090/S0033-569X-2012-01314-3
https://doi.org/10.1090/S0033-569X-2012-01314-3
https://doi.org/10.1090/S0033-569X-2012-01314-3

