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Density and tracer statistics in compressible turbulence: Phase transition to multifractality
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We study the statistics of fluid (gas) density and concentration of passive tracer particles (dust) in compressible
turbulence. As Ma increases from small or moderate values, the density and the concentration in the inertial
range go through a phase transition from a finite continuous smooth distribution to a singular multifractal spatial
distribution. Multifractality is associated with scaling, which would not hold if the solenoidal and the potential
components of the flow scaled differently, producing transport which is not self-similar. Thus, we propose that
the transition occurs when the difference of the scaling exponents of the components, decreasing with Ma,
becomes small. Under the smallness assumption, the particles’ volumes obey a power-law evolution. That, by
the use of conservation of the total volume of the flow, entails the volumes’ shrinking to zero with probability
1 and formation of a singular distribution. We discuss various concepts of multifractality and propose a way to
calculate fractal dimensions from numerical or experimental data. We derive a simple expression for the spectrum
of fractal dimensions of isothermal turbulence and describe limitations of lognormality. The expression depends
on a single parameter: the scaling exponent of the density spectrum. We demonstrate that the pair-correlation
function of the tracer concentration has the Markov property. This implies applicability of the compressible
version of the Kraichnan turbulence model. We use the model to derive an explicit expression for the tracer pair
correlation that demonstrates their smooth transition to multifractality and confirms the transition’s mechanism.
The obtained fractal dimension explains previous numerical observations. Our results have potentially important
implications for astrophysical problems such as star formation as well as technological applications such as
supersonic combustion. As an example, we demonstrate the strong increase of planetesimal formation rate at the
transition. We prove that finiteness of internal energy implies vanishing of the sum of Lyapunov exponents in the
dissipation range. Our study leads to the question of whether the fluid density which is an active field that reacts
back on the transporting flow and the passive concentration of tracers must coincide in the steady state. This is
demonstrated to be crucial both theoretically and experimentally. The fields’ coincidence is provable at small
Mach numbers; however, at finite Mach numbers, the assumption of mixing is needed, which we demonstrate to
be not self-evident because of the possibility of self-organization.
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I. INTRODUCTION

Supersonic turbulence plays a crucial role in processes of
fundamental nature such as star formation in dense molecular
clouds and density fluctuations in the solar wind as well as
in advanced technological applications such as combustion
processes in scramjets and drag and stability of supersonically
moving bodies in the terrestrial atmosphere. This type of
turbulence differs qualitatively from its incompressible coun-
terpart due to the presence of a unique supersonic inertial
range. The velocities that characterize the turbulent eddies
in this range are larger than the speed of sound so that their
compressible and incompressible components are strongly
coupled. This causes a transition to another regime: Above a
critical Mach number (defined as the ratio of the rms velocity
of turbulence and the speed of sound), which is not much
larger than 1, the fluid density in the supersonic inertial
range becomes a singular field supported on a multifractal set.
Thus, the five fluid mechanical fields of mass, momentum,
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and energy densities are all supported on the multifractal,
producing a singular fluid mechanical problem.

The picture becomes even more convoluted and perplexing
when the compressible turbulence is seeded with passive
tracer particles. These are particles that are carried by the flow
but have no back reaction on it. Their spatial distribution can
be studied using the methods that proved successful for the in-
vestigations of the passive scalar in incompressible turbulence
[1]. Since the tracers and the gas satisfy the same continuity
equation, then it is tempting to assume that both settle on
the same structure in space, and information concerning the
latter’s spatial distribution may be inferred from following
the former. If so, then we could study the density via the
tracers, which is a great simplification. Moreover, we would
get insight in the dust-to-gas ratio of molecular clouds: When
approximating dust particles by tracers, which neglects their
inertia and other effects [2], the ratio is constant. This ratio
plays a key role in many astrophysical applications, including
absorption of light in the interstellar medium, evolution of
galactic composition and interstellar medium tracking [3]. Its
nonconstancy can have far-reaching consequences [2].

The equality of density and concentration, however, de-
serves a critical examination. The fluid density is an active
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scalar field that reacts back on the transporting flow. Many
fluid-mechanical examples of striking difference between ac-
tive and passive scalars are known; see, e.g., Refs. [1,4] and
below. Seemingly, the only (cursory) discussion of the role of
back reaction of the density on the transporting compressible
flow is found in Ref. [1]. The authors state that density
fluctuations do not grow in a statistically steady compressible
flow because the pressure provides feedback from the density
to the velocity field. This implies that the sum of Lyapunov
exponents, defined as the average logarithmic growth rate of
infinitesimal volumes of the fluid, is zero for compressible
flows. However, the authors of Ref. [5] observed numerically
a nonzero sum of Lyapunov exponents of passive tracer parti-
cles. This is despite the fact that these particles obey the same
equation of motion as the fluid particles representing the ac-
tive density. These works can be noncontradictory only if the
sums of fluid and tracer particles differ. That the difference is
possible is probably seen most easily by representing the fluid
as a collection of a large number of discrete fluid particles; see
Refs. [6,7] for smoothed particle hydrodynamics (SPH). The
particles move with the local flow velocity and interact via
their back reaction on that velocity. Particles’ configurations
are then possible that would become stable as a result of
the interaction and would not be stable for noninteracting
tracers moving with the same local flow velocity (so that
the active particles would self-organize). Thus, the tracers
would move in the flow field created by the active particles
of the fluid; however, they could detach from these particles.
The difference of the sums would hold then because of the
different stability properties of active and passive fields; cf.
Ref. [8].

The issues raised above are currently controversial and
unsolved. The assumption of the finite density and zero sum of
the Lyapunov exponents faced strong opposition from several
of our referees despite the fact that this issue is minor for
our paper (it is considered only in Sec. XI and has nothing to
do with multifractality in the supersonic inertial range, which
is the main object of our studies). Nevertheless, this made
us search for a finer formulation. We observe that the fully
resolved density field, appearing in the definition of the in-
ternal energy, cannot be multifractal since that would produce
divergence of that energy at small scales (the internal energy’s
dependence on the density incorporates the back reaction
indirectly). This does not contradict the multifractality in the
inertial range, referred to previously. That multifractality is
defined by continuation of the behavior of the density in the
supersonic inertial range, where the dissipative processes are
negligible, to indefinitely small scales. It is that continua-
tion which would produce a singular density supported on
a multifractal set. The actual density of the physical fluid is
smoothed at a dissipation scale determined by finite values
of the dissipation coefficients (the other limitation of the con-
tinuation is due to finite speed of sound). Thus, for instance,
the density is finite for the shock solutions, which is a typical
structure introduced by the compressibility. The density below
the shock width is smooth, where the width’s value depends
on the dissipation coefficients. We demonstrate in Sec. XI that
the nonfractal nature of the fully resolved density implies that
the sum of Lyapunov exponents vanishes. Our proof is done
for isothermal flow since that allows comparison with Ref. [5]

and is also most used in the applications. This proof furnishes
the conclusion of zero sum under mild assumptions of finite
internal energy and flow differentiability in the dissipation
range. We remark that for a generic flow, the sum, which is
generally nonpositive [9,10], is negative. Thus, compressible
fluid flows in this respect differ from the compressible flows
describing phase space density of dynamical systems where
the sum is generically negative [9]. Finally, we remark that
our conclusion that fully resolved density is not multifractal
must be compared with the observation of multifractality of
passive concentration done in Ref. [5]. That observation, as it
stands, is noncontradictory since the concentration is a passive
field, of which values are unrestricted by the demand of finite
internal energy. However, as above, n and ρ must then differ
in the steady state (hereafter concentration n refers to tracers
and density ρ to the fluid).

The evolution of initially different distributions of tracers
converges at large times to the same unique time-dependent
solution of the continuity equation. This solution can be called
the natural measure by analogy with time-independent flows
[9,11–13]. The convergence holds because of the mixing,
similar to the incompressible turbulence. The only difference
is that the mixing occurs on the asymptotic attractor of typical
trajectories of the tracers and not in the whole volume of the
flow.

The evolution to the natural measure holds for generic
initial conditions. Nongeneric initial conditions of measure
zero can produce other steady-state solutions of the continuity
equation [14]. The active density can be a nongeneric steady
state. This possibility can be seen by considering the famous
difference between the active vorticity w(t, x) and the passive
magnetic B(t, x) fields in incompressible turbulence [1]. If
the magnetic resistivity coincides with the fluid viscosity,
then the magnetic field obeys the same first order in time
evolution equation as the vorticity. This equation is linear
if the flow is considered as given. Thus, both w(t, x) and
B(t, x) are obtained from their respective initial conditions,
w(t = 0, x) and B(t = 0, x), by the same linear integral
transformation Bi(t, x) = ∫

Gik (t, x; x′)Bk (t = 0, x′)dx′ and
wi(t, x) = ∫

Gik (t, x; x′)wk (t = 0, x′)dx′, where Gik (t, x; x′)
is the Green’s function; see details in Subsec. XII F. This
transformation dictates unbounded growth for the magnetic
field that exerts no back reaction on the flow, which is the
so-called magnetic dynamo; see, e.g., Ref. [15]. The growth
holds for a generic initial condition. In contrast, the vorticity is
stationary even though it is given by the same transformation.
The stationarity holds because the initial condition for the vor-
ticity is nongeneric with respect to the above transformation,
which is what the zero measure initial condition is; see details
in Subsec. XII F.

The data available at present do not allow us to conclude
unequivocally whether n = ρ holds in the steady state; see
the next paragraph. The theory also falls short of resolving
the issue. Mixing of density that reacts back on the flow
demands the study of a strongly nonlinear problem, which is
probably unfeasible. It is known that in the case of mixing by
incompressible flow the back reaction changes the statistics
significantly [4]. Thus, in this work, we derive results on n
and ρ that do not depend on their equality. The theory is
mainly possible for the passive concentration which obeys
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the linear equation; cf. this with the similar situation in the
incompressible case [1]. We propose that further progress
demands numerical comparison of the statistics of n and ρ.
We provide a number of testable predictions that would help
to make the comparison and describe the subtle points that
could bring erroneous conclusions in future studies.

The currently existing numerical data, although inconclu-
sive, indicate a finite difference between the fields. Spatial
distribution of tracers for three different values of the Mach
number Ma was studied in Ref. [5]. Multifractal distribution
in the inertial range of turbulence was conclusively found at
Ma = 4.6 and thus holds also at higher Mach numbers. At
the same time, the observations of Ref. [16] revealed that the
density spectrum’s decay is faster than k−1 at Ma = 6. This
decay corresponds to nonfractal distribution in space, as we
prove in detail below (the data of Ref. [17] demonstrate that
at Ma � 7 the decay is slower than k−1 and thus the density is
multifractal). Thus, seemingly multifractality can hold earlier
in Ma for the concentration than for the density. This implies
a finite difference of n and ρ. The difference was observed
also in the simulations of Ref. [6], where it was attributed
to numerical artifacts. However, a definite conclusion needs
a purposeful comparison of n and ρ in the same flow that is
yet to be done.

In this paper, we present theoretical results that indicate
that concentration must be multifractal under the conditions of
the simulations of Ref. [16]. We demonstrate in three different
ways that if the scalings of the solenoidal and the potential
components of the velocity are approximately equal, then the
concentration is multifractal. In fact, this seems necessary:
Multifractality implies scaling, which demands scaling of
the transporting flow. This provides a simple view of the
concentration’s transition to multifractality. The scalings’ dif-
ference is of order 1 at Ma � 1 where the concentration is a
large-scale nonfractal field, which is approximately constant
in the inertial range. The Mach number’s increase closes the
scaling gaps (see, e.g., Ref. [16]), resulting in a multifractal
distribution (the Mach number at which the scalings become
identical with considered accuracy will be designated below
by Mas). This seems to be the situation of Ref. [16], where
the components’ scalings are very similar. We manage to pin-
point which properties of the flow in this situation determine
the fractal correlation dimension of the concentration. We
propose that similar properties determine the dimension of
the density and demonstrate that this explains the observed
dependence of the fractal dimension of the density on the
compressibility of the forcing [18].

We remark that the question of the difference between the
fluid density and the concentration of passively transported
particles was previously raised in Ref. [2]. In that case, how-
ever, the passively transported dust particles detach from the
carrying flow due to inertia and their concentration does not
obey the same continuity equation as the fluid density. It was
observed that dust particles form a multifractal that is more
rugged than that formed by the gas particles; see, however,
Ref. [19].

Density multifractality is a qualitative property of su-
personic compressible turbulence that holds above a crit-
ical Mach number Macr (considering the question of
whether Macr = Mas open). The phenomenological theory of

compressible turbulence existing today has been constructed
in Ref. [20] on the basis of Ref. [21]. It assumes that density
fluctuations grow at decreasing scale as a power law with
negative exponent. This growth is assumed to be self-similar
and thus governed by a single scaling exponent α which is
the fitting parameter of the theory. This assumption is true for
fractal but not multifractal support of the density. A kinetic
energy cascade has been further assumed [22], which implies
that velocity weighted by the density in power 1/3 behaves
as the velocity of incompressible turbulence. Indeed, it was
observed [16,23] that for the weighted velocity the third-order
structure function scales linearly with the distance and the
spectrum is close to the spectrum of incompressible turbu-
lence [24] if the forcing is solenoidal [25]. However, using
these assumptions, α derived from the scaling of the third-
order structure function of the velocity would be different by
about factor of 2 from that derived from the scaling of the
first-order structure function [16]. Introducing the notion of
multifractality of the density, due to which α is nonconstant
and fluctuates in space, is therefore a necessary step toward
unravelling the complex nature of supersonic turbulence.

Despite the crucial role it plays in compressible turbulence,
there is currently no consistent description of the multifractal
properties of the gas density and tracer concentration. It is
unknown what determines the critical Mach number for the
transition to multifractality and whether it is independent of
the degree of compressibility of the stirring force (univer-
sality). Moreover, the physical mechanisms that lead to the
transition to multifractality are currently not well understood.
The present work aims at filling this gap. To this end, we
present a thorough discussion of the spectrum of the multifrac-
tal dimensions of density and concentration distributions and
propose a viable method to calculate it from numerical and
experimental results. In particular, for density of isothermal
turbulence, which is characterized by a log-normal probability
distribution function, we derive an explicit expression for
the multifractal dimension spectrum that depends on a single
parameter, the exponent of the pair correlation function. In
addition, various physical processes and mechanisms that lead
to the transition to multifractality are discussed. In particular,
we show by employing a heuristic cascade model that as the
scalings of the compressive and solenoidal components of
the velocity grow closer as the Mach number is raised, the
concentration transforms from a large-scale smooth field to a
small-scale multifractal.

Carrying out the calculations that are proposed in the
current work, such as multifractal dimensions, following
Lagrangian trajectories, and examining the various mecha-
nisms that are introduced and discussed in the next sections
pose great challenges because of the essential inability to
obtain analytical solutions of the Navier-Stokes equations
(NSE) in a turbulent flow regime. We demonstrate that in fact
this is unnecessary for the study of pair correlations of tracers.
We demonstrate in Sec. VIII that the pair-correlation function
of concentration obeys a closed stationarity condition. This is
derived by considering the conservation of the pair correlation
function in the steady state, which holds at any times, at large
times. This brings simplifications. We find that the correlation
function must be invariant under the action of integral operator
whose kernel is the propagator of the interpair distance, that
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is, the transition probability for the distance between a pair of
particles separating in the supersonic inertial range. Thanks
to considering the invariance at large times, the distance has
the Markov property. Therefore, instead of the full solution
of the NSE, we can use an effective velocity whose depen-
dence on time is described by white noise. This passage is
rigorous and parallels the description of complex molecular
forces by the Langevin white-noise terms in the theory of
Brownian motion. If we further make an assumption of at
least qualitative validity of the eddy diffusivity approximation,
then we find that the propagator can be described using the
famous Kraichnan’s model [1]. We stress that this is the
model of turbulent transport valid at large times and not the
model of turbulence itself (for models of turbulence, see e.g.,
Refs. [26,27]). The modeled quantity of the NS flow is the
large-time propagator of two tracers and not the NS flow itself,
which, of course, is not a white noise in time. These are differ-
ent conceptually. We also observe the transport’s robustness:
Many properties of the transported fields hold irrespective of
the details of the transporting flow [1]. Here we employ the
compressible version of Kraichnan’s model in order to shed
light on the physical processes that participate in the transition
to multifractality. In particular, we show by detailed analytical
calculations that the simultaneous convergence of the scalings
of the compressible and solenoidal components of the velocity
to a single limit does indeed underlie the transition from a
large-scale smooth distributions to multifractal measure. Also,
we unravel the important role played by the effective attractive
force that is generated by negative velocity divergence. Thus,
the analytical calculations based on Kraichnan’s model reveal
that as the Mach number increases the number of times that
two tracers collide with each other grows until a critical Mach
number is reached, beyond which the number of collisions is
infinite (return with probability 1). The relation of this phase
transition to the phase transition of the density is yet unclear.

The transition of the tracers’ distribution within a gas to
multifractality has significance to the chemical interaction
between a fuel and an oxidant. The process rate depends
naturally on the second power of the various relevant tracers’
concentrations. Fluctuations of the latter are significantly en-
hanced due to the transition to multifractality where clusters
and filaments of practically infinite concentration are formed.
Therefore, a dramatic increase in the process rate is expected
at the transition. As an example, we demonstrate that the
transition to multifractality indeed results in a significant
decrease of the formation time of planetesimals.

Recent years have seen much research on the long-standing
problem of supersonic turbulence [2,16,23,25,28–40].
Progress was previously hampered by the lack of an exact
scaling law that would be the counterpart of the four-fifths law
of incompressible turbulence [41]. It was unclear whether the
concepts of energy cascade and approximate self-similarity
that proved indispensable in the theory of incompressible
turbulence can be extended to the compressible case
[33,35,38]. Despite progress (see the references above),
the problem is still unsolved.

Theoretical studies of how the transition to multifrac-
tality could arise from models of compressible turbulent
transport seemingly were not done before the present work.
Previous approaches to the statistics of the density relied

significantly on random shocks as elementary structures
whose superposition forms the distribution; cf. Refs. [42–45].
Here, we do not consider the derivation of the density statistics
(though we do derive fractal dimensions from log normality
of the density in isothermal case). We derive the statistics of
the concentration field, which is, however, quite similar to the
density. It might then look problematic that shocks do not
have a separate role in our approach. Thus, we stress that
our work does not imply that we rule out the possibility that
the statistics could be derived from the shocks. Rather, we
take a different approach to the same statistics for the reason
that we can provide consistent derivations. Our derivation
starts from the continuity equation and observes that pair
correlation function of the concentration (equivalent to the
usually studied spectrum) can be derived from the asymptotic
form of the transition probability of the interpair distance
at large times. This probability, which is the object of our
modeling, integrates turbulent statistics and contains shock
contributions well hidden inside its functional form. Thus,
when we use the Kraichnan model, we model the asymptotic
transition probability and not the flow. In this model, we
use it as given that the gap � of the scaling exponents of
the solenoidal and potential components closes at increasing
Ma, as indicated by the numerical observations (we can
define � as half of the difference of the scaling exponents
of the spectra of solenoidal and potential components). We
do not try to construct the theory of the gap’s dependence
on the Mach number, �(Ma). That theory is highly desirable
and would probably demand the study of contributions of
the shocks to various statistical quantities. Furthermore, our
model does not necessarily produce realizations of concen-
tration that would be similar to those in the Navier-Stokes
turbulence. (It must be told, though, that the concentration
discontinuities, known as fronts or ramp-cliff structures, exist
already in incompressible flows, which do not have shock
solutions, and the incompressible Kraichnan model [46,47].
Thus, there is little doubt that shock-type structures would
be seen in realizations of compressible Kraichnan model. For
comparison of fronts with compressible shocks, see Ref. [48].)
However, statistically, the model probably would work well,
as is clear from our observation of the Markov property. Thus,
we find it highly plausible that our derivation of the transition
to multifractality from the model captures the origin of the
transition. This approach is not so different from traditional
approaches to the phase transitions that employ Ising or other
models. In our case, we reinforce this approach by providing
a detailed phenomenological description. That demonstrates
that multifractal distribution must occur at Ma > Mas, where
the scaling exponents’ gap is negligible, because the volume
compressions scale proportionally to the changes of the in-
terparticle distances. Conversely, at Ma < Mas, where there
is no proportionality, the scaling, implied by multifractality,
cannot hold. Together, the phenomenological description and
the quantitative study of the Kraichnan model provide a
convincing picture of the transition. The estimate of Mas at
which we predict the transition agrees with the Mach numbers
at which the transition is observed. Finally, we remark that
the measurements of the transition itself and its vicinity are
yet to be done: The present data are either above or below the
transition. The rms value of the density and/or concentration
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can be used as an order parameter. That value undergoes a
strong increase over a narrow range of Ma.

We describe the organization of the text below. In the next
section, we introduce the fluid mechanical equations and their
multifractal properties. In Sec. III, we describe the elementary
process of formation of the multifractal concentration. This is
power-law growth of volumes of tracers holding at negligible
�. At large times, the volumes shrink to zero with proba-
bility 1, generating a singular distribution. We demonstrate
that the evolution of volumes occur by a cascade process.
In Sec. IV, we use mass conservation for passing from vol-
umes to concentration and describe the evolution of smooth
initial conditions to the multifractal steady state distribution.
Section V is devoted to the description of the multifractal
formalism and Rényi dimensions, whose use might simplify
the measurement of fractal dimensions. Section VI derives
the spectrum of fractal dimensions of isothermal turbulence.
The result is of high interest because many simulations of this
type of turbulence have been performed. We correct some
previous misconceptions. We introduce the cascade model
of formation of fluctuation of concentration in Sec. VII.
This model is closer to being rigorous than similar models
for incompressible turbulence [41]. Fully rigorous theory is
constructed in Sec. VIII. We derive the stationarity condition
on the pair correlation function of concentration, study when it
has power-law solutions describing multifractality, and relate
the scaling of the higher order correlation functions to the
famous zero modes [1,49]. This study is done in a model-
independent way. We use the applicability of the Chapman-
Kolmogorov equation for introducing the Kraichnan model
in Sec. IX. We derive the pair-correlation function and the
smooth transition to multifractality. We confirm by concrete
calculation the general connection between the properties
of pair dispersion in the supersonic inertial range and the
correlation dimension of the multifractal. Section X describes
the acceleration of formation of planetesimals due to the
transition to multifractality. This parallels similar acceleration
phenomenon in the rain formation [50]. The properties of the
dissipation range are considered in Sec. XI. Section XII is
devoted to the study of different arguments that could be used
for proving that in the steady state n = ρ and how they all
fall short of providing the proof. The final section summarizes
our main results and describes open questions. Some more
detailed calculations are put in the Appendixes.

II. SETTING

The continuity equations for the fluid density ρ and the
tracers’ concentration n read

∂tρ + ∇ · (ρv) = 0, ∂t n + ∇ · (nv) = 0, (1)

where v is the same transporting flow that obeys

ρ(∂tv + (v · ∇)v) = −∇p + ρa + ∇σ ′. (2)

Here, a is the (random) driving acceleration and σ ′
ik is the

viscous stress tensor. The coupling of the velocity to the
density can be the fifth energy (or entropy) equation of fluid
mechanics or the barotropic equation of state p = p(ρ) that
describes the dependence of the pressure p on ρ. The case of

isothermal fluid,

ρ(∂tv + (v · ∇)v) = −c2
s ∇ρ + ρa + ∇σ ′, (3)

where cs is constant, is of high interest because of its astro-
physical applications; see, e.g., Ref. [16] and cf. Ref. [51]. In
this case, the equations are invariant with respect to rescaling
of the density by a constant; cf. Ref. [42]. The internal energy
E is proportional to the Gibbs entropy S,

E = −c2
s S, S = −

∫
ρ ln ρdx = −〈ρ ln ρ〉. (4)

The entropy’s properties imply that E is minimal at the state
of constant density ρ = 1, where it is zero [10].

We consider stationary homogeneous turbulence. The
equations can be characterized by the dimensionless Reynolds
number Re = UL/ν and the Mach number Ma = U/cs. Here,
U is the rms of the flow where the mean flow is assumed to
be zero, L is the scale of the stirring force, ν is the kinematic
viscosity, and cs is the speed of sound. The Reynolds number
is assumed to be large. We use units where the volume
of the flow is 1 and also 〈ρ〉 = 〈n〉 = 1. Here and below,
angular brackets stand for spatial averaging. Thus, ρ and n
are normalized dimensionless non-negative functions. This
allows us to consider them as probability density functions,
which is useful sometimes.

An explicit formula for density or concentration via v can
be provided. These fields evolve due to the combined action
of convection, causing the mixing and volume compression or
rarefaction. This is described by the solution of the continuity
equation,

ρ(t, q(t, x)) = ρ(x) exp

(
−

∫ t

0
w(t ′, q(t ′, x))dt ′

)
, (5)

where t > 0 or t < 0; w(t, x) = ∇ · v(t, x); q(t, x) are La-
grangian trajectories labeled by their t = 0 positions,

∂t q(t, x) = v(t, q(t, x)), q(0, x) = x. (6)

Here and below, we use the notation ρ(x) ≡ ρ(0, x). The
mixing in Eq. (5) is described by the spatial proximity of
q(t, x) for x from space regions with very different ρ(x).
The compression is described by the exponential factor. An
identical formula holds for the concentration.

We define the supersonic inertial range of scales which is
of main interest in this paper. Turbulence is excited at scale L,
which is the characteristic scale of acceleration a in Eq. (2).
It is assumed that the rms velocity at scale L is larger than
the speed of sound. The flow instabilities generate fluctuations
(eddies) of velocity and density with scales smaller than L.
The characteristic velocity of the eddies decreases, becoming
of the order of the speed of sound at the sonic scale ls.
Turbulence below ls behaves as a low-Mach-number quasi-
incompressible turbulence with almost uniform density in the
inertial range [2]. In some cases, the dissipative scale ld ,
defined by the condition that the local (defined with velocity
of eddies with this scale [41]) Reynolds number is of order 1,
is larger or comparable with ls (in simulations ls ∼ ld holds
often [16]). Thus, we define η = max[ls, ld ]. Then, the range
of scales between η and L defines the supersonic inertial
range. Turbulent eddies with a characteristic scale in this
range are weakly influenced by viscosity and are supersonic.
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Multifractality of ρ and n holds in the supersonic inertial
range, showing that in the steady state

〈
ρk

r

〉 ∼
(

L

r

)ζ (k)

,
〈
nk

r

〉 ∼
(

L

r

)ζ̃ (k)

; η � r � L, (7)

where the angular brackets stand for the usual spatial averages
(which use is more standard here than the averages over the
stationary measure; see the discussion later). These properties
are formulated for the coarse-grained fields, where for any
function F (x) we define

Fl (x) ≡ 3

4π l3

∫
|x−x′|<l

F (x′)dx′. (8)

The fluctuations below η are smoothed by the effective incom-
pressibility of the flow there or the dissipation. It will be often
useful to consider the limit η → 0, similar to the use of ν → 0
limit in the study of incompressible turbulence [41].

We remark that having a large supersonic inertial range,
L 
 η, does not necessarily imply that Ma 
 1. Indeed, if
we denote the scaling exponent of the velocity in this range
by χ , then the sonic scale is determined by the condition
(L/ls)χ ∼ Ma so that L/ls ∼ Ma1/χ . For instance, for Kol-
mogorov scaling χ = 1/3, we would have cubic growth of
L/ls with Ma. The real growth is slower because of deviations
from the Kolmogorov scaling and must by roughly quadratic
using χ from Ref. [16]. Thus, the supersonic inertial range
may be well defined already at Ma � 4–5.

III. DEVELOPMENT OF MULTIFRACTALITY:
EVOLUTION OF VOLUMES

In this section, we consider the elementary process of
development of multifractality in supersonic turbulence. This
is the growth of volumes of tracers in the supersonic inertial
range starting from initially spherical shape. The concentra-
tion, which by mass conservation is inversely proportional to
the volume, is inferred from the volumes in later sections.
We demonstrate that if the solenoidal and the potential com-
ponents of the flow scale similarly, then the volumes obey
a power-law dependence on the time that is associated with
formation of a multifractal structure in space. This has a
remarkable implication that in the limit of infinite evolution
time the volumes decay to zero with probability 1. Thus, in the
steady state the mass concentrates on a set with zero volume.
This is the singularity characterizing multifractal distributions
(we stress that the fluid itself remains a continuum; this is
only an effective description of the supersonic inertial range).
This decay does not contradict the conservation of the total
volume since the decay is strongly nonuniform in space
(intermittency). At any, however large but finite, time there
are volumes that expanded, providing for the constant total
volume.

We demonstrate that the concept of the sum of Lyapunov
exponents can be generalized to the inertial range using a
logarithmic time variable. The consideration parallels the
consideration of similar facts in smooth flows [1,52], from
which review we start. The considerations of this section are
mostly phenomenological as in the Richardson law or many
other considerations of turbulence. Precise calculations can

be done in the frame of the Kraichnan model; see Ref. [1]
and below.

A. Introduction: Volumes in smooth flows

We consider behavior of tracers in a generic compressible
smooth flow. The smooth flow is mostly not the object of
the study of this paper and it is studied here as a known
case from which the notions will be transferred to the case
of interest. The smooth flow can be a flow of a chaotic
system or, in the case of turbulence, the flow below the
dissipation scale, similar to the flow below the Kolmogorov
scale of incompressible turbulence [41]. We observe that very
generally the tracers are attracted to regions with negative
divergence. This is because the flux of the particles to any
region is proportional to the integral over the region’s surface∫

v · dS that equals the volume integral
∫ ∇ · vdx. Thus,

there is an effective attraction of particles that move to the
same regions of the flow. This attraction causes shrinking of
volumes of particles to zero and formation of multifractal.
This conclusion is rigorously proved as the statement that
infinitesimal volumes of the fluid particles decay to zero with
probability one; see Refs. [9,10] and Appendix A, where the
proof is reproduced (the case with anticorrelations causing
the sum to vanish is nongeneric and is not considered here).
The decay is exponential and its exponent defines the sum of
the Lyapunov exponents

∑3
i=1 λi; see the next paragraph. How

general this conclusion is can be understood by recasting it as
a form of the second law of thermodynamics, which in this
case is deduced from the microscopic description [10,53].

The evolution of an infinitesimal volume Vs(t, x) of tracers
initially located near x is determined by the Jacobian of the
Lagrangian mapping defined in Eq. (6),

ln Vs(t, x) ∝ ln det
∂q(t, x)

∂x
=

∫ t

0
w(t ′, q(t ′, x))dt ′, (9)

where the subscript stands for smooth. There is a property of
the evolution that is described by the time average of the type
considered in the ergodic theorem [12,13]. This defines

3∑
i=1

λi ≡ lim
t→∞

1

t
ln det

∂q(t, x)

∂x

= lim
t→∞

1

t

∫ t

0
w(t ′, q(t ′, x))dt ′. (10)

The limit by the ergodic theorem is independent of x with
exception of a nonempty set  of x with zero total vol-
ume. The nonemptiness here is necessary. The space-averaged
Jacobian 〈Vs(t, x)〉 is a time-independent quantity equal to
1 due to the conservation of the total volume. At the same
time, for a generic flow with

∑3
i=1 λi < 0, Eq. (10) implies

exponential decay of volumes with probability 1. The expo-
nential decay and 〈Vs(t, x)〉 = 1 are noncontradictory since
the convergence of the limit in Eq. (10) is strongly nonuni-
form. Thus, for each x in Eq. (10) we could define time
t∗(x) as the smallest time beyond which t−1 ln det ∇q(t, x)
is within an ε neighborhood of

∑3
i=1 λi. Spatial distribution

of t∗(x, ε) is highly intermittent since points in vicinity of 

produce arbitrarily large values of t∗. This is a consequence of
continuity of det ∇q(t, x) at any finite t . The issuing statistics
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of the volumes can be described assuming that w(t, q(t, x))
has a finite correlation time τc. This assumption holds for
turbulent flows and is also true for many nonrandom chaotic
flows described by the ergodic theory [12,13]. At times much
larger than the correlation time of w(t, q(t, x)), the integral in
Eq. (10) is roughly a sum of a large number ∼t/τs of indepen-
dent random variables (as seen by decomposing the integral
into the sum of contributions of intervals with length ∼τc).
Its cumulants grow linearly with time and we find, using the
cumulant expansion theorem,〈

V k
s (t )

〉 ∼ exp[γ (k)t], (11)

that holds for space averages at large times [1,54]. Hölder’s
inequality implies that γ (k) is a convex function. Besides
the trivial zero at k = 0, this function has also a zero at
k = 1 because this moment gives the conserved total volume
of the flow [53]. Thus, if γ (k) is not degenerate, we have
γ (k) < 0 for 0 < k < 1 and γ (k) > 0 otherwise. This implies
γ ′(0) < 0, which agrees with the previously stated negativity
of the sum. In fact, it is readily seen from Eqs. (9)–(11) that
γ ′(0) = ∑3

i=1 λi. Writing the moments of Vs with the help of
the PDF P(σs, t ) of σs = ln Vs(t )/t ,

〈
V k

s (t )
〉 ≡

∫
P(σs, t ) exp(ktσs)dσs ∼ exp[γ (k)t], (12)

can be considered as an equation for P(σs, t ). Its solution is
given by [55]

P ∼ exp [−tS(σs)], max
x

[kx − S(x)] = γ (k), (13)

where S(x) is called the large deviations or rate function. This
function is the Legendre transform of the convex function
γ (k) and thus also convex. It is readily seen by considering
γ (0) and γ ′(0) via S(x) that the rate function is non-negative
and has a unique minimum of zero taken at x = γ ′(0) =∑3

i=1 λi. These conclusions could also be obtained directly
from Eq. (9); see Refs. [1,52].

It is seen from Eq. (13) using the properties of S(x) that the
limiting distribution P(σs, t → ∞) is δ(σs − ∑3

i=1 λi ). This
reproduces Eq. (10): We have

lim
t→∞

ln Vs(t, x)

t
= γ ′(0) =

3∑
i=1

λi < 0, (14)

with probability 1. In application to real volumes with small
but finite size, the limit above can be used only as long as the
largest linear size of Vs is smaller than the smoothness scale
of the flow (that is the scale below which velocity difference
is well described by Taylor series).

We reach the conclusion that in the nondegenerate case of∑3
i=1 λi < 0 infinitesimal volumes decay to 0 with probability

1; cf. the discussion of Eqs. (9)–(11). This is how one can
see that at large times the particles accumulate on a set with
zero volume (the strange attractor) in the case of smooth
dynamics. It is impressive that this conclusion is so general.
It uses smoothness, finite correlation time [that underlies the
exponential behavior of the moments in Eq. (11)], the assump-
tion that γ (k) is not identically zero, and volume conservation
γ (1) = 0.

B. Self-similar flow in the supersonic inertial range

Remarkably, if the velocity is self-similar, which neglect-
ing intermittency is the case of equal scaling of the solenoidal
and potential components, then there is a counterpart of the
above consideration in the supersonic inertial range. In this
case, the volumes Vl (t, x) of tracers which occupy at t = 0 a
ball of radius l centered at x have in logarithmic time variable
behavior similar to Vs(t, x) in the smooth case. The flow’s
self-similarity implies power-law behavior of the volumes,〈

V k
l (t )

〉 ∼ tγ1(k), (15)

where γ1(k) has behavior similar to γ (k) in the smooth case.
This behavior implies that volumes in the inertial range decay
with probability 1,

lim
t→∞

ln Vl (t, x)

ln t
= γ ′

1(0) < 0, (16)

which implies the development of the multifractal distribu-
tion. The rest of this section is devoted to developing a detailed
physical picture of Eq. (15).

The self-similarity of the flow holds above a critical Mach
number Mas, where the subscript stands for scaling. This
number is defined by the condition that the scaling of the
solenoidal, vs(x, t ), and potential, vp(x, t ), components of
the velocity is approximately equal at Ma > Mas. Thus, for
instance, for a second-order structure function of the compo-
nents, we have

〈(vs(x) − vs(0))2〉 ∼ xχ2 ,
(17)

〈(vp(x) − vp(0))2〉 ∼ xχ2+�2 ,

where �2 � χ2. At small Mach numbers, �2 is comparable
with χ2; however, as the Mach number increases, the gap be-
tween the components’ scalings closes. The scaling exponents
of vs and vp differ by less than 10% already for Ma of order
1 [16]. Apparently, the scalings differ at all Ma (so �2 is
never 0); however, the difference decreases with Ma becoming
negligible at Ma > Mas. It would be highly desirable to have
numerical data for the dependence of χ2 and �2 on the
Mach number and the compressibility of the forcing, at least
in the range 1 � Ma � 10. Experimental measurements in
molecular clouds provide the transverse structure function
[56], which could be fit by a sum of two power laws for
deriving χ2 and �2.

The critical number Mas is not defined sharply since it
depends on the desired accuracy. For our purposes, the cri-
terion is that at the considered scale L/l raised in the power of
characteristic difference of scalings �2 is approximately 1. If
this condition holds, then the pair-correlation function of the
concentration of tracers approximately obeys a power law; see
below.

We consider the behavior of Vl (t, x), where l is assumed to
belong to the supersonic inertial range, η � l � L. We have

∂tVl =
∫

∂Vl (t )
v · dS=

∫
Vl (t )

w(t, x)dx, (18)

where ∂Vl (t ) is the boundary of the volume at time t and
dS is the surface element vector. We consider Ma > Mas,
where the velocity in the supersonic inertial range obeys
scaling rσ , where 0 < σ < 1. (Here we neglect intermittency.
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There is no unique scaling exponent at Ma > Mas besides
at Ma � 1 where the contribution of vp into the scaling is
negligible.) As will be discussed at length below, the flow
scaling implies that at large times the moments obey Eq. (15),
where γ1(k) are independent of l (here and below we do
not write the dimensional factors that are irrelevant for the
result). We find, similarly to the smooth case considered in
the beginning of the section, that γ1(k) in Eq. (15) is a convex
function that has two zeros at k = 0 and k = 1 and is negative
for 0 < k < 1 and positive otherwise. We observe that this
function is nonlinear, so that the growth of the volumes is not
self-similar despite the self-similarity of the transporting flow
(we neglect intermittency for the moment). This reminds us of
the solved case of the transport by incompressible self-similar
flow (see the review [1]), where the statistics of the tracers is
not self-similar despite the flow’s self-similarity. We describe
the origin of the breakdown of the self-similarity in our case.

Richardson’s law for the inertial range growth of separation
between two tracers in incompressible turbulence [1] states
that R2(t ) − R2(0) ∼ t3. A similar law holds for compressible
turbulence. Using the consideration identical with that of
Ref. [1] for incompressible turbulent flow with exponent σ ,
we find

R1−σ (t ) − R1−σ (0) ∼ t, (19)

which reproduces Richardson’s law for the Kolmogorov scal-
ing σ = 1/3. The separation is independent of R(0) at large t ,
where we can drop R1−σ (0) in the left-hand side. Disregarding
the intermittency, the evolution of the PDF of R(t ) must be
self-similar at those times [1].

We observe that tracers with infinitesimally small initial
separation R(0) separate by a finite distance in a finite time
which is the so-called explosive separation. This type of
separation is typical in rough flows where the velocity scaling
exponent σ is smaller than 1 [57]. Due to the roughness,
infinitely fine details of the shape develop in a finite time.
At larger times, the shape, which can be defined by rescaling
Vl (t ) to unit volume, is statistically stationary and multifractal,
in complete similarity with the incompressible case [1]. Thus,
the volume develops a complex multifractal form spread over
a large range of spatial scales in a finite time. It is at these
times that Eq. (15) holds.

The development of a stationary multifractal boundary in
the incompressible rough turbulent flow is a property that has
been known phenomenologically for some time [58]. There
is nothing in the argumentation that depends strongly on the
incompressibility and a similar fact must hold for compress-
ible rough self-similar flow. The theoretical arguments can be
seen from the studies of geometry of the configuration of N
particles by taking N → ∞ limit [1]. It is seen that the argu-
ments for the evolution of the interparticle distances brought
there for incompressible flow can be generalized to the com-
pressible self-similar flow, similarly to the generalization of
Richardson’s law in Eq. (19). We will not attempt to provide
here the full details since this section is phenomenological.
However, the described multifractality of the shape seems
inevitable in the light of the above studies.

The evolution of the volume simplifies at times when the
shape is stationary. The volume at a later time is obtained
by rescaling all lengths of the volume at an earlier time with

a magnifying factor. The fine details of the volume change,
however, are statistically stationary. The growth can be de-
scribed by using the following order of magnitude estimate
for the integral in Eq. (18),

∂tVl =
∫

∂Vl (t )
v · dS∼ |δvp(l (t ))|A(l (t )), (20)

where only velocity differences of the potential component
appear since the sweeping by eddies with large scales does
not change the volume. We do not distinguish between the
velocity and its potential component in the scaling estimates
below using the self-similarity assumption. The scale l (t ) is
the typical linear size of the volume that could be defined
as the gyration radius. After transients, that size obeys l (t ) ∼
t1/(1−σ ); see Eq. (19) so that |δv(l (t ))| ∼ lσ (t ) ∼ tσ/(1−σ ). The
growth is not self-similar because of the multifractality of the
volume’s shape that causes nontrivial dependence of moments
of A(l ) on l . We can write A(l ) ∼ lδ , where δ fluctuates due
to the multifractality and typically obeys 2 < δ < 3. We find
A(l (t )) ∼ t δ/(1−σ ), which use in Eq. (20) gives that

dVl

dt
∼ t (σ+δ)/(1−σ ); Vl (t ) ∼ t (1+δ)/(1−σ ). (21)

Thus, the growth of the volume depends on both the scaling
of velocity, described by the constant σ , as well as on the
strength of the volume multifractality, described by the fluc-
tuating exponent δ. The volume grows faster as the fractality
or δ is higher, because stronger fractality leaves the volume
with more area to grow through. Similarly, the growth is faster
for rougher flow (smaller σ ). Nonlinearity of γ1(k) results
from averaging powers of Vl (t ) in Eq. (21) over δ. Similar
considerations hold for time-reversed motion of the tracers so
we can introduce the scaling functions γi(k),

〈V k (t )〉 ∼ tγ1(k), t > 0, 〈V k (t )〉 ∼ |t |γ2(k), t < 0; (22)

cf. Eq. (23). The functions γ1(k) and γ2(k) differ because the
flow statistics is not time reversible [1].

We consider how the flow intermittency changes the above
consideration. The velocity scaling exponent σ is no longer
constant. It changes in space; see, e.g., the multifractal model
[41]. This implies the breakdown of self-similarity for the
growth of R(t ). That can be described by the nontrivial
scaling exponent function γ̃ (k) that describes the growth of
the moments at large times,

〈Rk (t )〉 ∼ t γ̃ (k), (23)

where at negligible intermittency (that depends on the
Reynolds number) γ̃ (k) = k/(1 − σ ); see Ref. [59] and ref-
erences therein for observations of nonlinearity. The inter-
mittency causes fluctuations of σ in Vl (t ) in Eq. (21) and
also changes the statistics of fluctuations of δ. All these
fluctuations enter the final form of γi(k) in Eqs. (22).

We observe that Eq. (15) is Eq. (11) in logarithmic time
variable. Thus, we can simply use ln t instead of t in the
expressions for smooth case for the study of the PDF. We
introduce the random variable

xl (t, x) = ln Vl (t, x)

ln t
, Vl (t, x) = t xl (t,x). (24)
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The variable xl describes the scaling of Vl with time and its
dependence on the realization. In the phenomenological ap-
proach of Eq. (21), this variable is (1 + δ)/(1 − σ ), corrected
by the l-dependent prefactor that is irrelevant asymptotically.
The PDF P(xl , t ) of xl (t ) obeys

〈
V k

l (t )
〉 ≡

∫
P(xl , t )t kxl dxl ∼ tγ1(k); (25)

cf. Eq. (12). This equation occurs in the theory of fractal
dimensions; see Ref. [55] and below. Its solution is

P(xl , t ) ∼ t−S1(xl ), (26)

where S1 is the Legendre transform of γ1. This formula is what
we would find by using in the formulas of the smooth case ln t
instead of t . Similarly to the smooth case, S1(x) has a unique
maximum of zero at x = γ ′

1(0). Thus, γ ′
1(0) can be considered

as the counterpart of the sum of Lyapunov exponents in the
inertial range (in contrast with the sum, it is dimensionless).
In the limit of t → ∞ the PDF becomes δ(xl − γ ′

1(0)). We
reach the conclusion that volumes in the inertial range decay
with probability one as described by Eq. (16). This conclusion
is of the same level of generality as for the smooth flows and
constitutes one of the central results of this section. Volumes
of tracers decay at Ma > Mas with probability 1 (which does
not contradict conservation of 〈Vl〉 or growth of 〈V 2

l 〉; cf.
the similar fact for the smooth flow). The volumes’ decay
implies that the steady-state concentration is singular, as in
the nondegenerate smooth case with

∑3
i=1 λi < 0. Conversely,

if Ma < Mas, then the scalings of the velocity components
differ and the correlation functions of the concentration do not
obey scaling as necessary for the multifractality. We conclude
that the transition of tracers to multifractality occurs at Mas.
This conclusion will be also obtained differently later.

We remark that the described behavior of Vl can be used as
long as the relevant linear dimensions belong to the supersonic
inertial range. Our consideration describes the volumes of
the tracers and does not imply that the fluid volumes would
also decay at Ma > Mas (of course, the fluid fills the whole
volume of the flow and the volumes’ decay here is referred
only as the asymptotic property of the inertial range). This
is because of the volumes’ back reaction on the transport-
ing flow: The volumes resist compression; see the detailed
discussion of the possible difference of the behavior of the
tracer and fluid particles below. Should the difference hold, the
transition to the multifractality would occur for the density at
Macr > Mas. It would happen on further increase of Ma since
increased compressibility brings increased effective attraction
between the fluid particles that would eventually overcome the
resistance.

C. Cascade picture of volume growth

Here we give a more detailed, cascade picture of growth of
volumes. Similar to the traditional use of the cascade pictures
in turbulence [41], we consider the volume evolution as a
sequence of steps. At each step, the characteristic linear size
l of the volume changes by a factor of order 1. This change
is determined by turbulent eddies with size of order l . The
locality of interactions [41] implies that changes at different

steps are approximately independent. In contrast to the usual
cascade models, this one allows an almost rigorous derivation.

We rewrite Eq. (18), which is valid at both positive and
negative t , in the form

d ln Vl

dt
=

∫
Vl (t )

w(t, x)
dx

Vl (t )
, (27)

that demonstrates that the logarithmic rate of growth of the
volume is given by the velocity divergence coarse grained over
that volume. We consider the long-time asymptotic regime
where the statistics of the shape of Vl (t ) is time indepen-
dent; see the discussion after Eq. (15). The coarse-grained
divergence has a nontrivial scaling in l (t ) with realization-
dependent scaling exponent. We assume that the correla-
tion time of variations of the coarse-grained divergence is
determined uniquely by l (t ) and denote this time by τl (t ).
Assuming that the difference of the scaling exponents of the
solenoidal and potential components can be neglected, we find
that τl scales inversely proportionally to

∫
w(t, x)dx/Vl (t ).

This timescale is imposed by the convective term of the
Navier-Stokes equation, ∂tv ∼ (v · ∇)v, in the same way as
the timescale l/δvl of eddies with scale l and characteristic
velocity difference l/δvl ; see Ref. [41]. Thus, the dimension-
less random variable,

κl =τl

∫
Vl

w(x)
dx
Vl

, (28)

has distribution which is independent of l and Vl (and time).
This key observation does not neglect intermittency because
it includes the possibility of fluctuations of the scaling expo-
nents of the flow divergence coarse grained over Vl (t ). The
time τl scales in l so that characteristic linear size of the
volume l (t ) increases within time τl (t ) by an l-independent
fluctuating factor p > 1 which is of order 1. We find by
integration of Eq. (27),

ln

(
Vl (t )

Vl (0)

)
=

∫ t

0
dt ′

∫
Vl (t ′ )

w(t ′, x)
dx

Vl (t ′)
≈

N (t )∑
i=1

κi, (29)

where N (t ) is determined by the condition that the product of
N (t ) independent scale increase factors pi at the ith step of the
cascade gives l (t ),

l

〈
N (t )∏
i=1

pi

〉
=〈l (t )〉 ∝ t1/(1−σ ), N (t )= log〈p〉

〈l (t )〉
l

. (30)

Thus, N (t ) has logarithmic behavior in time t . We observe
that since intermittency is not disregarded then the velocity
scaling exponent σ is not defined uniquely. It is the law
〈l (t )〉 ∝ t1/(1−σ ) that provides the unique definition in our
consideration. The random variables κi are independent iden-
tically distributed random variables so that〈

V k
l (t )

V k
l (0)

〉
∼〈exp (kκ )〉N (t ) ∼ (〈p〉N (t ) )log〈p〉 〈exp (kκ )〉. (31)

We conclude that

〈
V k

l (t )
〉∼V k

l (0)

( 〈l (t )〉
l

)log〈p〉 〈exp (kκ )〉
, (32)
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which yields γ1(k) in Eq. (22) as

〈
V k

l (t )
〉∼V k

l (0)tγ1(k), γ1(k) = log〈p〉 〈exp (kκ )〉
1 − σ

. (33)

This derivation provides a “microscopic” view of what forms
γ1(k). The formula becomes transparent if we neglect fluctua-
tions of p and κ using 〈p〉 instead of p and some characteristic
constant value κ . We would have then, using that in one step
of the cascade the volume increases by factor of exp(κ ), that

l〈p〉N (t ) = 〈l (t )〉, Vl (t ) ∼ Vl (0) exp[N (t )κ], (34)

which is equivalent to Eq. (32).
The power law for the volume growth given by Eq. (33) is

similar to the Richardson law; however, there is a significant
difference. The volume is proportional to the initial volume
and in the limit of zero Vl (0) we find that 〈V k

l (t )〉 also tends to
zero. Thus, in contrast with the Richardson law, the volume
growth is not explosive. This could seem to contradict the
observations of growing volume of initial “points” (small balls
with radius in the inertial range) in incompressible turbulence
[1,57]. However, that growth is due to finite resolution scale:
The infinitely resolved volumes are conserved by incom-
pressibility. The proportionality of Vl (t ) to Vl (0) seems to be
necessary for consistency of formulas for concentration; see
Eq. (35) and the next section.

We observe that the power-law behavior originates in the l
independence of the statistics of κl in Eq. (28). If the scalings
of the solenoidal and potential components do not agree then,
since τl is determined by the solenoidal component of the
flow, κl is l dependent. The volume growth does not obey
then a power law. This introduces the condition Ma > Mas

in Eq. (15).

IV. FROM VOLUMES TO CONCENTRATION

In this section, we consider the buildup of large multifractal
fluctuations of the concentration in the steady state from a
smooth initial distribution modeled as a constant. This pro-
cess is described in terms of the growth of the moments of
the coarse-grained concentration. This type of evolution can
occur, for instance, when there is an externally caused influx
of dust particles into a molecular cloud which is in a regime
of stationary compressible turbulence. The influx prepares
an initial condition for the continuity equation. We assume
diluteness so the evolution of concentration of the injected
dust particles is independent of other dust that may already
be present in the cloud.

We set the initial condition n(t ) = 1 at a time t < 0 and
study the evolution of concentration at time zero n(x|t ). Thus,
the second argument of n(x|t ) is the time of setting the initial
condition. The dependence on this time is studied when the
moment of observation, taken to be zero, is fixed. The relax-
ation of n(x|t ) at increasing |t | to the stationary distribution
is characterized by the growth of the moments of the coarse-
grained concentration nl (x|t ) where the coarse-graining scale
l belongs to the supersonic inertial range; see the definition of
notations in Eq. (8). In numerical simulations, this setup can
be realized by generating a stationary compressible turbulence
with simulations of the Navier-Stokes equations starting from
some negative time so that the steady state is reached by the

time t . Then tracers are distributed uniformly over the volume
of the flow at time t and their spatial distribution at time
zero n(x|t ) is studied. In other words, we study the time-zero
concentration of tracers that are at time t distributed uniformly
over a stationary turbulent flow that by itself exists from very
large negative times.

The moments 〈nk
l (x|t )〉 grow starting from

〈nk
l (t = 0, x)〉 = 1 and ending at |t | → ∞ with the much

larger steady-state values given by Eq. (7). We observe that
the mass conservation means that the mass 4π l3nl (x|t )/3
equals Vl (t, x), where Vl (t, x) was defined in the previous
section. Indeed, the trajectories of all tracers located inside
Vl (t ) converge inside the ball of radius l at time zero and the
total mass of these tracers is Vl (t ) because of n(t ) = 1. We
find

〈
nk

l (x|t )
〉 =

〈
V k

l (t )
〉

(4π l3/3)k
∼ |t |γ2(k), (35)

where we used Eq. (22). This law holds at large |t | as long
as the typical linear size of Vl (t ) [similar to l (t ) in the
consideration above] remains much smaller than L. This law
could be more accessible for experimental tests than directly
Eq. (22).

The growth of Vl (t ) with t stops when a relevant size
of Vl (t ) becomes comparable with L. This size is defined
by the condition that the volume extends so much beyond
the spatial correlation length L of the velocity divergence
that the divergence throughout the volume can be considered
as uncorrelated. Then the divergence’s average over Vl (t )
is small and no further growth of the volume occurs; see
Eq. (27). We designate the (negative) time when this relevant
size becomes comparable with L by t∗. The precise definition
is not necessary here; we will only use that this time scales
with L because the distances’ evolution obeys a power law in
time. At negative times smaller than t∗, the volume would not
grow much more; cf. Ref. [53]. The time t∗ depends on the
order of the moment so we introduce t∗(k) as the time beyond
which the moment of order k stops growing. We find that in
the steady state

〈
nk

l (x|t )
〉 ∼ |t∗(k)|γ2(k) ∼

(
L

l

)ζ̃ (k)

, (36)

where ζ̃ (k) includes both γ2(k) and the k dependence of t∗(k).
We introduced l for dimensional reasons as the only scale
from which a dimensionless quantity can be formed with
L. Similar consideration for the smooth case was performed
in Ref. [53]. The consideration gives insight in the factors
constituting ζ̃ (k) in Eq. (7).

V. HENTSCHEL-PROCACCIA AND RÉNYI DIMENSIONS

In this section, we review the definitions of the generalized
fractal dimensions and provide the multifractal formalism.
This is done to fill the gap in the literature on compress-
ible turbulence and demonstrate that many facts that hold
for multifractal attractors of smooth chaotic systems can be
transferred without change to multifractals formed by non-
differentiable rough flow in the inertial range. For instance,
for fractals formed by a smooth flow, the local dimension
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is constant almost everywhere, that is, except for points that
carry zero total mass [60]. This is true also in our case.
Another reason is introducing the less used Rényi dimensions
as a tool for studying the density. These overcome many
problems in measurement.

When density and concentration fields are considered in
the supersonic inertial range (that is, when these fields are
coarse grained over a scale in the range), they manifest multi-
fractality above Macr and Mas, respectively (for the purpose of
this section, the origin of these numbers and whether they are
equal is irrelevant). For simpler notation, we will consider the
density and concentration fields in the formal limit of η → 0,
having in mind the inertial range at the intermediate range
between η and L. In other words, the behavior of ρr and nr

that holds for ls � r � L is continued to however small r.
The limiting fields are singular with support on a multifractal
set in space (in contrast, the fully resolved density is finite;
see Sec. XI). This set has zero volume, so the probability
of hitting it with a point is zero. The values of the density
or the concentration are therefore either zero or infinite, so
that the fields somewhat resemble δ functions: They vanish
almost everywhere but have finite integral. However, the set
on which the fields are infinite is much more complex than
a point. For studying the distribution quantitatively, one must
therefore consider a finite physical quantity. This is provided
by the total fluid mass in a ball of radius l ,

ml (t, x) =
∫

|x′−x|�l
ρ(t, x′)dx′ = 4π l3ρl (t, x)

3
, (37)

which is considered as a function of center’ position x and
defines the coarse-grained density over scale l , ρl (t, x). Our
considerations here are formulated in terms of the fluid density
ρ but apply equally well to the tracers’ concentration n. For
smooth distributions, the knowledge of the limiting behavior
of ml (x) at small l is equivalent to the density. However, for
nonsmooth distributions, there is no well-defined density (the
limit is either zero or infinite) and we operate directly with
ml (x). The multifractality property is the statement of the
existence of the limits,

lim
l→0

lim
η→0

ln ml (t, x)

ln(l/L)
=d (t, x), ml (t, x)∼

(
l

L

)d (t,x)

, (38)

for x belonging to the multifractal; see, e.g., Refs. [60,61].
Here, for transparency, we write explicitly the limit of zero η.
This limit is taken before the limit of zero l and the order
of limits is significant. If we took first l to zero and then
η to zero, we would find d (t, x) = 3 for all spatial points x
because the density is a smooth field at finite η. For x outside
the multifractal, the mass ml (t, x) is zero in the limit of l → 0
taken after η → 0. (There are points of the multifractal for
which the limit in Eq. (38) does not exist; however, these
points give zero contribution to the relevant moments of mass.
See Ref. [60] and below.) The counterpart of d (t, x) and the
multifractal support of the concentration may be different but
the line of consideration here and below is identical with the
density.

We observe that for a one-dimensional curve, two-
dimensional surface, and three-dimensional continuum,
ml has linear, quadratic, and cubic dependencies on l ,

respectively. Thus, d (t, x) defines a local dimension of the
multifractal. The field of dimensions d (t, x) is statistically sta-
tionary. For homogeneous fractals, this field is constant on the
fractal but not for multifractals. However, it is true that d (x)
is “almost” constant [60]. We transfer the proof from smooth
systems for demonstrating this. The fluctuations of d (x) in
space are studied by considering dl (x) = ln ml (x)/ ln(l/L) at
arbitrarily small but finite l/L. The single-point probability
density function (PDF) P(dl ) of dl (x) is defined by

P(dl )=
∫

δ

(
ln ml (x)

ln(l/L)
−dl

)
ρ(x)dx. (39)

The presence of ρ(x) in the averaging guarantees that only
points x in the multifractal count so that ml (x) �= 0. The PDF
obeys∫

mk
l (x)ρ(x)dx =

∫ (
l

L

)kd

P(dl )ddl ∼
(

l

L

)ξ (k)

, (40)

where ξ (k) is the scaling exponent of the kth moment. The
Hölder’s inequality 〈m(1−α)x+αy

l ρ〉 � 〈mx
l ρ〉1−α〈my

l ρ〉α (recall
that the angular brackets stand for spatial averaging) implies
that ξ (k) considered as a function of k is a concave function.
The scaling of the moments given by Eq. (40) implies that
P(dl ) obeys the asymptotic form [49,55,60,62],

P(dl ) ∼
(

L

l

)S(dl )

, (41)

where S(dl ) is the rate function. This function is similar to
that introduced in the time domain in the previous sections,
and it is considered similarly. Carrying out now the inte-
gral in Eq. (40) by the saddle-point method, we obtain that
ξ (k) = mindl [kdl − S(dl )]. We find that S(dl ) is concave and
nonpositive and has a unique maximum of zero. We denote the
value for which that maximum is attained by D(1). The PDF
P(dl ) becomes δ(dl − D(1)) in the limit l → 0. We conclude
that d (t, x) = D(1) for all the points x on the multifractal
except those that do not contribute to P(dl ) in Eq. (39) at
l → 0 and thus have zero total mass. The points x for which
d (t, x) �= D(1) are thus very “dilute” in space. They form
zero mass set inside the zero volume multifractal. Still, they
are not negligible because they are dense in the multifractal.
Thus, however small the ball of radius l is considered, we still
cannot set ml (x) ∼ lD(1) for x obeying d (t, x) = D(1). This
is because the ball contains points with d (t, x) �= D(1) due to
which ml (x) ∼ lD(1) fails; see Ref. [60] and below.

We stress that Eq. (41) relies on the scaling of the moments
only. Thus, though it is derived originally for smooth chaotic
systems [49,55,60,62], it holds in our case of rough velocity
as well. It proves that the property that d (x) = D(1) holds for
all x but those which have zero mass also characterizes the
considered rough velocity case. The function S(d ) represents
the rate of decrease with l of the fraction of the multifractal
on which dl (x) �= D(1).

The multifractal nature of the distribution can be described
by using the Hentschel-Procaccia (HP) [60,63] spectrum of
dimensions defined as

D(k) = lim
l→0

ln
∫

mk−1
l (x)ρ(x)dx

(k − 1) ln(l/L)
= ξ (k − 1)

k − 1
. (42)
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The dimension D(1) is ill defined and the limit of D(q) at
q → 1 in nongeneric cases may depend on whether it is taken
from the right or left. In our case, the limits agree and the
limiting value is found by L’Hospital’s rule,

D(1) = lim
l→0

∫
ln ml (x)ρ(x)dx

ln(l/L)
. (43)

The D(1) dimension is called information or entropy di-
mension since it measures information in the scatter of the
multifractal in space; see below. The dimension is unique in
that the logarithm of the mass is taken before the integration
while it is the other way around in the definition of the D(k)
for k �= 1 in Eq. (42). Interchanging the order of the limit and
the integral and observing that points with zero mass do not
contribute to the density-weighted integral, we see that D(1)
is that unique fractal dimension that holds for almost all the
points of the multifractal, as is inferred from Eq. (38) and from
the discussion that follows it.

Using Jensen’s inequality, it is seen that D(k) is a nonin-
creasing function of k. The value of D(k) at zero is the box-
counting dimension of the multifractal [63–65]. The limiting
value of D(k) at k = ∞ in our case of random flow must
be zero because of the existence of optimal fluctuation; see
Refs. [49,53] and below and cf. Ref. [63]. We observe that
D(k) can be written as

D(k) = 3 − lim
l→0

ln
〈
ρk−1

l ρ
〉

(k − 1) ln(L/l )
. (44)

This gives explicitly the dimension deficit which is the differ-
ence between the space dimension 3 and D(k).

We comment on the relevance of points x for which
d (t, x) �= D(1) in the calculation of D(k) in Eq. (42). These
points have zero mass and thus can be taken out of the domain
of integration. However, as told previously, this does not mean
that these points are irrelevant and we can put ml (x) ∼ lD(1)

in the integral. This is because ml (x) can be much larger or
smaller than lD(1) however small l is. This is due to persistent
presence of points with d (t, x) �= D(1) inside the ball of
radius l . This phenomenon comprises the strong intermittency
of multifractal statistics.

A. Difficulty in experimental studies of dimensions
and the Rényi dimensions

Finding the moments of mass in Eq. (40) from numerical
simulations or experiments is not straightforward. The usual
procedure [63] starts from a large number N of points with
coordinates xi on the multifractal. One has using discrete
approximation ρ(x) = ∑N

i=1 δ(x − xi )/N that∫
mk

l (x)ρ(x)dx ≈
∑N

i=1 mk
l (xi )

N
, (45)

which becomes exact in the continuum limit of N → ∞.
However, getting particles on the multifractal support of the
fluid density can be nontrivial. The procedure of seeding the
flow with a large number of tracer particles and studying their
distribution is valid only provided that n = ρ holds in the
steady state, which demands a separate proof.

Thus, in order to facilitate the calculations of the frac-
tal dimensions independent of n = ρ from numerical or

experimental data, we introduce a different set of dimensions
[66] which seems to be more suitable for working with the
density, the continuous Rényi dimensions D̃(k),

D̃(k) = lim
l→0

ln
∫

mk−1
l (x)ρl (x)dx

(k − 1) ln(l/L)

= lim
l→0

ln
∫

mk
l (x)dx

(k − 1) ln(l/L)
− 3

k − 1
. (46)

The difference between this definition and Eq. (42) is that
it uses for averaging of mk−1

l (x) the coarse-grained density
ρl (x) rather than the fine density ρ(x) (our definition uses
balls rather than cubes which could make a difference [64,66]
but in our case seems irrelevant). In contrast with the HP
dimensions, the Rényi dimensions are ill defined for k < 0
since any hole with finite volume gives nonintegrable mk

l for
small l . However, for k > 0, the dimensions are well defined
and coincide with the HP dimensions, as we demonstrate be-
low. Thus, D̃(k) give a way of finding D(k), circumventing the
study of whether the density and the concentration coincide in
the steady state; see the discussion in later sections.

We observe that
∫

mk
l (x)dx considered at fixed l and

k → 0 is roughly the volume of points x for which ml �= 0.
Correspondingly,

∫
mk−1

l (x)ρl (x)dx is that volume divided
by 4π l3/3 which determines the box counting dimension
dimbox(supp ρ) of the support of ρ. Indeed, although the
interchange of the limits of zero l and k is not valid, it will
be seen below that

lim
k→0+

D̃(k) = dimbox(supp ρ) (47)

(it is recalled that ρ in this equation is the multifractal singular
distribution obtained in the limit of zero η).

Assuming it exists, the dimension D̃(1) yields the limit-
ing value of the Gibbs entropy −〈ρl ln ρl〉 derived from the
coarse-grained density ρl ,

D̃(1)= lim
l→0

∫
ln ml (x)ρl (x)dx

ln(l/L)
=3−lim

l→0

〈ρl ln ρl〉
ln(L/l )

. (48)

Thus, D(1), which equals D̃(1) (see below) derives from the
entropy, which is why it is called the information dimension.

To gain further insight into the nature of the fractal dimen-
sions, we notice that∫

mk
l (x)ρl (x)dx ∼

(
l

L

)kD̃(k+1)

. (49)

The Rényi dimensions may therefore be written as

D̃(k) = 3 − lim
l→0

ln
〈
ρk

l

〉
(k − 1) ln(L/l )

, (50)

so that D̃(k) describes the spatial statistics of the coarse-
grained density, rather than the statistics obtained by density-
weighted averaging as in Eq. (44). The last term in Eq. (50)
is minus the dimension deficit. For smooth distributions, ρl is
independent of l at small l and D̃(k) = 3. We also observe that
[cf. Eq. (7)]

〈
ρk

l

〉 = cl

(
L

l

)ζ (k)

, D̃(k) = 3 − ζ (k)

k − 1
, (51)
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where cl are constants of order 1. When these formulas are
applied to the concentration, they provide a way for finding
fractal dimensions from the cascade model; cf. Eq. (36) and
see below.

The Rényi dimensions D̃(k) lend themselves to easier
calculations from numerical or experimental data. We demon-
strate that in the range of their definition, k > 0, they equal
the HP dimensions, D(k) = D̃(k). The equality is readily
demonstrated for positive integer k greater than 1. Indeed, in
that case D(k) describes the correlations of the positions of
k particles [63]. Writing mk

l (x) = ∫
|xi−x|<l

∏k
i=1 ρ(xi )dxi, we

have∫
mk

l (x)ρ(x)dx=
∫

ri<l
〈ρ(0)ρ(r1) . . . ρ(rk )〉

k∏
i=1

dri, (52)

where the correlation function 〈ρ(0)ρ(r1) . . . ρ(rk )〉 describes
the probability of simultaneously finding k particles at dis-
tances ri from the origin given that there is a particle at the
origin (here particle is the fluid particle). Similarly,∫

mk
l (x)ρl (x)dx

= 3

4π l3

∫
ri<l

〈ρ(0)ρ(r2 − r1) . . . ρ(rk+1 − r1)〉
k+1∏
i=1

dri.

(53)

These representations demonstrate therefore the identical
scaling of 〈mk

l ρ〉 and 〈mk
l ρl〉 in l . Thus, for all integers larger

than 1, we have D(k) = D̃(k). Furthermore, it was proved in
Ref. [66] that D(1) = D̃(1). This equality is often taken for
granted without proof [63]. We conclude that D(k) = D̃(k)
holds for all positive integers. It was proved in Ref. [66] that
the equality can be continued for all k > 0. Heuristic proof is
obtained by observing that since the scale of spatial variations
of ml (x) is of order l then at l0 � l we have approximate
equality ∫

mk
l (x)ρ(x)dx ≈

∫
mk

l (x)ρl0 (x)dx. (54)

As there is no pathology [64], we can continue this equality
asymptotically to l0 ∼ l , finding D(k) = D̃(k).

Another advantage of the use of the Rényi dimensions
is that these are directly addressed by the more intuitive
Frisch-Parisi multifractal formalism [41,67], which could be
the starting point of the study of multifractality; cf. Ref. [68].
The multifractal is considered as a union of fractals formed
by the level sets of d (t, x). We assign to the set of points
with d (t, x) = d the Hausdorff dimension S(d ) + d , where
S(d ), for consistency with D(k) = D̃(k), must be the same
function that appears in Eq. (41); see Refs. [55,60] and below.
The probability that a ball with radius l randomly placed in
the domain of the flow intersects a fractal set with dimension
S(d ) + d behaves as l3−d−S(d ). This gives [41,67]∫

mk+1
l (x)dx ∼

∫ dmax

dmin

lkd+3−S(d )dd ∼ l3+mind [kd−S(d )], (55)

where (dmin, dmax) is the domain of variation of d (t, x). Com-
paring this with

∫
mk+1

l (x)dx ∼ l3+kD̃(k+1) [see Eq. (49)], we

find that kD̃(k + 1) and S(d ) form a Legendre transform pair.
Since kD(k + 1) and S(d ) also form a Legendre transform
pair [see Eqs. (40)–(42)], then we have D(k) = D̃(k), confirm-
ing the self-consistency of the consideration. The multifractal
formalism described above lies at the origin of the multifractal
model of turbulence [41,67]. In fact, our singularities of mass
in the inertial range are more similar to the singularities of
turbulent velocity difference than to singularities of mass of
attractors of smooth systems.

We comment that the scaling of mass and its moments
is only approximate. This is due to finite difference of scal-
ings of solenoidal and potential components of velocity dis-
cussed previously. When the above definitions are used for
concentration of tracers, the simplest way of measuring the
dimensions is by working with a large number of discrete
particles obeying Eq. (6). It must then be ensured that the
number of particles in the considered small volumes is large.
Otherwise, discreteness of the particles causes deviations
from the continuum behavior which we consider here. The
impact of discreteness was obtained at small compressibility
in Ref. [69].

VI. FRACTAL DIMENSIONS OF ISOTHERMAL
TURBULENCE

In this section, we use the definitions of the previous
section for providing the fractal dimensions of the isothermal
turbulence. Numerical simulations performed at zero dissi-
pative coefficients demonstrated that the single-point spatial
statistics of the density is log normal; see, e.g., Refs. [16,28].
The single-point density in these simulations is asymptotically
the density in the inertial range coarse grained over the reso-
lution scale l0 that is ρl0 (the viscous scale and viscosity are
set to zero). We take it as observed fact that ρl in isothermal
turbulence is log normal at l > η and derive from this the
fractal dimensions.

The log normality holds at intermediate Mach numbers and
deviations from it were observed at higher Mach numbers
[28]. In fact, deviations from log normality must hold at
any Ma for the tail of the distribution of ρl for avoiding
contradictory results concerning the fractal dimensions. These
deviations are the consequence of the fact that the maximal
value of ρl cannot exceed the total mass of the system divided
by 4π l3/3. Despite the triviality of this observation, it has
far-reaching consequences. The PDF of ρl , in contrast with the
single-point PDF of the density ρ, has compact support given
by the interval [0, 3/(4π l3)]. Thus, the tail of the PDF is not
log normal. This corresponds to very special behavior of D(k)
at large k: We have 〈mk

l 〉 ∼ lδ0 , where δ0 is a k-independent
constant. This type of behavior is caused by the optimal
fluctuation where the maximal possible mass of order 1 is
compressed in the ball of radius l; see Refs. [49,53,70]. It
must be clarified that D(k) derive from the behavior of ml (see
the previous section) and for them log normality cannot hold
for all k; see below. In contrast, the single-point PDF of the
density can be log normal with no contradiction. Finally, the
PDF of finitely resolved density is considered at the PDF of
ρl with l equal to the scale of spatial resolution.

We demonstrate that for log-normal statistics all the fractal
dimensions D̃(k) depend only on one parameter: the density
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spectrum decay exponent δ. For that purpose, we first notice
that the inverse Fourier transform of the spectrum E (k) ∝
kδ−1 results in the following pair-correlation function at sepa-
ration in the inertial range,

〈ρ(0)ρ(r)〉 =
∫

exp (ik · r)E (k)
dk

4πk2
≈ c

(
L

r

)δ

, (56)

where c is a constant of order 1. We therefore find from
Eqs. (52) and (53) for k = 1 that D(2) = D̃(2) = 3 − δ. Since
D(2) is derived from pair correlations, then it is called corre-
lation dimension. Next, log normality of ρl is Gaussianity of
sl ≡ ln ρl so that the probability density function (PDF) Pl (s)
of sl obeys

Pl (s) = 〈δ(sl − s)〉 = 1√
2πσ 2

l

exp

[
− (s − 〈sl〉)2

2σ 2
l

]
, (57)

where we designated the dispersion of sl by σ 2
l . We have

〈
ρk

l

〉 = 〈exp (ksl )〉 = exp

[
k〈sl〉 + k2σ 2

l

2

]
, (58)

where we used the Gaussian averaging formula for the average
of the exponent of the Gaussian variable ksl . Since 〈ρl〉 = 1
and then setting in the above formula k = 1, we find the
identity 〈sl〉 + σ 2

l /2 = 0, which in turn yields

〈
ρk

l

〉 = exp

[
k(k − 1)σ 2

l

2

]
. (59)

Employing now the last relationship in Eq. (50) results in the
following expression for the Rényi dimensions for lognormal
statistics:

D̃(k)=3−lim
l→0

kσ 2
l

2 ln(L/l )
. (60)

Thus, in the log-normal case, the spectrum of codimensions
3 − D̃(k) is a linear function of k; see a similar observation for
inertial particles below the viscous scale in Ref. [54]. Setting
finally k = 2, we find

δ = 3 − D̃(2) = lim
l→0

σ 2
l

ln(L/l )
, σ 2

l ∼ δ ln

(
L

l

)
. (61)

This implies

〈
ρk

l

〉 =
(

L

l

)k(k−1)δ/2

. (62)

We conclude that fractality, which implies that the correlation
dimension D(2) is strictly smaller than 3 (recall that D(2)
is not larger than the information [D(1)] and box counting
[D(0)] dimensions by Jensen’s inequality), then δ = 3 − D(2)
must be a positive number when the distribution is multifrac-
tal.

It is of interest to note the logarithmic dependence of the
dispersion σ 2

l on the coarse-graining scale. That dispersion
has been intensively studied in terms of the single-point
density which asymptotically gives rise to σ 2

l0
; see, e.g.,

Refs. [16,28]. However, these studies did not consider the
dependence of the dispersion on the resolution’s scale, with
exception of Ref. [28]. Indeed, the logarithmic dependence of
σ 2

l0
on l0 is quite slow and it was not detected. In the passage

from 2563 grid to 10243 considered in Ref. [28], the dispersion
changes only by about 20%, which is the probable reason for
why the dependence was not observed previously. We stress
that these properties of σ 2

l0
apply only in the case where the

density is multifractal, which is the regime of supercritical
Mach numbers larger than Macr ∼ 7; see below. Thus, there
is no contradiction with previous studies that examined σ 2

l0
at

smaller Ma.
Returning now to Eqs. (59)–(61), the fractal dimensions

may be conveniently expressed in the following way:

D(k) = D̃(k) = 3 − kδ

2
, k > 0. (63)

We consider the implication of the above relationship on the
HP and the Rényi dimensions. We observe that log normality
of ρl with respect to the spatial averaging implies also log nor-
mality with respect to the mass-weighted averaging weighted
by the coarse-grained density ρl . Indeed, using Eq. (57), we
find [71]

P̃l (s) ≡
∫

δ( ln ρl (x) − s)ρl (x)dx = exp(s)Pl (s)

= 1√
2πσ 2

l

exp

[
− (s + 〈sl〉)2

2σ 2
l

]
, (64)

where we used 〈sl〉 = −σ 2
l /2. Using the definition of D(k) in

Eq. (44), we have from Eq. (63)

〈
ρk−1

l ρ
〉 ∼

(
L

l

)k(k−1)δ/2

. (65)

This implies that∫
δ( ln ρl (x)−s)ρ(x)dx∼ 1√

2πσ 2
l

exp

[
− (s+〈sl〉)2

2σ 2
l

]
. (66)

Thus, in accordance with Eq. (54), at l0 = l we find that
D(k) = D̃(k) implies that∫

δ( ln ρl (x) − s)ρ(x)dx ∼
∫

δ( ln ρl (x) − s)ρl (x)dx.

This consideration raises the question of whether the asymp-
totic equality in Eq. (66) can be replaced by approximate
equality, that is, if ρl is log normal not only with respect to
the spatial average with weight dx but also with respect to the
mass-weighted average with weight ρ(x)dx. This question is
relevant because log normality in the cascade model would
hold for mass-weighted and not space-weighted average. This
question is left for future work.

A. Correcting phenomenology of compressible turbulence

A main problem of the currently existing phenomenology
of the supersonic turbulence is that the scaling of the density
is described with only one scaling exponent; see the intro-
duction. Thus, the density is assumed to be fractal and not
multifractal. This causes problems in the agreement with the
data, as inspection of Ref. [16] reveals. The authors consid-
ered the fit of the phenomenology with the observed scalings
of the first- and second-order structure functions. They saw
that the density scaling exponent, that must be constant in the
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phenomenological theory, differs for these orders by 40% . If
we consider also the data brought for the third-order structure
function, we find the variation of already about 100%. Thus,
the correction of the phenomenology for multifractality seems
necessary. Here, we demonstrate difficulties in this correction.

We use consideration similar to Ref. [16]. It was assumed
in accordance with the observations that ρ1/3v has behavior
similar to the velocity of incompressible turbulence,

〈|ρ1/3(r)u(r) − ρ1/3(0)u(0)|p〉 ∼ rp/3, (67)

where the intermittency corrections are assumed to be small.
The issue is how, given the above formula and the scaling of
the density described by Eq. (62), we can infer the scaling
exponents of the velocity. The straightforward approach of
considering

〈|u(r+l )−u(r)|p〉∼ 〈|ρ1/3(r)u(r)−ρ1/3(0)u(0)|p〉〈
ρ

p/3
l

〉 (68)

is invalid. Indeed, this would produce Kolmogorov scaling
of the third-order structure function on setting p = 3. That
scaling is at significant variance with the observations [16].
We leave the question of how the phenomenology must be
corrected for future work.

B. Breakdown of log-normal approximation

The linear dependence of the fractal dimensions on the
order, given by Eq. (63), gives a wrong prediction of negative
D(k) at large k. The contradiction with the demand that
D(k) � 0 is caused by the use of the log-normal distribution
beyond the domain of its applicability. High-order moments
of the mass are determined by the tail of the mass distribution
P(ml ), which decays quickly beyond the maximal compressed
mass. That mass is determined by an optimal fluctuation
where the flow produces as large of a mass ml in a ball of
radius l as possible; see Refs. [49,53,70]. This mass is given
by the total mass L3〈n〉 of the largest spatial region available
for the compression which is the region whose size is the
correlation length of the flow divergence L (if L is comparable
with the total system size, then L3〈n〉 ∼ 1 since the total mass
of the system is 1). The behavior of high-order moments can
be seen by considering which spatial regions determine the
space average of 〈mk

l 〉 at k as large as we wish. There are
rare regions of space where ml ∼ L3〈n〉 and the density ρl is
increased by factor of (L/l )3 in comparison with the average.
When we consider larger k, the contribution of these regions
in 〈mk

l 〉 becomes more pronounced until these regions become
the regions that define the moment. A straightforward way to
see this is to write

〈
mk

l

〉 ∼
∫ L3〈n〉

0
mk

l P(ml )dml , (69)

where P(ml ) is the PDF of ml and we stress that ml has
a limited domain of variation. This way of writing makes
it obvious that as k increases the integral becomes deter-
mined by the upper limit of integration [assuming log-normal
P(ml ) at much smaller ml ]. This breaks the log-normality
assumption; cf. the simpler case of concentration of tracers
transported by smooth weakly compressible flow [49,70]. The
inconsistency of log-normal approximation to multifractality

for high-order moments was pointed out by Mandelbrot [72];
see also Ref. [67].

Another consequence of Eq. (63) is the equality of the box-
counting dimension D(0) to the full spatial dimension 3. The
equality of spatial and box-counting dimensions was observed
previously [11,54,70,73]. It is plausible that D(0) = 3 holds
also for other nonisothermal types of compressible turbulence;
see Ref. [70].

We conclude that D(k) at large k are determined by the
non-log-normal right tail of the PDF of sl = ln ρl , respec-
tively. The actual range of k where Eq. (63) is valid must be
determined numerically. It is plausible that this range includes
k = 1 and k = 2. Indeed, D(1) is determined by typical events
(see the previous section) that determine the peak of the log-
normal distribution. The mass moment that determines D(2) is
determined by the right portion of the distribution of sl , which
is well described by log-normal distribution at relevant Mach
numbers [16]. We conclude that the information dimension
obeys D(1) = 3 − δ/2.

We remark that the last formula must be taken with reser-
vation. It is found that due to intermittency the value of k,
starting from which 〈mk

l 〉 and D(k) are determined by the
optimal fluctuation, does not need to be large. Thus, for a
two-dimensional smooth system (which does not differ in the
considered aspect much from our rough case) presented in
Ref. [49], the correlation dimension D(2) can be determined
by the optimal fluctuation. Then, the log-normal approxima-
tion for D(k) given by Eq. (63) cannot be used for connecting
D(1) and D(2) and D(1) = 3 − δ/2 does not hold. In contrast,
for a similar system in three dimensions, D(2) is never deter-
mined by the optimal fluctuation [70]. It is thus highly relevant
for the future (numerical) studies to be able to address the k
dependence of D(k) and test Eq. (63).

C. Consistency with literature

Our derivation in this section provides a rigorous connec-
tion between the spectrum of the density and multifractality.
We compare this result with literature in the field.

The density spectrum E (k) in the supersonic inertial range
of wave numbers obeys a power law kδ−1 which is cut off at
η−1. The exponent δ is an increasing function of Ma [17,28].
It crosses zero from below [16,28] at a critical Mach number
Macr ∼ 6–8. The crossing produces a qualitative change of
behavior of the average squared density

∫ ∞
0 E (k)dk. At Ma <

Macr the integral
∫ ∞

0 E (k)dk is determined by wave numbers
of the order of L−1 staying finite in the limit η → 0. In
contrast, at Ma > Macr the integral is determined by wave
numbers of order η−1 
 L−1 and the average squared density
is infinite at η → 0. This gives a description of the transition
to multifractality. The density at Ma < Macr is a large-scale
nonfractal field whose pair correlation function is constant in
the inertial range. The second moment of density difference at
points separated by a distance r in the inertial range scales
as r|δ|. In contrast, density at Ma > Macr is a small-scale
field whose the pair-correlation function, proportional to r−δ ,
grows at decreasing r until the cutoff at η. Density dispersion
is determined by spatial fluctuations with scale η and diverges
in the limit η → 0. The statistics is multifractal in the inertial
range above η with 3 − δ called the correlation dimension.
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The current description of this transition to multifractality
in the literature is misleading.

It was observed in Ref. [16] that the information dimen-
sion D(1) is smaller than 3 at δ < 0. Since the correlation
dimension must be smaller than the information dimension
(see [63] and Sec. V), then this observation implies D(2) < 3
at δ < 0. This is in contradiction with the paragraph above that
gives D(2) = min[3, 3 − δ]. This contradiction and the para-
graph above hold irrespective of the validity of log normality.
However, since log normality is obeyed in the considered
simulations, then there is also contradiction with the formula
D(1) = 3 − δ/2. One reason for the discrepancy could be
the incomplete resolution of δ: It was found to be resolution
dependent where the sign of δ depends on the resolution. The
other reason seems to be the consequence of nonrigorous pro-
cedure used in determining D(1) that employed the following
definition:

D(1) = D̃(1) = lim
l→0

∫
ln ml (x)ρl0 (x)dx

ln(l/L)
, (70)

where l0 is the resolution scale. The procedure for calculating
the integral in the above definition used only points x where
the density ρl0 (x) is higher or equal to half the maximal den-
sity in the considered snapshot (with further time averaging).
These points were identified as belonging to the multifractal.
The rationale for this procedure is not obvious.

It was proposed in Ref. [28] that transition to fractality
occurs when δ crosses −1 and not 0. However, the k−2

spectrum corresponding to δ = −1 describes linear scaling
of the squared density difference with separation. This can
be the case of a passive scalar in incompressible flow [1]
or Burgers turbulence [52], both of which are not fractal.
However, as we stressed, for 0 > δ > −1 the average squared
density

∫
E (k)dk is finite at η → 0, and this cannot be so

for a singular fractal distribution. Moreover, this reference
proposed that the fractal dimension, which is probably the
information dimension, is 5/2 − δ/2, which differs from
Eq. (63). The proposed heuristic derivation does not consider
the fluctuations of the scaling exponents of the mass ml with l
in space. Consequently, there are differences in the prediction
for the limiting information dimension at Ma = ∞. In that
limit, E (k) becomes a constant, corresponding to δ = 1. The
prediction for the limiting dimension from Eq. (63) would
be 5/2 and not 2 as proposed in Ref. [28]. However, our
prediction for the limiting dimension must be taken with a
reservation. It is probable from the indication of log-normality
breakdown at higher Ma in Ref. [28] that at Ma → ∞ log
normality breaks down and a reconsideration of Eq. (63) is
needed.

The considerations described above apply only in the case
where the density is multifractal, which is the regime of
supercritical Mach numbers larger than Macr ∼ 7; see below.
We see that all D(k) describable by Eq. (63) are uniformly
smaller than 3 at δ > 0. This is not necessarily so: In fact,
moments of mass of different orders may transit to multifrac-
tal behavior at different critical Mach numbers. This could be
the case of D(k) with large k that are not describable by the
log-normal distribution. For instance, dimensions of moderate
orders could still be 3 when the high k moments of the mass
are already determined by the optimal fluctuation producing

D(k) < 3. Thus, the critical Mach number for which D(k)
becomes smaller than 3 could depend on k. The study of these
questions is beyond our scope here.

VII. CASCADE AND TRANSITION TO
MULTIFRACTALITY

In this section, we apply the cascade model developed
previously to the steady-state statistics. The study of the statis-
tics can be done using the representation of the steady-state
concentration n(x) = limt→−∞ n(x|t ) introduced in Sec. IV.
This can be written as

n(x) = lim
T →∞

exp

[
−

∫ 0

−T
w(t, q(t, x))dt

]
, (71)

where we used the solution of the continuity equation given by
Eq. (5). The limit may produce a singular distribution (see the
discussion in Sec. XII); however, it can be defined for various
quantities that remain finite at T → ∞. Thus, we have the
representation of the pair correlation function of concentration
f (r) = 〈n(0)n(r)〉,

f (r) =
〈
exp

{
−

∫ 0

−∞
[w(t, q(t, r)) + w(t, q(t, 0))]dt

}〉
, (72)

which for r �= 0 always gives a finite quantity; see Ref. [54],
below, and also Ref. [9]. We demonstrate here using this and
similar representations for the higher order correlations that
the steady-state concentration can be understood in detail.

A. Cascade model for correlation functions

We consider the representation of the pair-correlation func-
tion given by Eq. (72). We demonstrate that for f (r) to obey
a power law, which is the case of the multifractal phase of the
concentration, the scalings of the compressible and solenoidal
components of velocity must coincide. This is in accordance
with our previous considerations.

We designate the turnover time of eddies of size r by tr .
This time is defined as the ratio of r and the characteristic
value of the velocity difference at distance r (this refinement
is necessary since timescales introduced by the solenoidal
and potential components might differ). We have from the
standard phenomenology of turbulence [41] that the trajec-
tories q(t, r)) and q(t, 0) in Eq. (72) diverge backward in
time by the distance L in characteristic time tL. Beyond this
time, w(t, q(t, r)) and w(t, q(t, 0)) become decorrelated so
the contribution of times t < −tL is negligible. As a result,
the lower limit of integration in Eq. (72) may be replaced by
−tL. Then we represent the exponent as sum of contributions
of time intervals during which the scale depletes by a factor
of e (any other factor of order 1 could be used [41]),

f (r) ≈
〈
exp

{
−

N+1∑
i=1

∫ ti

ti−1

[w(t, q(t, r)) + w(t, q(t, 0))]dt

}〉
,

where N = ln(L/r) and ti = −tL/ei . We set tN+1 = 0. The
contribution of the ith interval is determined by eddies of
size Le−(i−1) and can be considered independent of the other
intervals because of the approximate independence of eddies
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with very different size (locality of interactions) [41]. We find

f (r) ∼
N+1∏
i=1

〈
exp

{
−

∫ ti

ti−1

[w(t, q(t, r)) + w(t, q(t, 0))]dt

}〉
.

This formula manifests the cascade-like formation of pair
correlations [41]. It is readily seen now that we need to
assume that all the terms in the exponents are i independent
in order to obtain a scaling law for the pair correlation. This
independence occurs only if the scalings of the compressible
and solenoidal components are the same because only then
will the divergence’s dependence on the scale coincide with
δvr/r = t−1

r . Designating therefore the positive average of
the ith term by exp(β ), where β is r independent, we find
(N + 1 ≈ N)

f (r) ∼ exp(Nβ ) =
(

L

r

)β

. (73)

Thus, the correlation dimension of the concentration, namely,
3 − β, obeys β = ln 〈exp(2κ )〉, where the random variable κ̃

is the product of tr and the fluctuating divergence wr at scale
r which is assumed to have r-independent PDF. This variable
is equivalent of κl in Eq. (28).

Finding f (r = l ) is equivalent to the knowledge of the dis-
persion of the coarse-grained concentration nl ; see Eq. (53) at
k = 1. Thus, the above consideration establishes the cascade
model representation of 〈n2

l 〉. Similar considerations hold for
the moments of nr with higher integer order. The moment
of order k is found by integration of the k-point correlation
function fk = 〈n(r1)n(r2) . . . n(rk )〉 that obeys

fk =
〈

exp

[
−

k∑
i=1

∫ 0

−∞
w(t, q(t, ri ))dt

]〉
,

generalizing Eq. (72). We find that similarly to f (r) we can
asymptotically cut the integrals at the time −t k

L at which the
distances |q(t, ri ) − q(t, rl )| become equal to L. This brings
the corresponding cascade representation of the kth moment
of nl . We do not provide the details, making instead a direct
study of nl .

B. Cascade model of steady-state concentration

We construct the cascade model representation for nl (x),
which contains more information than only the integer mo-
ments considered above. Our starting point is the representa-
tion nl ∼ Vl (t∗)/(4π l3/3) introduced at the end of Sec. IV.
Here, the asymptotic equality must be understood in the sense
that the scaling of both sides of the equation in l is identical.
This representation assumes that the growth of the volume
Vl (t ) backward in time can be characterized by a single length
scale l (t ), giving the overall size of the volume. It is assumed
that the backward in time growth effectively stops when l (t ) is
of order L so there is no secondary growth after l (t ) exceeds L.
This reasonable assumption agrees with the consideration of
the integer moments of nl (x) above and can be further argued
for by using the Green’s function representation of n(t, x).
Then, the cascade model for creation of fluctuations of nl (x)
is obtained from the cascade model of the volume growth

introduced at the end of Sec. IV. We find using Eq. (29)

ql = ln nl ∼ ln
Vl (−t∗)

4π l3/3
=

Nl∑
i=1

κi, (74)

where the number of cascade steps Nl is determined by
setting l (t ) = L in Eq. (30). In accord with the discussion at
the end of Sec. IV, we can disregard the fluctuations of p,
which gives l〈p〉Nl = L. Thus, ql is a sum of a large number
Nl = log〈p〉(L/l ) of identically distributed independent ran-
dom variables. We stress [41] that this does not necessarily
imply log normality but only a large deviations form, namely,
Pl (q) ∼ exp [−NlH (q)] of the probability density function
(PDF) Pl (q) of ql . The non-negative convex large deviations
function H (q), similar to the entropy of statistical physics,
has a unique minimum of zero at q = 〈ql〉. Since Nl 
 1,
then Pl (q) is sharply peaked at q = 〈ql〉. The moments of
ql of not high order are determined by the region near the
peak and can be obtained by using quadratic expansion of
H (q) near the minimum [41]. This reproduces the central limit
theorem. In contrast, the high-order moments are determined
by the tail of the distribution and cannot be described by the
Gaussian peak. Correspondingly, the moments of the coarse-
grained concentration nl = exp(ql ) are not determined by the
minimum because of exponentiation that includes the high-
order moments. Thus, nl = exp(ql ) cannot be described by
log-normal distribution [41]. We rather have from Eq. (74)

〈
nk

l

〉 = 〈exp(kκ )〉log〈p〉 (L/l ) =
(

L

l

)log〈p〉〈exp(kκ )〉
. (75)

The scaling exponents of 〈nk
l 〉 depend on k nonlinearly, which

is the benchmark of the multifractal behavior. The exponent
log〈p〉〈exp(kκ )〉 divided by k − 1 gives the dimension deficit
3 − D(k); see Eq. (50). The cascade model tells that multifrac-
tality arises because of fluctuations of concentration increase
factor in one step exp(κ ).

Construction of the cascade model above used evolution
of trajectories backwards in time since it is this evolution
that determines the concentration [53]. The more traditional
forward in time form is obtained by time reversal of the
previous consideration. Fluctuations of the concentration at
scale l are formed by compression of a blob of tracers whose
initial size is of the order of the integral scale L of the
turbulence. Initial concentration inside the blob is roughly the
average concentration 〈n〉. Transport of the particles leads to
the fragmentation of the blob by a sequence of steps each
of which decreases the characteristic length by a factor of
p > 1. Different steps are determined by eddies with signif-
icantly different scales and can be considered independent.
The continuity equation implies that the increase factor of
concentration in one step is exp (τlwl ) = exp(κl ), where wl

is the coarse-grained divergence. The rest of the consideration
is straightforward.

The above conclusions rely on the assumption that the con-
centration’s reaction on the flow is negligible. That assump-
tion, of course, does not hold for the fluid density, which back
reacts on the fluid velocity in a significant manner. Still, the
cascade model developed here for the passive concentration
can be to some extent transferrable to the active fluid density
in the isothermal case. The reason that this is possible despite
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the density’s back reaction on the transporting velocity is
that the force per unit mass exerted by the fluid pressure is
proportional to the gradient of the density logarithm, which is
independent of the magnitude of the density; cf. Refs. [42,43].
We observe that this view of formation of inhomogeneities
is quite different from the model of superposition of many
shocks used for the density [42,43,45]. This demands further
studies. Though the consideration of the last two sections is
quite qualitative, it provides a more consistent derivation of
the cascade representation than used usually in turbulence
[41]. In what follows, these considerations are confirmed
quantitatively.

VIII. MULTIFRACTALITY OF TRACERS:
MARKOV PROPERTY AND ZERO MODES

Unless the equality of density and concentration, if true,
is proved, we have more knowledge of the statistics of active
fluid density than of passive concentration in the multifractal
phase. The density in isothermal turbulence is log normal
and no fact of similar simplicity holds for the concentra-
tion. The log normality of the statistics of the concentration
corresponds to neglecting higher than quadratic terms in the
cumulant expansion of N-point correlation function, see [54]
and Eq. (148) below, which would not hold usually. In this
section, we study pair correlations of tracers and present
theoretical reasons for the breakdown of log normality.

A. Pair correlations

We study the pair correlation function f (r) = 〈n(0)n(r)〉
that gives the concentration spectrum Ec(k),

Ec(k) = 4πk2
∫

exp (−ik · r) f (r)dr. (76)

If anisotropy is relevant, then averaging over directions of k
must be introduced in the right-hand side. The pair-correlation
function f (r) equals 〈n〉2 times the radial distribution function
(RDF) g(r); see Appendix B. The RDF gives the probability of
having two tracer particles separated by r in the steady state,

g(r) = lim
t→∞ P(r, r′, t ). (77)

Here, P(r, r′, t ) is the PDF of the distance between two tracers
transported by turbulence given that the initial distance is r′,

P(r, r′, t ) = 〈δ(q(t, x1 + r′) − q(t, x1) − r)〉, (78)

where the average is independent of x1 by spatial homogene-
ity. Here and below, the angular brackets stand for averaging
over the statistics of the flow and at t = 0:

P(r, r′, 0) = δ(r′ − r). (79)

The equivalence of time averaging and averaging over realiza-
tions of the flow is demonstrated in Appendix B, where further
details on definitions of f (r) and g(r) can be found. Below, we
do not distinguish g(r) and f (r) working in units with 〈n〉 = 1.

We consider the time evolution of the distance between two
tracers in Eq. (78). Typically, the particles initially separate by
distance of order of the size of the vessel, which can be L or
larger. Then, the particles perform occasional rare excursions

to distances in the inertial range. The accumulation of statis-
tics of these excursions forms f (r). This way of obtaining
the RDF is inconvenient for the study because besides the
transport in the inertial range it also involves the transport
on the scale of the whole vessel. Below we describe how the
properties of f (r) can by studied using only the inertial range
statistics.

We derive local stationarity condition on f (r) in the su-
personic inertial range r � L. We observe that the Chapman-
Kolmogorov equation is approximately true,

P(r, r′, t1 + t ) ≈
∫

P(r, r′′, t )P(r′′, r′, t1)dr′′,

tr � t � tL, t1 → ∞, (80)

where tr is the turnover time of eddies with size r. To prove
this, we write

P(r, r′, t1 + t ) = 〈δ(q(t1 + t, x1 + r′) − q(t1 + t, x1) − r)〉
=

∫
〈δ(q(t1 + t, x1 + r′) − q(t1 + t, x1) − r)

×δ(q(t1, x1 + r′) − q(t1, x1) − r′′)〉dr′′. (81)

We consider increasing t at fixed large t1 (we will take t1 →
∞ eventually). For flow fluctuations that created r(t1 + t ) = r,
the value of r(t1) increases with t . Indeed, the particles are
most of the time separated by the distance of order 1 (size
of the vessel) and we consider events where at some time
before t1 + t the particles started to approach each other for
reaching the distance r � L at the moment of observation.
The decrease of distance from ∼L to r occurs by a cascade
of (on average) contraction events. Qualitatively, the distance
decreases from L to L/2 due to transport by eddy of size L,
then from L/2 to L/4 by transport by eddy of size L/2, and
then this process continues until r � L is reached. The eddies
at the different steps of the cascade are independent because
of locality of interactions. Thus, if we take t much larger
than the eddy turnover time of eddies of scale r, then we can
assume approximate independence of the degrees of freedom
of the flow that form r(t1 + t ) and r(t ): The dependence comes
only through eddies of size of order r(t ) that are correlated
with r(t ) and determine the first step of the cascade process.
Thus, r(t ) on large timescales is approximately Markovian,
and we find Eq. (80) by performing independent averaging of
the δ functions on the right-hand side of Eq. (81). We find the
stationarity condition,

f (r) ≈
∫

P(r, r′, t ) f (r′)dr′, tr � t � tL, (82)

where we used Eq. (77). This condition was found previously
in Ref. [57] for the white-noise model (considered below)
where the Markov property holds exactly due to zero corre-
lation time. This condition holds also in the smooth chaotic
systems for r in the smoothness (viscous) range of the flow
[49,74].

Keeping in mind the condition given by Eq. (79), the
stationarity condition given by Eq. (82) has a power-law
solution f (r) ∝ r−β ,∫

P(r, r′, t )r′−βdr′ = r−β, (83)
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that holds at not too large times so that the characteristic value
of r′ that determines the integral belongs to the inertial range;
see Eq. (82). For incompressible flow, the PDF P(r, r′, t ) is
normalized not only with respect to r but also with respect to
r′ (the operator is Hermitian) so that uniform distribution with
β = 0 is a solution. For compressible flow,

∫
P(r, r′, t )dr′ dif-

fers from 1 and β �= 0. Assuming now isotropy of small-scale
turbulence that holds when the inertial range is appropriately
large, averaging of Eq. (82) over the directions of r yields

f (r) ≈ 4π

∫ ∞

0
P̃(r, r′, t ) f (r′)r′2dr′, (84)

where we denoted the angle-averaged P(r, r′, t ) by P̃(r, r′, t ),
using the fact that it is independent of the direction of r′
due to isotropy [57]. This condition is compatible with the
power-law solution f (r) ∝ r−β provided that P̃(r, r′, t ) has
a proper scaling dependence on its arguments. This scaling
dependence holds only when the scalings of the compressible
and solenoidal components of the flow coincide; see the
previous section and study of the model below, which is for
Ma > Mas. We thus have

r−β ≈ 4π

∫ ∞

0
P̃(r, r′, t )r′2−βdr′. (85)

This generalizes the condition on the scaling exponent of the
pair-correlation function for smooth chaotic systems [74] to
our case of nonsmooth rough velocity in the inertial range.
We briefly sketch the derivation of the condition in the smooth
case.

We start with Eq. (84) that holds also in the smooth case. In
this case, smoothness implies that r(t ) = W (t )r′, where W (t )
is the Jacobi matrix [1]. We find that P̃ = P̃(r, r′, t ) obeys

P̃ =
∫

dr̂

4π
〈δ(rr̂ − W (t )r′)〉 =

〈
δ(r|W (t )r̂′|−1 − r′)

4πr′2|W (t )r̂′|3
〉
.

We find that f (r) ∼ r−β solves Eq. (84) provided the β −
3th moment of the distance between the particles 〈rβ−3(t )〉
is conserved. This condition was derived in Ref. [74], and
the simplicity of finding the correlation dimension 3 − β in
comparison with other fractal dimensions was stressed in
Ref. [75]. In the inertial range, we cannot make similar angle
averaging that would allow rewriting Eq. (83) in terms of
conserved moment of r(t ). In fact, we demonstrate that in
our case 〈rβ−3(t )〉 is not conserved—it is rather divergent.
We observe that the characteristic time of reaching r from
initial distance r′ 
 r is independent of r. This is because of
acceleration of the cascade: The total duration of the cascade
process is of order of duration of the first step when the
distance changes from r′ to r′/2 that is the turnover time
of eddies with size r′. Hence, r′ determining the integral in
Eq. (84) is independent of r: It is determined by the condition
tr′ ∼ t . Taking t ∼ tL, we find

f (r) ∼ P(r, L, tL )L3, (86)

where we used that concentration at scale L decorrelates so
that f (L) is of order of squared mean concentration, which is
1 in our normalization. For self-similar flow with identical (in
reality close) scaling of compressible and solenoidal compo-
nents, P̃(r, r′, t ) has power-law behavior P̃(r, r′, t ) ∼ r−β at

small r; see concrete calculation for the model below. We find
from Eq. (86) that

f (r) =
(

L̃

r

)β

, r � L, (87)

where L̃ ∼ L so that the matching condition at r ∼ L holds. In
contrast, if the flow is not self-similar, then there is no power-
law behavior and thus no multifractality. This supports that
the transition to multifractality happens at the critical Mach
number Mas where the difference of scalings of the velocity
components becomes negligible. The value of Mas defined in
this way depends on the needed resolution of the exponents
and the resulting power law of f (r).

We conclude that the correlation codimension 3 − β can
be obtained as small first argument asymptotic behavior of
P̃(r, r′, t ),

f (r) ∝ r−β, P̃(r, r′, t ) ∝ r−β ; r, r′ � L, t � tL. (88)

This behavior is independent of r′ and holds also in the limit
r′ → 0; see the concrete calculation for the white-noise model
in the next section. The limit r′ → 0 is finite due to the explo-
sive separation of trajectories in the inertial range; see below
and Ref. [57]. Thus, P̃(r, t ) = P̃(r, 0, t ) is the minimal object
from which we can infer β. For self-similar velocities, P̃(r, t )
has self-similar evolution with scaling variable determined
by the counterpart of the Richardson law for compressible
turbulence.

It must be stressed that the nontriviality of Eq. (88) is
that we use here the asymptotic PDF in the inertial range
that depends on time t . The equation itself is also true for
long-time limit P(r, r′, t → ∞); however, it is trivial there
[see Eq. (77)]. We observe also that since P̃(r, r′, t ) ∼ r−β

at small r then 〈rβ−3〉 is the moment with largest order that
diverges: Moments of order larger that β − 3 are finite and
moments with smaller order diverge at zero argument. Very
similar statement holds for correlation dimension of attrac-
tors of smooth systems [60]. The same moment determines
the correlation codimension in smooth chaotic flow where
〈rβ−3(t )〉 = rβ−3(t = 0) is the unique nontrivial conserved
moment of the interparticle distance [74].

B. Anomalous scaling of higher order correlations

We observe from Eq. (82) that the pair correlation func-
tion is invariant under the action of operator with kernel
P(r, r′, t ). Thus, it is similar to the so-called zero mode
[57]. Zero modes are statistically conserved functions of the
evolving spatial configuration of n particles. They can have
nontrivial scaling exponents, the fact that provided the key
to the understanding of anomalous scaling of the passive
scalar in incompressible turbulence; see Refs. [76–79] and
the review [1]. In the case of compressible turbulence, the
zero modes are the reason for strong breakdown of log
normality in the multifractal regime; cf. Ref. [49]. Log-
normality property 〈n(r1)n(r2) . . . n(rn)〉 = ∏

i>k 〈n(ri )n(rk )〉
entails the normal scaling of the nth-order correlation function
given by n/2 times the scaling exponent of 〈n(0)n(r)〉. We
say that the log normality is broken weakly if the equal-
ity 〈n(r1)n(r2) . . . n(rn)〉 = ∏

i>k 〈n(ri )n(rk )〉 breaks down but
the normal scaling of the nth-order correlation function still
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holds. Strong breakdown occurs when the scalings do not
agree, the case referred to in Ref. [1] as anomalous scaling.

The study of anomalous scaling involves considering the
stationarity condition on the higher order correlation function
f (r1, . . . , rn) = 〈n(0)n(r1) . . . n(rn)〉. The derivation proceeds
similarly to the pair correlation. We find that the (n + 1)-point
correlation function is determined by the joint PDF of the
distances between n + 1 particles, that is the transition proba-
bility P(R, R′, t ). Here, we introduced (R) = (r1, r2, . . . , rn),
where ri is the distance from ith particle to “zeroth” particle;
cf. Ref. [57]. We find

f (R) ≈
∫

P(R, R′′, t ) f (R′′)dR′′, tr � t � tL, (89)

which is direct generalization of Eq. (82). Thus,
〈n(0)n(r1) . . . n(rn)〉 is the zero mode of the operator of
Lagrangian evolution of distances between the particles
P(R, R′′, t ); cf. Ref. [57]. Inspection of the zero-mode
mechanism of anomalous scaling of passive scalar in
incompressible turbulence [1] reveals that normal scaling
is highly implausible. The problem of actual computation of
the exponents is formulated for a model in the next section.

IX. USING THE MARKOV PROPERTY:
THE KRAICHNAN MODEL

In this section, we introduce the Kraichnan model of the
statistics of the flow velocity relying on the Markov property
derived in the previous section. The purpose of this model is
to facilitate the investigation of the dependence of the concen-
tration statistics on the Mach number, both as determined by
the ratio of the magnitude of the compressible and solenoidal
components and by the difference of the scaling exponents
of the components. Moreover, the model can be used for the
consistent study of anomalous scaling.

We observe that the Chapman-Kolmogorov equation given
by Eq. (80) can also be written for finite t1 since all the
used considerations apply. This time must be large so that
the decoupling in the product holds. However, we pick it not
so large that P(r′′, r′, t1) in Eq. (80) can still be considered
as the inertial range quantity. The general solution of the
Chapman-Kolmogorov equation is

P(r, r′, t ) = exp(t L̂)(r, r′), ∂t P = L̂P, t 
 tr′ , (90)

where L̂ is a time-independent linear operator. This opera-
tor describes long-time transport of pairs of particles and it
depends on the properties of turbulence nonlocally both in
space and time. The direct study of L̂ is hardly possible. For
approximations, we can consider this operator as a series in
derivative operators. By the Pawula theorem, for not develop-
ing negative transition probabilities P(r, r′, t ), approximations
of this series must either stop at the second derivative terms
or contain an infinite number of terms [80]. We will consider
the most general second-order approximation consistent with
the spatial homogeneity and isotropy. It will be demonstrated
in the next subsection that this approximation is a rigorous
way of introducing eddy diffusivity. The approximation is
provided by the famous Kraichnan model that helped the
breakthrough in the understanding of transport by incom-
pressible turbulence; see Ref. [1] and references therein. We

use the formulation of Ref. [53]. The flow u is assumed to be
a Gaussian random field with zero mean and pair-correlation
function,

〈ui(t1, x1)uk (t2, x2)〉 = δ(t2 − t1)[V0δik − Kik (r)], (91)

where r = x2 − x1. The most general form of Kik [obeying
Kik (r = 0) = 0] which is consistent with isotropy is

2Kik =
[

(r4u)′

r3
− c

]
r2δik −

[
(r2u)′

r
− c

]
rirk, (92)

where u and v are certain scalar functions of r. Here, the used
white noise in time structure of the statistics is fixed uniquely
by the Markov property. The Gaussianity is not a necessary
assumption as long as the study is confined to the pair corre-
lations. Indeed, the increments of white noise over small but
finite time intervals are Gaussian by the central limit theorem;
cf. with the Gaussianity of Langevin forces in the theory of
Brownian motion and see the Kramers-Moyal coefficients in
Ref. [80]. The only assumption that is introduced by the model
is that in this model L̂(r, r′) = ∇i∇kKik (r)δ(r − r′), where the
operators act to the right; see Ref. [53]. Thus, the operator
L̂ is the most general differential operator of the second
order which is consistent with conservation of probability and
isotropy (there could be also another term of ∇iũi(r)δ(r − r′);
however, this term would correspond to a mean flow).

The tensor Kik (r) or equivalently the functions u(r) and
c(r) must be picked for best fitting of the data. For instance,
the arguments of the previous section demonstrate that at
small r the NS turbulence corresponding to the multifractal
phase of the tracers gives

P(r, 0, t ) ∼ const

rβ
, r → 0. (93)

This behavior is reproduced by the model described by
Eq. (91) with certain values of the constant in the numerator
and the exponent β in the denominator derived from u(r)
and c(r); see below. These values must be gauged so that the
above behavior is reproduced. More information on how the
functions u(r) and c(r) are fixed can be found in Appendix C,
where the model is introduced in detail. It is demonstrated
there that u(r) is a linear combination of the inverse Fourier
transforms f (r) and h(r) of effective solenoidal and po-
tential spectral functions. The functions f (k) and h(k) are
not the spectra of the solenoidal and potential components
of turbulence and their scalings differ from those of these
spectra. They are similar to spectrum in the frequency–wave-
number domain evaluated at zero frequency; see details in
Appendix C. On long timescales, the model reproduces the
pair dispersion in the NS flow at least qualitatively. Finally,
the function c(r) is nonzero if and only if the flow has
finite compressibility. The correlation function of the velocity
divergence may therefore be calculated in terms of the c(r)
and is given by

〈w(t, x)w(t ′, x′)〉 = δ(t ′ − t )(3c(r) + rc′(r)), (94)

In this section, the model is used only in the inertial range; for
the discussion of the use in the viscous range, see Sec. XI.
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A. Yaglom-type relation and eddy diffusivity assumption

The Kraichnan model provides a consistent way for re-
solving the ambiguity in the eddy diffusivity approximation
that occurs due to compressibility. We start from deriving an
exact relation for the tracers concentration in a Navier-Stokes
(NS) turbulence. This is the counterpart of Yaglom’s relation
for scalar turbulence [1,81]. Starting with the stationarity
condition ∂t 〈n(x1)n(x2)〉 = 0, after moving the time derivative
under the average and using Eq. (1) we find

∇ · 〈(v(r) − v(0))n(0)n(r)〉 = 0, (95)

where r = x2 − x1 and we used the statistics homogeneity.
Using isotropy and regularity at zero, we find

〈(v(r) − v(0))n(0)n(r)〉 = 0. (96)

For Yaglom’s relation, the right-hand side in Eq. (96) is a
finite constant and the scaling of the scalar in the inertial range
is found from that of the velocity by power counting. In our
case, however, the scaling of 〈n(0)n(r)〉 is determined not by
the absolute scaling of the velocity but rather by the relative
scalings and magnitudes of the compressible and solenoidal
components; see below.

We cannot decouple the velocity and the concentration in
Eq. (96); however, it is plausible that similarly to the passive
scalar case [81] we can use the eddy diffusivity approxima-
tion, at least qualitatively,

〈(v(r) − v(0))n(0)n(r)〉 = −∇k (Kik (r)〈n(0)n(r)〉), (97)

where Kik (r) is the eddy diffusivity tensor that is taken for
fitting the data. In the Kraichnan model, Eq. (97) is exact
with Kik given by Eqs. (91) and (92) as can be seen from the
equation on the pair correlation function [53]. We thus have
from Eqs. (96) and (97) that

Kik∇k ln〈n(0)n(r)〉 = −∇kKik . (98)

This equation becomes a first-order ordinary differential equa-
tion for 〈n(0)n(r)〉 upon the use of isotropy. Its solution is
given by

〈n(0)n(r)〉 = exp

[∫ ∞

r

c(r′)dr′

r′u(r′)

]
. (99)

This solution was presented in Ref. [53], where the case with
power-law decay of c(r)/u(r) beyond the viscous range and
smooth behavior inside the viscous range were considered.
This is the case of multifractality in the viscous range, not
considered here.

The behavior of 〈n(0)n(r)〉 in the inertial range depends on
the magnitudes of scaling exponents of the compressible com-
ponent c(r) and solenoidal component u(r). For Ma < Mas,
the scaling exponent of c(r) in the inertial range is smaller
than that of the solenoidal component as in Ref. [53]. For
instance, in the pseudosound regime at small Mach numbers,
the spectrum of the compressible component is proportional
to k−3, which decays much more quickly than the almost
Kolmogorov spectrum of the solenoidal component [82]. In
this case and also below the sonic scale at Ma > Mas, we
find from Eq. (99) that 〈n(0)n(r)〉 is smoothly dependent on
r. There is no divergent power-law dependence that charac-
terizes multifractal distributions. In contrast, above the sonic

scale at Ma > Mas the scalings of c(r) and u(r) can be
approximated as identical. Then, the ratio c(r)/u(r) is given
by the constant β in the inertial range where the notation is
used for consistency with the results of the previous sections.
We therefore find

〈n(0)n(r)〉 =
(

L̃

r

)β

,
c(r)

u(r)
≈ β, η � r � L, (100)

where L̃ is a cutoff scale of the order of the integral scale L.
Equation (87) is thus recovered. It is remarkable that the com-
mon scaling exponent of c(r) and u(r) drops from 〈n(0)n(r)〉.
In contrast, the relative magnitude β of the compressible and
solenoidal components determines the scaling. Qualitative
reasons for this are provided by the cascade model presented
in Sec. VII.

B. Supercritical transport in Kraichnan model

We formulate the Kraichnan model of transport in the
supersonic inertial range at Ma > Mas. In that regime, the
solenoidal and potential components of the velocity are char-
acterized by the same scaling exponent. We therefore intro-
duce in the inertial range u(r) = c′

0rξ−2 and c(r) = c0rξ−2,
where ξ , c′

0, and c0 are constants [57],

2Kik = [c′
0(2 + ξ ) − c0]rξ δik +

[
c0

ξ
− c′

0

]
ξrξ−2rirk. (101)

The scaling exponent ξ is chosen so that the condition of
modeling the NS turbulence given by Eq. (C3) in Appendix C
holds. Thus, if the scaling exponent of the NS velocity is
α (so that the spectrum decays as k−1−2α) then ξ = 1 + α;
see the consideration after Eq. (C6). The Kolmogorov value
α = 1/3 corresponds therefore to ξ = 4/3 and not ξ = 2/3;
see Ref. [1]. Besides ξ , the model is characterized by another
dimensionless parameter, β = c0/c′

0; see Eq. (100). Here, the
overall magnitude of K determines a dimensionless timescale
τ = c′

0t that has no qualitative relevance and drops from the
steady-state averages. Therefore, without loss of generality,
we set below c′

0 = 1. Instead of β, we can use the compress-
ibility degree P that is defined as the ratio of 〈(∇ · u)2〉 and
〈(∇u)2〉 and is given by Ref. [57],

P = β

ξ [3 + ξ − β]
, 0 � P � 1. (102)

Thus, the model is determined by P and ξ , both of which
can be modeled as monotonously growing functions of Ma.
The compressibility P grows from a certain finite value at
Mas to 1 at infinite Mach number. The exponent ξ grows
from some value larger than 4/3 at Mas up to a value ξ∞
at Ma = ∞. The value of ξ∞ = 3/2 that corresponds to k−2

spectrum of the Burgers equation is a reasonable and widely
accepted conjecture [83].

C. Clumping transition

The clumping transition has been invoked in Ref. [57] as
an important mechanism for the transition to multifractality.
Within that scenario, increasing the Mach number leads to a
transition from a finite number of encounters between a pair of
particles to particles sticking to each other with probability 1.
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Here, we briefly consider that transition and demonstrate that
it is not likely to occur in NS compressible turbulence. In order
to do that, we revert to Eq. (102) that yields

β = Pξ [3 + ξ ]

1 + Pξ
. (103)

As β represents the difference between the space dimension
and the correlation dimension, it is necessarily a growing
function of Ma. That difference between the space and the
correlation dimensions, called dimension deficit, grows lin-
early with the compressibility degree P at small compress-
ibility. (This range is purely theoretical since there are no
cases of weakly compressible flows with identical scalings
of solenoidal and potential components known to us. This
situation would be highly interesting; see Appendix D.) For
P > 3/ξ 2, the value of β becomes larger than 3, which cor-
responds to negative correlation dimension. For such values
of β, namely bigger than 3, the integral of the correlation
function given by Eq. (100) diverges at zero, thus yielding an
(unphysical) infinite mass in an arbitrarily small ball. Thus,
the expression for the correlation function breaks down for
P above 3/ξ 2. This signifies the clumping transition as two
tracers glue to each other at large times with probability 1.
The PDF P(r, r0, t ) in this case is a sum of a regular term
and a δ(r) term whose amplitude grows from zero at t = 0 to
one at t = ∞; see Ref. [57]. Correspondingly, the steady-state
correlation function is δ(r) in this case.

We saw previously that for compressible turbulence the
value of ξ is bounded from above by 3/2. The resulting
value of 3/ξ 2 is larger than 1 so that the range P > 3/ξ 2 is
unphysical. Thus, assuming that the Kraichnan model pro-
vides a realistic description of the NS compressible turbulence
leads to the conclusion that no clumping transition occurs
in that turbulence. We hypothesize that this conclusion is
true; however, complete settling of this issue requires further
studies. We finally remark that in contrast to the clumping
transition, the infinite recurrence transition that is discussed
in the next two subsections may occur in NS turbulence.

D. PDF of the distance and pair correlations

We confirm Eq. (88) by direct calculation. In the Kraichnan
model, P(r, r′, t ) obeys the Fokker-Planck equation [1,57],

∂|τ |P = ∇i∇l (Kil (r)P), P(τ = 0) = δ(r − r′), (104)

where the evolution can be considered both for positive and
negative dimensionless time τ . This equation necessarily
has the same form as the evolution equation of 〈n(0)n(r)〉
provided in Ref. [53]; cf. Eq. (82). The turbulent diffusion
operator ∇i∇lKil describes a power-law growth of r(|τ |) in
the inertial range,

d〈rk (|τ |)〉
d|τ | = d

d|τ |
∫

rkP(r, r′, |τ |)dr =
∫

rkdr∇i∇l (Kil (r)P)

= k(k + 1 + ξ − β )〈rk+ξ−2〉, (105)

where we integrated by parts and employed Eqs. (79) and (80)
as well as the relationship

Kil∇i∇l r
k = krk+ξ−2(k + 1 + ξ − β ) (106)

that holds in the inertial range and is obtained by direct
calculation using Eq. (101). We find, by setting k = 2 − ξ ,

〈r2−ξ (τ )〉 = r2−ξ (0) + (2 − ξ )(3 − β )|τ |, (107)

which is the form that the Richardson law, given by Eq. (19),
takes in the Kraichnan model. As discussed after Eq. (19),
the separation r(τ ) is independent of the initial condition at
times larger than r2−ξ (0). There, the power-law growth holds:
〈r2−ξ (τ )〉 ≈ (2 − ξ )(3 − β )|τ |. Such a type of separation of
trajectories that remains finite in the limit of zero r(0) is
called explosive [57] in order to distinguish them from the
more usual chaotic separation, where r(t ) = 0 at r(0) = 0.
The explosive separation is a characteristic property of the
inertial range separation by nondifferentiable rough velocity
where roughness causes nonuniqueness of the trajectories.

Returning to Eq. (104), it has a self-similar solution,

fs(r, τ ) = |τ |b0−1(2 − ξ )2b0−1

4πrβ�(1 − b0)
exp

[
− r2−ξ

(2 − ξ )2|τ |
]
, (108)

where b0 = (β − ξ − 1)/(2 − ξ ), and we normalized the so-
lution so that

∫
f (r)dr = 1. This solution coincides with the

finite limit P(r, r′ → 0, τ ); see Ref. [57] and Appendix D.
The solution is quite similar in properties to the fundamental
solution of the ordinary diffusion equation. In fact, consid-
ering the dependence of the model on ξ as a parameter that
varies in the maximal allowed [1] range 0 � 0 < 2, we have
that at ξ = 0 and β = 0 turbulent diffusion reduces to the ordi-
nary diffusion. The above formula reduces then to the Green’s
function of diffusion equation. At finite ξ and β, as in ordinary
diffusion, fs(r, τ ) describes the long-time asymptotic form of
P(r, r′, τ ). Thus, at large times the evolution of separation is
self-similar, giving 〈rn(|t |)〉 ∝ |t |n/(2−ξ ). The counterpart of
the Richardson law is then 〈r2(|t |)〉 ∝ |t |2/(2−ξ ).

We see from Eq. (108) that the scaling exponent of the
pair-correlation function of the concentration determines the
scaling of P(r, r′ → 0, τ ) at small r in accord with Eq. (88).
The confirmation in the case of r′ �= 0 is more complex. It
is provided in Appendix D along with the formula for the
moments of the distance between two tracers.

E. Infinite recurrence transition

We observe that at small compressibility P the parameter b
is negative and the integral of P(r, r0 → 0, t ) over t converges
at large times. Thus, the particles collide, reaching r(t ) = 0
at most a finite number of times; cf. similar considerations
for usual diffusion. However, as the compressibility increases,
a transition occurs at β = 1 + ξ or P = (1 + ξ )/(2ξ ) and
b becomes positive for larger compressibilities. The time
integral diverges at large times so that particles will collide
an infinite number of times with probability 1. This trapping
effect of compressibility discovered in Ref. [57] makes the
behavior of pairs of tracers qualitatively different from that in
the incompressible flow.

In contrast with the clumping transition, for the infinite
recurrence transition the Kraichnan model indicates that this
transition can occur in the NS turbulence. Indeed, for 4/3 �
ξ � 3/2, the value of P = (1 + ξ )/(2ξ ) is below 1. Deciding
whether the transition does occur requires numerical studies.
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F. Anomalous scaling and zero modes

Finally, we comment on the scaling of higher order corre-
lation functions of the concentration that determine the fractal
dimensions of positive integer order. These functions obey in
the Kraichnan model a closed PDE: They are zero modes of
the operator

∑
nl ∇ri

n
∇rk

l
Kik (rn − rl ), where rn are the points

in the correlation function [1,49]. Zero modes provide a
known way of producing anomalous scaling exponents, in
our case nontrivial dependence of D(k) on k; cf. the previous
section.

We examine the validity of this consideration outside the
Kraichnan model. We observe that similar to our study of
the pair correlations we find that P(R, R′, t ) in Eq. (89) is
given by exp(t L̂n)(R, R′) with certain linear operator L̂n. In
the Kraichnan model, L̂n reduces to a linear combination
of the pair-dispersion operators L̂. This reduction would not
hold for propagators P(R, R′, t ) of the NS flow. However, the
reduction introduced by the Kraichnan model is similar to
neglecting the intermittency of the flow and it is valid qual-
itatively. The reason is that the intermittency of the statistics
of the transported quantity, tracers’ concentration in our case,
is much stronger than the intermittency of the transporting
velocity. For instance, the difference of the scaling exponent
of the fourth-order correlation function of the concentration
and twice the scaling exponent of the pair correlation is
finite even when the transporting velocity is self-similar:
The concentration is intermittent even when the flow is not.
This was found in the case of a passive scalar transported
by incompressible turbulence where the scalar is not self-
similar even though the transporting flow is a self-similar
Gaussian flow with little structure [1]. The reason for this
phenomenon, called anomalous scaling, is the zero modes
described in the previous section. These modes define the
correlation functions and have intrinsically anomalous scaling
independent of whether the velocity scaling is anomalous. The
situation seems similar in our case also though the detailed
calculations are outside the scope of this paper. It must be
kept in mind though that for other questions the neglect of
intermittency could be not valid. For instance, pair dispersion
in the Kraichnan model is self-similar; however, intermittency
of turbulence would cause breakdown of this self-similarity.

G. Transition to multifractality in NS turbulence

We consider Eq. (99) at any Ma, not necessarily in the
multifractal phase. We find using the formula for c/ru derived
in Appendix C,

ln〈n(0)n(r)〉 =
∫ 1

r/L̃

(b + 1)(b + 7)(a + 7)�′r′�−1dr′

8(b + 7) + 2(b + 3)(a + 7)�′r′� , (109)

where � = (b − a)/2 is half the difference of decay ex-
ponents b and a of the spectra of potential and solenoidal
components of velocity, respectively, and �′ is the ratio of
the magnitudes of potential and solenoidal components; see
details in Appendix C. The integration variable here is the
ratio of the scale and the upper cutoff scale L̃, which is
determined by the breakdown of scaling of c and u and is of
order of the integral scale L. This scale is L̃ in Eq. (100).

FIG. 1. The tracers’ pair correlation function in the high-Mach-
number regime. rL = r/L̃.

Integration of Eq. (109) gives

〈n(0)n(r)〉 =
[

σ0 + 1

σ0 + (r/L̃)�

](b+1)(b+7)/(2(b+3)�)

. (110)

We introduced the dimensionless quantity σ0 = 4(b +
7)/[(b + 3)(a + 7)�′]. We have σ0 ∼ 1/�′ for physically rel-
evant values of a and b, so σ0 characterizes the ratio of the
magnitudes of solenoidal and potential components.

The above equation is a concise prediction of the model
that holds at any Ma. In the limit of small Mach numbers,
we have σ0 
 1 and the pair-correlation function is nearly
constant at r � L. At Ma and � of order 1, where σ0 ∼ 1,
the pair-correlation function has some changes in the inertial
range. The power law becomes valid as the Mach number
increases and � becomes much smaller than 1. For the study
of this limit, it is useful to rewrite the pair correlation function
as

ln〈n(0)n(r)〉 = (b + 1)(b + 7)

2(b + 3)�

× ln

(
2(b + 3)(a + 7)�′(r/L̃)�

(
(L̃/r)� − 1

)
8(b + 7) + 2(b + 3)(a + 7)�′(r/L̃)�

+ 1

)
,

(111)

This can be approximated for � � 1 as

〈n(0)n(r)〉 ≈ exp

{
β

�

[(
L̃

r

)�

− 1

]}
, (112)

with

β = (a + 7)(b + 1)(b + 7)�′

8(b + 7) + 2(b + 3)(a + 7)�′ . (113)

We see that Eq. (100) is a good approximation under the
condition � ln(L̃/r) � 1. These formulas can be used for
fitting the parameters of the model with the help of future
numerical data. Figure 1 depicts the tracers’ pair correlation
function as obtained from the Kraichnan model, i.e., Eq. (110)
(blue line) as compared to the approximating power low given
by Eq. (100) (red line). It should be mentioned that Fig. 1
represents a valid picture only down to the sonic length.
As commented above, below that scale the pair correlation
function flattens significantly. The pair correlation function
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FIG. 2. The tracers’ pair correlation function in the low-Mach-
number regime as predicted by Eq. (110). rL = r/L̃.

according to Eq. (110) in the small-Mach-number regime is
shown in Fig. 2. As expected, in that regime the concentration
fluctuations are small and close to a constant value over the
inertial range.

Thus, we confirmed again that multifractality is approx-
imate. This is because the density fluctuations are created
by the potential component of the velocity but particles’
separation is determined by the complete velocity. Strictly
speaking, the multifractality holds only when the scalings of
the velocity components are identical.

X. ACCELERATION OF FORMATION
OF PLANETESIMALS

Transition to multifractality implies a strong increase of the
pair correlation function of concentration at small distances.
The flow transport brings the tracers close much more often
than below the transition. This implies a strong increase in
the collision rate of particles above the transition, as we
demonstrate in this section. The rate increases by a large
parameter over a short interval of Mach numbers where the
pair correlation transitions from the stretched exponential to
the power-law form; see Eq. (99). The physical system that
we use for consideration is formation of planetesimals.

We consider a model where formation of planetesimals
occurs due to coalescence of particles of dust. The particles
are transported by the compressible turbulent flow of a gas
that is characterized by large Mach and Reynolds numbers.
The particles are assumed to have negligible inertia and move
as tracers.

The solution is assumed to be dilute. Thus, we can ne-
glect the particles’ back reaction on the flow and consider
only binary collisions. Two dust particles of radii a1 and a2

collide when their centers are at a distance a1 + a2 from each
other. Thus, a1 + a2 is the effective interaction radius of the
particles. We assume that the collision leads to coalescence
with probability P12 that depends on ai. This probability
characterizes short-range interactions and is the counterpart of
the collision efficiency in the similar problem of coalescence
of droplets in rain formation [84]. The rate of coalescence per
unit volume γ12 of dust particles of radii a1 and a2 is given by

Refs. [84,85],

γ12 = −P12

∫
wr<0,r=a1+a2

dS〈n2(0)n1(r)wr (r)〉, (114)

where ni is the concentration of the particles with radius ai and
wr (r) = vr (r) − vr (0) is the radial component of the velocity
difference of the colliding particles. The integral above is
over that part of the surface of the ball of radius a1 + a2

on which wr < 0. This condition ensures that the particles
approach and not separate. The angular brackets stand for the
spatial averaging. We can simplify Eq. (114) by employing
the continuity equation,

∂t ni + ∇ · (niv) = 0, (115)

where i = 1, 2. Using the same steps taken for deriving
Eq. (95), we find

∇ · 〈n2(0)n1(r)[v1(r) − v2(0)]〉 = 0. (116)

Finally, we find by integrating over the volume of the ball
with radius a1 + a2 and using the divergence theorem, the
following constraint:∫

〈n2(0)n1(r)wr〉dS = 0. (117)

Thus, we can write Eq. (114) in the form

γ = P12

2

∫
r=a1+a2

dS〈n2(0)n1(r)|wr |〉, (118)

The derivation of similar identity in the incompressible
isotropic case was done in Ref. [85]. This way of rewriting
γ12 is useful because averaging conditioned on sign of wr is
more difficult.

We observe from the cascade picture of the formation
of fluctuations of the concentration that for r in the iner-
tial range 〈n2(0)n1(r)〉 is determined by many steps of the
cascade and only the last step is correlated with wr . Thus,
neglecting one step in comparison with many, we can perform
independent averaging, 〈n2(0)n1(r)|wr |〉 = S(r)〈n2(0)n1(r)〉,
where S(r) = 〈|wr (r)|〉. Invoking isotropy, we find

γ12 = 2πP12(a1 + a2)2S(a1 + a2)〈n2(0)n1(a1 + a2)〉. (119)

The structure function S(r) changes smoothly at the tran-
sition to multifractality [at the transition the scaling expo-
nents of solenoidal and potential components of the velocity
become similar, which does not bring a strong change of
S(r)]. Thus, we can concentrate on the change of γ12 due
to 〈n2(0)n1(a1 + a2)〉. In the multifractal phase, this is given
simply by

〈n2(0)n1(a1 + a2)〉 = 〈n1〉〈n2〉
(

L

a1 + a2

)3−Dt (2)

, (120)

where Dt (2) is the correlation dimension of the multifractal
formed by the tracers. We remark that particles with different
ai are identically moving tracers so the probability of finding
another particle at fixed distance r from a given particle
is independent of the particle radii ai. The above formula
assumes that a1 + a2 belongs in the supersonic inertial range
that is larger than the sonic scale ls but smaller than L. In
this case, at the transition γ12 is increased by the factor of
(L/(a1 + a2))3−Dt (2).
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A. Pair correlations and collisions below the sonic scale

It is probable that in many applications the case of colliding
particles with a1 + a2 < ls would be relevant. The description
of the collision rate in this case requires the knowledge of
the pair-correlation function of the concentration below η.
Turbulence below η is either dissipative or it has a small
Mach number. In both cases, the fluctuations of the density
stop increasing below η, resulting in the flattening of the
correlation functions at r < η,

〈n(0)n(r)〉 ∼ 〈n〉2

(
L

η

)3−Dt (2)

, 〈ρ(0)ρ(r)〉 ∼
(

L

η

)3−D(2)

.

(121)

This can be confirmed for the Kraichnan model using Eq. (99).
Correspondingly, we find for the correlation function in the
rate of collisions,

〈n2(0)n1(a1 + a2)〉 ∼ 〈n1〉〈n2〉
(

L

η

)3−Dt (2)

. (122)

Thus, as the interaction radius of the colliding particles de-
creases, the collision kernel increases up to a1 + a2 = η. The
increase factor for smaller a1 + a2 is size independent.

Finally, we remark that the total collision rate is given by
summing over the rates of collisions of particles with all radii
combinations a1 and a2.

XI. INTERNAL ENERGY, ITS EVOLUTION, AND ZERO
SUM OF LYAPUNOV EXPONENTS

The considerations of the previous sections belonged to the
supersonic inertial range. There the density in the multifractal
phase is singular. Thus, if the density behavior, understood as
behavior of the coarse-grained density ρr , could be continued
to infinitely small r then the resulting field would be singu-
lar and supported on a constantly evolving multifractal set.
However, this type of distribution would have infinite internal
energy. For instance, in the case of the isothermal flow, the
internal energy is proportional to the Gibbs entropy, which
is infinite for multifractal distributions as seen from Eq. (4);
cf. Ref. [9]. Thus, the fully resolved density field cannot
be multifractal unless we are willing to drop the framework
of dissipative Navier-Stokes equations. In this section, we
demonstrate rigorously that finiteness of the internal energy
demands that the sum of Lyapunov exponents is zero.

Our main assumption is that there is a dissipation scale
ld below which the flow is smooth. This assumption is the
counterpart of the similar assumption in incompressible tur-
bulence below the viscous scale [41]. The regularization at
small scales that smooths both the flow and the density is
caused by the finite value of the dissipation coefficients (for
density, finite speed of sound forming ls is also relevant; see
below). Thus, shock solutions have a finite density and a finite
width which are determined by the values of the dissipation
coefficients; cf. the introduction. We assume finiteness of ve-
locity divergence w in the calculation. The proof of vanishing
of the sum of the Lyapunov exponent would be immediate
on somewhat stronger assumption that the density is finite (in
fact, it was considered in Ref. [1] as needing no proof). This
proof is considered at the end of the section. The juxtaposition

of this result with simulations of Ref. [5] is done in the next
section.

A. Finite internal energy and zero sum of Lyapunov
exponents of time-reversed flow

Here, we demonstrate that the sum of Lyapunov exponents
of time reversal of a compressible flow must be zero. This
conclusion holds for any compressible flow in a finite volume,
not necessarily turbulent. We set the initial condition for
the density in the past ρ(t, x) = 1, where t is a negative
time. Then, after some finite relaxation time τ0, the flow is
stationary. This way of reaching steady state was used in
Ref. [31]. Thus, ρ(0, x) is the steady-state density at |t | 
 τ0.
We have, using Eq. (5),

lim
t→−∞

ln ρ(0, x)

|t | = lim
t→−∞

∫ t

0
w(t ′, q(t ′, x))

dt ′

|t | =
3∑

i=1

λ−
i (x),

(123)

where the sum of Lyapunov exponents of time-reversed flow∑3
i=1 λ−

i (x) is defined as

3∑
i=1

λ−
i (x) ≡ lim

t→−∞
1

|t | ln det
∂q(t, x)

∂x
. (124)

Thus, the sum gives the logarithmic rate of growth of infinites-
imal volumes in time-reversed flow; cf. Eq. (10). We observe
that the integral in Eq. (123) involves a finite interval of order
τ0, where w(t, q(t, x)) is nonstationary. This interval can be
neglected due to t → ∞ limit so the stationary w(t, q(t, x))
can be employed in the equation.

By the ergodic theorem [11], the limiting function∑3
i=1 λ−

i (x) is independent of x with exception of a nonempty
set  of x with zero total volume. The value of the almost
constant limit for the sum is nonpositive [9,10]. If

∑3
i=1 λ−

i
were negative, then ρ(0, x) would be supported on a set
with zero spatial volume; see Eq. (123). However, then the
singularities of the density, that must provide for finite mass
after integration over , would be so strong that the internal
energy given by Eq. (4) would be infinite. We conclude that it
is necessary that

3∑
i=1

λ−
i (x) = 0 (125)

holds with possible exception of a set of zero total volume.
Using the formula for the sum from Ref. [86], that generalizes
the formula of Ref. [10] for

∑3
i=1 λi, we find

3∑
i=1

λ−
i = −

∫ 0

−∞
〈w(0)w(t )〉dt = 0,

〈w(0)w(t )〉 =
∫

w(0, x)w[t, q(t, x)]dx. (126)

Thus, w(t ) is an anticorrelated process. A similar proof can
be constructed for the sum of Lyapunov exponents of the flow
itself.
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B. Finite internal energy and zero sum of Lyapunov exponents

We prove that
∑3

i=1 λi, defined in Eq. (10), is
zero. We observe that mass conservation ρ(0, x) =
ρ[t, q(t, x)] det ∇q(t, x) implies that the Gibbs entropy
defined in Eq. (4) obeys

S(t ) = −
∫

ρ(0, x) ln ρ[t, q(t, x)]dx

= S(0) +
∫ t

0
dt ′dxρ(0, x)w[t ′, q(t ′, x)], (127)

where we used Eq. (5). This formula for the increment of in-
ternal energy, proportional to S, holds for any initial condition.
We consider it in the steady state. We have

lim
t→∞

S(t ) − S(0)

t
=

∫ 3∑
i=1

λi(x)ρ(0, x)dx, (128)

where we introduced the x dependence in the limit in Eq. (10).
By the ergodic theorem,

∑3
i=1 λi(x) must be constant with

possible exception of a set ′ of zero volume. We ob-
serve that

∑3
i=1 λi(x) is finite on that set. The integral of∑3

i=1 λi(x)ρ(0, x) over ′ must be zero since a nonzero value
would demand strong singularities of the density that would
produce infinite internal energy. We conclude that ′ can be
neglected in the integral in Eq. (128), giving

lim
t→∞

S(t ) − S(0)

t
=

3∑
i=1

λi = 0, (129)

where we used that the left-hand side is zero by finiteness of
the internal energy. This finishes the proof described in the
introduction.

The Gibbs entropy, considered as functional of the density
field, attains maximum at the constant density which provides
the state of the maximal disorder. This was used in Ref. [10]
for demonstrating that in general

∑3
i=1 λi � 0; cf. Ref. [9].

An unrestricted smooth compressible vector field would pro-
duce a negative sum. Thus, the compressible turbulent flow
below the viscous scale is nongeneric, realizing the equality∑3

i=1 λi = 0. Some insight into this nongeneric behavior can
be obtained using the formula for the sum [10],∫ ∞

0
〈w(0)w(t )〉dt = −

3∑
i=1

λi = 0; (130)

cf. with Eq. (126). (Here, 〈w(0)w(t )〉 is generally not even
function of t since spatial averaging does not correspond
to the average over the steady-state density.) Thus, w(t ) is
anticorrelated with its own initial condition so that the integral
of 〈w(0)w(t )〉 over positive or negative times is zero. The
physical interpretation of this result is as follows [53]: The
divergence in the fluid particle’s frame, w[t, q(t, x)], is not
stationary since q(t, x), that is distributed uniformly at t = 0,
accumulates with time in compression regions that are char-
acterized by negative w. Thus, at t = 0, we have 〈w(0)〉 =
〈∇ · v(x)〉 = 0, while at small times Eq. (A1) implies that
〈w[t, q(t, x)]〉 = −t〈w2〉 < 0. This accumulation, however, is
transient and occurs at times of the order of the correlation
time of w(t ). At times larger than the correlation time, the

back reaction of the density on the flow through −∇p causes
the compression to turn into rarefaction so that the time inte-
gral of 〈w(0)w(t )〉 is zero; cf. Refs. [53,87]. Thus, if initially
x is in a compression region, then after time of order of the
correlation time of w(t ) the trajectory will be typically found
in a rarefaction region and vice versa. Stronger consequences
for anticorrelations hold if the density can be assumed to be
finite; see below and Appendix A.

Finally, we provide the form of anticorrelations in space
rather than in time. We observe that using the identity∫

w(t, q(t, x))ρ(0, x)dx = ∫
ρ(t, q)w(t, q)dq we have from

Eq. (127) that

lim
t→∞

1

t

∫ t

0
〈ρw〉 = lim

t→∞
S(t ) − S(0)

t
= 0. (131)

We find that in the steady state

〈ρw〉 = 0, 〈v · ∇ρ〉 = 0. (132)

Thus, on the average the density is constant along the instan-
taneous streamlines of the flow. Correspondingly, the density
is on the average constant along a closed streamline and is
locally axially symmetric around vortex filaments.

C. Finiteness of density and its gradients

Here, we will consider the consequences of the assumption
that the density and its gradients are finite below the scale
ld determined by the dissipation coefficients. This assump-
tion originates in the structure of the shocks and parallels
the assumption of finite gradients below the Kolmogorov
scale of the incompressible turbulence [41]; cf. with the
previous assumption on the flow differentiability. Similarly
to incompressible turbulence, this assumption might not be
fully true; however, it is certainly a good assumption in the
light of the presently available knowledge (see the discussion
in Ref. [41]). Infinite density or its gradients would produce
infinities in dissipative Navier-Stokes equations of compress-
ible flow whose existence seems not plausible. We remark
that though multifractal-type singularities of the density are
impossible, the weaker singularities providing for a finite
internal energy could occur in principle.

We start from considering the consequences of the finite-
ness of the density. Since the density is finite, then taking the
logarithm of Eq. (5) yields

lim
t→±∞

1

t
ln

[
ρ(0, x)

ρ(t, q(t, x))

]
∝ lim

t→±∞

∫ t

0
w[t ′, q(t ′, x)]

dt ′

t
= 0,

that holds for all x. The last limit for ∞ and −∞ represents
sums of Lyapunov exponents of the flow and its time rever-
sal, considered previously in this section. Thus, the previous
results are recovered effortlessly [1].

Finiteness of the density gradients implies fine-tuning be-
tween the advection and the compression. Indeed, advection
creates sharp contrasts of the passively transported field, thus
developing infinite gradients. This includes the dissipation
range where the flow is smooth [1]. For instance, random
shocks with smooth density below ld would still create infinite
gradients of the concentration. In turn, compression tends to
develop infinite densities as is well known from the theory
of dissipative dynamical systems; see, e.g., Refs. [1,9,11,75].
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How the fine-tuning provided for a finite density gradient is
realized can be described in detail at small Ma; see the next
sections. We remark already here that although the above
discussion shows that n develops infinite gradients in contrast
with ρ, this does not show that n and ρ differ as densities.
We demonstrate in the next section that at small Ma coarse
graining over arbitrarily small scale makes n coincide with ρ

so that n and ρ are identical physically, describing the same
mass distribution.

We stress that the observations of these relations, how-
ever, require flow resolution below the dissipation scale. For
instance, the anticorrelation property of w[t, q(t, x)] holds
separately along each of the fluid trajectories along which w

must be sign alternating; see above. Thus, it can be missed
in numerical simulations if q(t, x) is not well resolved below
η during the correlation time of w. This could provide a
different reason, besides that n and ρ differ, for why nonzero
sums of Lyapunov exponents were reported in simulations [5].
There the Kolmogorov scale was half the grid size and the
observations of Lyapunov exponents could be contaminated
by the inertial range.

Finally, we remark that for nonbarotropic fluids there are
more possibilities for the singular behavior. For ideal gas, the
density can become infinite without violating the finiteness of
the internal energy density and the pressure if the tempera-
ture drops to zero. This seemingly would not happen in the
ordinary conservative fluid mechanics but can happen in the
presence of cooling terms violating the local conservation of
energy. These terms describe local dissipative processes such
as radiation and do appear in applications. Finite-time blowup
of density is possible in this case by keeping the pressure
and its gradients finite; see, e.g., Refs. [88,89] for ideal
hydrodynamics in one and three dimensions, respectively, and
Ref. [90] for the nonideal case. In this work, we will not
consider these cases, confining ourselves to the ordinary fluid
mechanics.

D. Zero sum of Lyapunov exponents and the Kraichnan model

It is seen by combining Eqs. (126) and (130) that∫ ∞

−∞
〈w(0)w(t )〉dt = 0. (133)

We consider here the implications of this equality for the
Kraichnan model.

The assumption of the flow differentiability in the dissipa-
tion range r < ld is modeled by requiring that the functions
c and u in Eq. (92) have regular Taylor expansion at r � ld .
The sum of the Lyapunov exponents is given by

∑3
i=1 λi =

−(1/2)
∫ 〈w(0)w(t )〉dt = −3c(0)/2; see Ref. [53] for details.

Thus, we must set c(0) = 0. However, this would produce
zero single-point fluctuations of w(t, x); see Eq. (94). The
reason is that δ-function correlation cannot describe the zero-
correlation time limit in the dissipation range: The vanishing
of

∫ 0
−∞〈w(0)w(t )〉dt and nonvanishing of

∫ 0
−∞〈w(0)w(t )〉tdt

considered at the end of Appendix A imply that 〈w(0)w(t )〉
has the behavior of δ′(t ), not of δ(t ). Nevertheless, as long
as the model is used in the inertial range only, it produces
physically reasonable results. For r in the inertial range,
the δ(t ) behavior is reasonable because

∫ 〈wr (0)wr (t )〉dt is

nonzero where wr is coarse grained over scale r. There are
anticorrelations of wr in the inertial range also; however, they
are not that restrictive.

If we do consider the pair-correlation function of the
Kraichnan model in the dissipation range, the results crucially
depend on whether c(0) = 0. If c(0) = 0, then 〈n2〉 is finite
[since u(0) �= 0], so the distribution is smooth in the dissi-
pation range. In contrast, c(0) �= 0 produces power-law diver-
gence of 〈n(0)n(r)〉. This describes multifractal distribution in
the dissipation range; see Ref. [53]. Whether it could be that
for tracers

∑3
i=1 λi �= 0 and multifractality holds also at small

scales, as claimed in Ref. [5], demands further studies. Some
light on this question is shed in the next section.

XII. MUST DENSITY AND CONCENTRATION COINCIDE
IN THE STEADY STATE?

It might seem self-evident that all initial conditions for the
continuity equation relax at large times to the same solution.
Indeed, the difference of two different solutions is also a
solution whose spatial integral vanishes. Positive and nega-
tive regions of an initial condition with zero spatial integral
would be mixed by turbulence. Thus, at large times, coarse
graining over an infinitesimal scale would wash out the field
contrasts, producing zero. This is quite similar to mixing by
incompressible turbulence [1], where the only difference is
that in our case the trajectories’ mixing is confined to the
nontrivial support of the steady-state density instead of the
whole volume. Thus, any two solutions of the continuity
equation would agree at large times after coarse graining.

If the above consideration using the assumption of the
mixing is true, then any initial (normalized) distribution of
tracers relaxes after some time to a universal limiting dis-
tribution independent of the initial condition. Moreover, this
distribution equals the steady-state fluid density. This con-
clusion would have far-reaching theoretical and experimental
consequences. Theoretically, it would allow us to study the
fluid density using well-developed techniques for the study
of passively transported concentrations [1]. Experimentally, it
would provide the simplest way of observing the multifractal
structure of the density. One could spread in space a large
number of tracer particles that obey Eq. (6) and study the
stationary distribution on which they settle after transients
[5]. The study of multifractals via large number of points
distributed on them is standard [63].

In this section, we undertake critical examination of the as-
sumption that concentration and density coincide in the steady
state. The reasons for questioning the equality that usually is
taken for granted (see, e.g., Ref. [5]) were sketched in the
introduction and are detailed here. The simplest argument for
the equality would be uniqueness of the steady-state solution
that often holds due to dissipation. However, the continuity
equation is not dissipative and the steady-state solutions are
not unique. This is well known for incompressible nonrandom
flows: A measure concentrated on a periodic orbit would
solve the continuity equation and be different from a constant
solution n = 1; see, e.g., Ref. [91]. Similarly, for random
flows a measure supported on any level set of pointwise
first Lyapunov exponent is stationary [60]. Thus, uniqueness
cannot be used for proving the equality of the density and the
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concentration in the steady state. Mixing also cannot be taken
for granted. The density could not mix with the tracers by
creating a nonmixing set on which it would be supported due
to interaction with the transporting flow; cf. the introduction.
We remark that the steady-state solution n = ρ of course
exists as it is most obvious from,

∂t
n

ρ
+ (v · ∇)

n

ρ
= 0, (134)

implied by Eqs. (1). However, it can become unstable if fluid
particles form a configuration that preserves itself thanks to
the interaction with the transporting flow. Small deviation of
tracers from this configuration could grow; cf. the introduction
(in the case of continuum fields, configuration is a field
configuration).

We start by providing an example that helps show how the
difference between passive and active scalars can arise.

A. The continuity equation is conservative

The main difficulty in proving that in the steady state
n = ρ is that the continuity equation is conservative. One can
introduce a conserved distance between two smooth solutions
of the continuity equation (the steady state can be considered
by studying the long-time evolution of smooth solutions). This
distance is similar to the H function of Boltzmann or entropy
−H ; see its use for the relaxation of solutions of the more
general Fokker-Planck equation in Ref. [80]. We define H
function for two smooth positive solutions of the continuity
equation n1(t, x) and n2(t, x) obeying

∫
ni(t, x)dx = 1 as

H (t ) =
∫

n1 ln
n1

n2
dx. (135)

We observe that H (t ) is a non-negative function. Using∫
ni(x, t )dx = 1, we may rewrite H as

H =
∫ [

n1 ln
n1

n2
− n1 + n2

]
dx

=
∫

n2[R ln R − R + 1]dx, (136)

where we introduced R ≡ n1/n2. The last term in the above
equation is always not positive as it follows from

R ln R − R + 1 =
∫ R

1
ln xdx � 0, (137)

that holds for any R � 0. We see that H = 0 only at n1(t, x) =
n2(t, x). Thus, H (t ) is non-negative and it vanishes only if
the solutions agree pointwise, providing a good definition of
the distance between ni. By changing the integration variable
in Eq. (135) from x to q(t, y), it is found that H (t ) = H (0).
This is the consequence of mass conservation n(t = 0, y)dy =
n(t, x)dx and conservation of n1/n2 on q(t, y) that follows
from applying Eq. (134) to n1/n2. Thus, the distance between
the solutions is conserved and pointwise relaxation to n1 = n2

is not possible.
The way out of the above difficulty is demonstrating that

the pointwise concentration does not have a physical meaning.
The measurable quantity is the mass distribution, which is
described by the coarse-grained field nε . However small ε

is, the creation of finite contrasts of concentration over an

infinitesimally small scale in the limit of infinite evolution
time allows for relaxation of nε to the same distribution
despite the pointwise difference. This can be illustrated by
considering the case of small Mach number that is of its own
interest.

B. Relaxation of concentration to density at Ma � 1

It is instructive to consider the case of Ma � 1, where
there is a solution for the density in terms of the flow. The
solution is not unique and depends on interaction with heat
[92]; see also Refs. [93–96]. In the case of isothermal flow,
we have ρ(t, x) = 1 + cMa2 p(t, x), where c is a constant
and p is the pressure as obtained from the incompressible
Navier-Stokes equations. The pressure obeys the Poisson
equation ∇2 p = −∇ku0

i ∇iu0
k , where u0 is the incompressible

turbulent flow (divergence of the forcing is assumed to be
zero here) and its smallest scale of variations in space [41]
is the Kolmogorov scale η. Since the pressure is defined up
to a constant, it is assumed with no loss of generality that
〈p〉 = 0. The solution makes it explicit that the density field
has a finite scale of spatial variations due to the interaction
with the flow. Proportionality of the density and pressure
spectra in the inertial range was confirmed for the considered
regime by recent numerical simulations [28,82] for Ma < 0.3.
The spectrum (∼k−7/3 where k is the wave number) indicates
that the density is a large-scale nonfractal field with positive
scaling exponents in the inertial range. The nonfractal nature
of the density fluctuations at low Mach numbers is supported
also by other scenarios that hold for Ma � 1, having k−5/3

spectrum [92,97]; see also Refs. [51,98,99].
It is readily seen that the assumption that n/ρ = const

pointwise is self-contradictory. Passive concentration trans-
ported by low-Mach-number flow must approximately obey
transport by incompressible turbulence. However, that creates
finite contrasts over infinitesimal scales associated with indef-
inite growth of ∇n. This is in contradiction with finite ∇ρ

above.
We demonstrate that despite the pointwise difference, the

concentration nε (t, x) coarse-grained over scale ε relaxes to
ρ(t, x) at large t for any finite ε. We assume that the fluid flow
is in the steady state and consider the evolution of concentra-
tion of tracers injected at some t < 0 with initial distribution
n(t, x) = 1 (different initial conditions for concentration are
demonstrated to converge to the same solution in the next
subsection). We study the limit of infinite evolution time by
considering the concentration at time zero n(x) at t → −∞
as in Sec. IV. We have from Eq. (134)

n(x) = ρ(x)

ρ(t, q(t, x))
. (138)

Coarse graining over a scale ε � η gives

nε (x)

ρ(x)
=

∫
|x′−x|<ε

dx′

(4πε3/3)ρ(t, q(t, x′))
. (139)

Relaxation of nε (x) to ρ(x) means that the right-hand side of
Eq. (139) relaxes to 1. We find, using the form of the density
at Ma � 1,∫

|x′−x|<ε

dx′

ρ(t, q(t, x′))
≈

∫
|x′−x|<ε

[1 − cMa2 p(t, q(t, x′))]dx′.
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We observe that we can use in the integral in the consid-
ered order in Ma the trajectories of incompressible flow.
The mixing property of (time-reversed) incompressible flow
shows that a ball of radius ε is smeared at large times
over the whole volume of the flow so that at large times
3
∫
|x′−x|<ε

p(t, q(t, x′))dx′/(4πε3) = 〈p〉. However, 〈p〉 = 0
by the made assumption. Therefore, we find nε (x) = ρ(x).

We remark that relaxation after coarse graining is equiva-
lent to the relaxation in the sense of measures or distributions,
that is,

lim
t→∞

∫
f (x)n(t, x)dx∫
f (x)ρ(t, x)dx

= 1 (140)

for any smooth function f . Here, smoothness of f allows us
to change n(t, x) in the numerator by n coarse grained over a
scale much smaller than the scale of smoothness of f .

The extension of the above proof that, as distributions, n
equals ρ to the case of finite Mach number is nonevident
and requires another approach. The simplest is to prove the
relaxation for tracers.

C. Natural measure for the tracers

We consider relaxation of different initial conditions for
the tracers’ concentration to the same limiting distribution that
was taken for granted in the previous sections. We start with
a physical approach that observes that the dust particles, as
compared with idealized tracers, perform Brownian motion
with a certain diffusion coefficient κ . Thus, the full continuity
equation for their concentration is ∂t n + ∇ · (nv) = κ∇2n.
The presence of a finite κ destroys the nondissipative nature
of the continuity equation [100]. It is readily seen that with the
diffusion term the time derivative of H introduced in Subsec.
XII A is [80]

Ḣ = −κ

∫
n1(∇ ln(n1/n2))2dx � 0, (141)

where the equality holds for n1 = n2 only. This equation
implies relaxation to n1 = n2 since H � 0. Diffusion makes
the equation dissipative and all initial conditions relax in the
limit of large evolution times to the same smooth (due to
κ > 0) stationary solution nκ (t, x), where we stress the de-
pendence on κ . We can define the so-called [11–13] natural
measure ns by

ns
ε (x) = lim

κ→0
nκ

ε (x). (142)

Here, we use the standard assumption that small finite κ is
only relevant below a certain diffusive scale so that coarse
graining over a much larger (yet macroscopically small)
scale ε is independent of κ; see Ref. [1] and references
therein. Since Eq. (142) defines ns

ε (x) for any ε > 0, it de-
fines ns completely. The definition can be given an explicitly
ε-independent form by the demand that for any smooth func-
tion f (x) we have∫

f (x)ns(x)dx = lim
κ→0

∫
f (x)nκ (x)dx. (143)

The equivalence holds because on scales larger than the
diffusive scale nκ coincides with ns. We observe that diffusion
introduces white noise in the equation of motion of the tracer.

Thus, nκ (x) can be considered as the probability density func-
tion (PDF) of the tracer position. The PDF’s limit of κ → 0
is not necessarily smooth so it might not be definable as an
ordinary function; however, the limiting averages of arbitrary
function of the position f (x) are well defined by Eq. (143).
Moreover, the different point correlation functions also have a
well-defined κ → 0 limit. For instance, the generalization of
Eq. (99) to the case with finite κ is [53]

〈n(0)n(r)〉 = exp

[∫ ∞

r

r′c(r′)dr′

r′2u(r′) + 2κ

]
. (144)

The κ → 0 limit is regular and reproduces Eq. (99).
Thus, we demonstrated that ns is the universal limiting

distribution of tracers at scales that are not too small for
diffusion to become relevant. The universality is due to the
physical assumption that distribution of tracers with slightly
different small diffusion coefficients looks identical at a finite
scale. The formal proof is standard [12,13] and relies on the
mixing assumption that is provided below. It must be stressed
that this proof shows that a generic initial condition for the
continuity equation relaxes as a measure (see above) to ns

but, however, does not exclude the existence of measure zero
initial conditions for which the relaxation would fail; see
Subsec. XII F. The natural measure ns solves the ordinary
continuity equation without the diffusion term (it is a weak
solution). This way of constructing the natural measure ns

as the zero-noise limit of the PDF of a stochastic process
constitutes a rigorous mathematical approach [101] that in our
case is dictated by the physics of the problem.

It is often possible to write ns explicitly. For this, it is useful
to construct nκ by setting the initial condition at t = −T and
considering n(x) ≡ n(0, x) in the infinite evolution time limit
T → ∞. We take with no loss of generality a uniform initial
condition n(−T, x) = 1. We have, from Eq. (142),

ns
ε (x) = lim

κ→0
lim

T →∞
nε (x) = lim

T →∞
lim
κ→0

nε (x). (145)

We assume here that the order of the limits can be changed,
which is a form of a mixing assumption. Observing that n(x)
at κ → 0 becomes the solution of the continuity equation
given by Eq. (5), we find [54]

nε (x) = lim
T →∞

(
exp

[
−

∫ 0

−T
w(t, q(t, x))dt

])
ε

. (146)

For other approach to this representation, see Ref. [9]. The
statistics of the natural measure can be studied using in
Eq. (146) the stationary statistics of the velocity. The rule of
the thumb is that the change of the order of limits (which is
the only nonrigorous assumption made in the derivation) is
valid as long as the answers obtained from Eq. (146) are finite.
For instance, the pair correlation function of concentration
f (r) = 〈n(0)n(r)〉 is

f (r) =
〈
exp

(
−

∫ 0

−∞
[w(t, q(t, r)) + w(t, q(t, 0))]dt

)〉
,

(147)

where the coarse graining can be dropped at finite
|r|. Application of the cumulant expansion theorem
to 〈n(0)n(r)〉/〈n(0)〉〈n(r)〉 with average concentrations
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represented via Eq. (146) gives [54,102]

ln f (r) = g(r) + · · · , (148)

where the dots stand for higher order mixed [involving both
w(t, q(t, r)) and w(t, q(t, 0))] cumulants and [54]

g(r) =
∫ 0

−∞
dtdt ′〈〈w(t, q(t, 0))w(t ′, q(t ′, r))〉〉, (149)

where double angular brackets stand for dispersion. The rep-
resentation given by Eq. (148) is useful often.

D. Impact of effective diffusion on the density

We saw above that the question of relaxation to a universal
distribution that is independent of the initial condition is easy
in the presence of dissipation. If we could introduce some
diffusion to the continuity equation for the density, it would
solve the problem of relaxation. However, there is no reason
to introduce this term. If it is introduced in a numerical scheme
artificially, then this demands a validity check. However,
smoothness of the density field, if it can be assumed, does
imply the regularity of the limit of zero diffusion at finite
times, that is,

ρ(t, x) ≈ ρκ (t, x), ∂tρ
κ + ∇ · (ρκv) = κ∇2ρκ. (150)

Unfortunately, this could not be used for proving the re-
laxation since the diffusive term brings dissipation and its
accumulation over time can bring a finite effect in the steady-
state limit of infinite evolution time. The way of proving
the relaxation without introducing diffusion is the mixing
assumption.

E. Mixing

The property that is needed for proving relaxation of con-
centration to density, staying in the frame of nondissipative
continuity equation, is mixing [12,13]. The assumption of
mixing shows that different time correlation functions defined
with the help of ρ in the limit of large times reduce to the
product of averages (the same assumption can be used for
proving the relaxation of distributions of tracers to unique lim-
iting distribution using that distribution instead of ρ below). In
our case, the averaging measure is time dependent, being sta-
tionary only statistically, which demands a slight modification
in the form of the mixing assumption. We assume that for any
smooth functions f (x) and g(x),

lim
t→∞

∫
f (q(t, x))g(x)ρ(x)dx∫

f (x)ρ(t, x)dx
∫

g(x)ρ(x)dx
= 1, (151)

where the integral in the numerator of the left-hand
side defines the correlation function 〈 f (t )g(0)〉. For time-
independent flows, this reduces to the usual form [12,13]
on using ρ(t, x) = ρ(x). Our Eq. (151) incorporates that in
the decomposition 〈 f (t )g(0)〉 ≈ 〈 f (t )〉〈g(0)〉, that holds at
large times, we must use ρ(t, x) for averaging f and not
ρ(t = 0, x). We observe that Eq. (151) is a bilinear relation.
Its elementary form is obtained by taking for f and g the
indicators χε (x − x1) and χε (x − x2) for some x1 and x2.
Here, χε (x) equals 1 for |x| < ε and 0 otherwise. We have

from Eq. (151)

lim
t→∞

∫
|x−x2|<ε

χε (q(t, x) − x1)ρ(x)dx∫
|x−x1|<ε

ρ(t, x)dx
∫
|x−x2|<ε

ρ(x)dx
= 1. (152)

This becomes for ε much smaller than the scale of variations
of the density, assumed to be finite,

lim
t→∞

∫
|x−x2|<ε

χε (q(t, x) − x1)dx

(4πε3/3)2ρ(t, x1)
= 1. (153)

We observe that∫
|x−x2|<ε

χε (q(t, x) − x1)dx

(4πε3/3)2
= nε (t, x1), (154)

where n(t, x) is (normalized) solution of the continuity
equation obeying the initial condition n(t = 0, x) = χε (x −
x2)/(4πε3/3). We obtain, combining the last equations,

lim
t→∞

nε (t, x1)

ρ(t, x1)
= 1. (155)

Finally, linearity of the continuity equation and arbitrariness
of x2 and ε imply that coarse-grained concentration relaxes to
the density in the limit of large evolution time for arbitrary
initial condition.

We can get insight into the nature of the mixing assumption
given by Eq. (151) by using for f and g the indicators χA and
χB of some volumes A and B in space [12]. We find

lim
t→∞

∫
B χA(q(t, x))ρ(x)dx∫

A ρ(t, x)dx
∫

B ρ(x)dx
= 1. (156)

The assumption in this form shows that asymptotically at
large times the mass fraction of points of B that are found
inside A equals the mass fraction of A in the whole volume. In
other words, the mass of B is redistributed over the volume
uniformly with respect to ρ. Mixing can also be given a
probabilistic interpretation: Given that the particle is initially
in B, the probability of finding it in A is the probability
of A. Thus, asymptotically at large times the fluid particle
distributes in space independently of where it was initially; see
details in Ref. [91]. This is not self-evident, though. However
large the time is, there is memory of the initial condition in
Eq. (5): The trajectory q(t, x) and the divergence on it and
ρ(x) must combine in smooth and finite field ρ(t, x). For
instance, in the previously considered case of Ma � 1, the
density evolution is nongeneric: It preserves smoothness in
contrast with the concentration evolution that does not. We
consider the memory effect in more detail.

F. Memory and magnetic-field-vorticity example

Here, we consider the memory effect and illustrate its
possibility using the example of the difference of passive mag-
netic field and active vorticity considered in the introduction.
We consider the evolution in the steady state,

ρ(x) = ρ(−T, q(−T, x)) exp

[
−

∫ 0

−T
w(t, q(t, x))dt

]
,

(157)

that differs from Eq. (146) by the ρ(−T, q(−T, x)) prefactor.
If the density forms a special configuration that preserves

023111-30



DENSITY AND TRACER STATISTICS IN COMPRESSIBLE … PHYSICAL REVIEW E 100, 023111 (2019)

itself thanks to coupling with the flow, then ρ(−T, x) differs
from a generic function that relaxes to the natural measure.
It depends on past interactions of the density and the flow
and is correlated with the instantaneous flow. Its evolution
is tuned with the velocity and q(t, x) depends on ρ(−T, x).
Thus, Eq. (157) does not necessarily describe the relaxation
to the natural measure as it would for a generic (normalized)
prefactor. This possibility must be considered since concen-
tration obeying Eq. (146) is a functional of the stationary
velocity, and a similar fact for the density, that back reacts
on the velocity, would be not evident.

The (possible) difference can be illustrated further by
trying to apply for the fluid density the same procedure that
we used for deriving the representation for the steady-state
concentration given by Eq. (146). We start with unit initial
condition on the density ρ(−T ) = 1. In that approach, the
solution in Eq. (146) holds for ρ(x); however, w(t, x) in
the integrand is not stationary. Indeed, the transient period
of relaxation to the steady state at times close to −T is
never forgotten because there is no dissipation. In this sense,
the important and profound distinction between the tracers’
concentration and the fluid density is that initial conditions
are forgotten for the former but not necessarily for the latter,
which is correlated with the flow velocity; cf. Ref. [14].
Further study of concentration relaxation to the density and
the validity of the mixing assumption must probably be done
numerically and experimentally.

We consider the known example where the active vorticity
and passive magnetic fields obey the same first order in time
evolution and yet differ. The difference is because the initial
conditions for the vorticity of the incompressible Navier-
Stokes flow u are nongeneric; cf. the introduction. If the
magnetic resistivity coincides with the fluid viscosity ν, then
passive magnetic field B obeys

∂t B + (u · ∇)B = (B · ∇)u + ν∇2B, ∇ · B = 0. (158)

The flow u is assumed to obey the usual Navier-Stokes
equations of nonconducting fluid which do not contain B. The
vorticity w obeys the same equation as B,

∂tw + (u · ∇)w = (w · ∇)u + ν∇2w, ∇ · w = 0; (159)

however, u is, of course, not independent of w. We introduce
the Green’s function Gik (t, x; x′) via

∂t Gik + (u · ∇)Gik = (Gik∇i )u + ν∇2Gik,

∇iGik = 0, Gik (t = 0, x; x′) = δikδ(x − x′). (160)

We can write both the vorticity and the magnetic field as

Bi(t, x) =
∫

Gik (t, x; x′)Bk (t = 0, x′)dx′,

wi(t, x) =
∫

Gik (t, x; x′)wk (t = 0, x′)dx′. (161)

The solution for the magnetic field produces unlimited growth
of the field for generic initial conditions; see Ref. [15] and
references therein. These conditions are transformed by the
integral kernel Gik (t, x; x′) into a growing vector field. How-
ever, w(t, x), which is obtained from w(t = 0, x) by the
same linear integral transformation, is a stationary field which
does not grow. Thus, initial conditions for the vorticity are

nongeneric. Of course, t = 0 is an arbitrary moment of time
in this consideration, so the vorticity is nongeneric at any time.
This is the situation that could be realized for the fluid density.

G. Instability as possible origin of the difference
of active and passive scalars

We finish this section, that provides more questions than
answers, with the example of difference of active and pas-
sive fields that holds due to instability, that we consider
somewhat differently than in the original report [8]; cf. the
introduction. It was observed by Batchelor and Kraichnan that
vorticity in two-dimensional Navier-Stokes (NS) turbulence
obeys the same equation as that of a passive scalar (here and
below, we consider equal diffusivity coefficients of fields) [1].
Direct cascades of both quantities to smaller scales proceed
similarly: Fields’ blobs are stretched by the large-scale flow.
However, vorticity is active and it rotates the blob, which
decelerates the stretching. This results in steady-state statistics
that are different from those of the passive scalar [1,103]. Still,
the analogy is useful, providing the reference from which the
full solution derives [103–108].

The key to the difference between active and passive fields
is the difference of their behaviors under perturbations. For
instance, one can consider the identical equations for the
vorticity ω and the passive scalar θ in incompressible two-
dimensional turbulent flow u where the forcing f and the
viscosity ν coincide [8],

∂tω + (v · ∇)ω = f + ν∇2ω,

∂tθ + (v · ∇)θ = f + ν∇2θ. (162)

Here, f is the curl of the force that drives u. The difference
φ = ω − θ obeys

∂tφ + (v · ∇)φ = ν∇2φ, (163)

that has a possible steady-state solution φ = 0 and ω = θ .
Yet, it was observed in Ref. [8] (which used a somewhat
different structure of dissipative term where instead of ν∇2

a combination of large-scale friction and Laplacian to power
8 were used; the dissipative term, however, was linear so our
consideration would apply) that there is a significant differ-
ence between the fields. The forcing that was used consisted
of keeping a low wave-number component of the fields at the
same constant value. However, this type of forcing in fact
depends on the considered field so that f depends on the
field that it forces. Thus, a difference of forces of ω and θ ,
that vanishes only at ω = φ, must be introduced in the right-
hand side of Eq. (163). Thus, even though φ = 0 is a valid
solution of the equations, its small perturbations result in the
appearance of force in Eq. (163) that can further increase the
perturbation, resulting in instability. It is this instability that
was observed. In the case where f in Eqs. (162) are identical,
external forces independent of the fields ω = θ would hold.

XIII. CONCLUSIONS AND OPEN QUESTIONS

The main goal of the current work was to shed light on the
complex behavior of compressible turbulent flow and in par-
ticular on the mass density of the fluid and the concentration
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of passive tracer particles. As a result, the following issues and
fundamental problems have been addressed and solved.

We traced the origin of the multifractality of the con-
centration to the increasing self-similarity of the flow at
increasing Mach number, due to the approach of the scalings
of the solenoidal and potential components of the flow. It
was demonstrated that the concentration’s transition to mul-
tifractality is smooth. Detailed description of the turbulent
transport was provided with the help of the Kraichnan model
of turbulence whose parameters were related to the actual
properties of the NS turbulence.

We provided a formula for the fractal dimensions of the
density of isothermal compressible turbulence. We demon-
strated that the high-order dimensions are determined by rare
events that correspond to the tails of the density distribution
and are not describable by the log-normal distribution.

Multifractality is a form of clustering which appears at
increasing compressibility of the flow due to the increasing
tendency of the Lagrangian trajectories to cluster in regions
with negative divergence. This tendency would lead to ex-
actly multifractal distribution of tracers if the scalings of the
solenoidal and potential components of the velocity were
identical. However, the scalings approach a common value
only asymptotically with increasing the Mach number. The
difference 2� of the decay exponents of the spectra of po-
tential and solenoidal components is of order 1 at Ma < 1.
It decreases as Ma increases: For instance, the difference is
about 5% at Ma = 6 in the case of Ref. [16]. We derived the
pair-correlation function of concentration for the general case
� �= 0 and demonstrated that the power-law scaling is a good
approximation at scale r if � ln(L/r) � 1. Correspondingly,
the mutlifractality is a good approximation in the whole of the
supersonic inertial range provided that � ln(L/ls) � 1. Since
L/ls is a power of Ma, by neglecting weak logarithmic de-
pendence on the Mach number, we find that the concentration
of tracers is multifractal under the condition � � 1. This is
only an order of magnitude condition so the critical Mach
number Mas at which the transition occurs depends on the
desired accuracy.

We conclude from the above that though it is not clear
whether there is a sharply defined critical Mach number
beyond which the scalings agree and multifractality holds
exactly (probably not), in practice we can use � � 1 as the
transition criterion. At � ∼ 1, the influence of the potential
component on the small-scale evolution of the concentration
is negligible and the fluctuations of the concentration below
L are small or of order 1. At � � 1, the dust particles con-
centrate on a constantly evolving, statistically stationary, mul-
tifractal seen as clusters and filaments in space; cf. Ref. [2].

The considerations above assume that the potential and
solenoidal components of the flow obey a power-law scaling.
The scaling has been observed; see, e.g., [16]. However, care-
ful investigation of the provided data demonstrates that the
power law could only be an approximation to a more complex
dependence. If that is the case, then our theory in terms of �

also becomes an approximation. However, the results of the
Kraichnan model for the pair-correlation function of tracers
do not assume the scaling of velocity components and could
be used for the study of more complex dependencies. These
generalizations might be needed in the future should it be

found that the power-law scaling of the flow components is
not a good approximation.

We remark that the singularity of the natural measure (the
steady-state concentration) of a self-similar compressible flow
is a universal property independent of the details of the flow.
This universality is well known for chaotic flows below the
scale of smoothness (which is the case of trivial self-similarity
determined by the linear scaling of the velocity difference).
In that case, the singularity of the natural measure is a con-
sequence of the exponential dependence of small particles’
volumes on time. That dependence and conservation of the
total volume of the flow imply that the sum of the Lyapunov
exponents is non-negative. Thus, for nondegenerate flows
with a strictly negative sum, the steady-state concentration,
described by the sum, is singular. Similar universality holds
for the natural measure of a rough self-similar flow (the flow
is rough if the scaling exponent of its difference is smaller than
1 so that there is no differentiability [1]). The volumes have a
power-law behavior so in logarithmic timescale we can carry
over the proof for the smooth case. This proof provides us also
with a generalization of the sum of the Lyapunov exponents
in the inertial range.

The transition to multifractality for the density is less
understood. The spectrum of the density is usually fit with a
power law [16], though it is proposed that this law is only
an approximation [28]. In fact, we demonstrated that the
spectrum of the concentration obeys a power law only ap-
proximately. This makes it plausible that the power law of the
density spectrum is also only an approximation. If we use this
approximation, then the transition occurs when the spectrum
decay exponent, considered as a function of Ma, passes −1
from below (which seems to be underappreciated [16,28]). At
this Mach number, the concentration must also be multifractal.
Indeed, the fluid density back reaction on the transporting
velocity tends to arrest the formation of large densities and
density gradients and, as a result, the density transition to
multifractality occurs at a Mach number Macr larger than or
equal to (if the fields coincide) Mas. The behavior of the
density at Ma < Macr is qualitatively similar to the small
Mach number behavior where the density is proportional to
the pressure of incompressible turbulence [92–96]. The gas
particles form clusters and filaments at Ma > Macr.

Our current understanding of the concentration’s transition
to multifractality is only moderately good. We do not have
a good way for estimating Mas because that number is deter-
mined by the details of the strongly nonlinear flow. The theory
of Mas would demand the study of developing shocks; see the
introduction. It can be estimated from simulations [16,28] as
Mas � 4–6. It is probable that as the compressibility of the
stirring force increases, the Mas decreases. Further numerical
studies are required. In contrast, we have a good qualitative
understanding of how the transition occurs. We have devel-
oped a cascade model of the formation of the fluctuations of
the concentration which is more quantitative than usual in the
theory of turbulence. That model describes the transition and
fractal dimensions in terms of the properties of the flow.

Rigorous formulation for the fractal dimensions of the con-
centration is possible within the framework of the Kraichnan
model. That model already proved highly useful in qualitative
studies of turbulent transport and has become standard [1]. By
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using this model, one can study the impact of the difference
of scalings of solenoidal and potential components on the
pair-correlation function in detail (in contrast, our derivation
of multifractality for self-similar compressible flows does not
need modeling). Our use of this model is dictated uniquely
by the derived Markov property of the distance and eddy
diffusivity assumption. We found that pair correlations at
distance r are proportional to (r + f )h with f and h that
depend on Ma reproducing the previously described behavior
in all ranges of Ma. In the multifractal phase, the Kraichnan
model estimates the scaling exponent of the pair-correlation
function of the concentration, equivalent to the correlation
dimension, as the ratio of the second-order structure functions
of the potential and the solenoidal components of the velocity.
The ratio is scale independent by Ma > Mas and remarkably
the common scaling exponent drops from the exponent. This
prediction captures qualitatively the observed dependence of
the scaling exponent on the compressibility of the forcing
[18]. Quantitatively, our study only yields an order of mag-
nitude estimate of the exponent which is on general grounds
is bounded between 0 and 3. Thus, if our calculated exponent
is small, then the observed exponent must also be small, and
if our exponent is of order 1, then the observed exponent is
of order 1 also. In contrast, we could make a quantitative
prediction for the Navier-Stokes turbulence that the PDF of
the distance between two tracers in the supersonic inertial
range obeys a power law at small distances with an exponent
that is equal to the exponent of the steady-state correlation
function. This is the counterpart of the formula for the cor-
relation dimension in terms of the statistics of the separation
for smooth systems [49,74]. Finally, we demonstrated that the
scaling of higher order correlation functions is anomalous due
to the zero modes similarly to the incompressible case [1].

The transition of the density to multifractality is even less
understood than that of the concentration due to the strong
nonlinear interactions of the density and the velocity. We do
not know what changes in turbulent velocity occur at Macr

and if they occur at all. So far, no changes were observed. We
can estimate from simulations [16,28] that Macr � 7–8. We
propose to look for changes in the velocity at Ma = Macr in
terms of the behavior of the Lagrangian trajectories. Indeed,
we demonstrated by the study of the Kraichnan model that it
is probable that separation of tracers in the supersonic inertial
range undergoes a qualitative change at a Mach number Mar

larger than Mas. The separation at Ma < Mar occurs similar
to that in incompressible turbulence, obeying a modified
Richardson law. A pair of tracers approach each other at most
a finite number of times, after which they are permanently
separated. In contrast, at Ma > Mar , trajectories of the two
particles approach each other infinite number of times with
probability 1, due to the trapping effect of the compressibility
[57,109,110]. This transition does not cause a change in the
behavior of the pair correlation functions of the concentra-
tion. We demonstrated that another transition discovered in
Ref. [57], where the tracer particles stick to each other with
probability 1, probably cannot occur in three-dimensional NS
turbulence. It seems that the above recurrence transition could
correspond to the density transition from a large-scale to a
small-scale field. Thus, we propose to study if there is a
relation or equality between Mar and Macr.

More knowledge of the fractal dimensions D(k) of the
active fluid density may currently be extracted from numer-
ical simulations than corresponding information concerning
the passive concentration. The statistics of the density in
isothermal turbulence is observed to be log normal; see, e.g.,
Refs. [16,28]. For this type of statistics, all fractal dimensions
can be described as D(k) = 3 − kδ/2, where δ determines
the spectrum decay exponent 1 − δ. This result has been
derived previously in a different context [54]. We see that the
formula for D(k) is inconsistent at large k, giving negative
dimension. The inconsistency of log-normal approximation
to multifractality for D(k) at large orders was observed by
Mandelbrot in [72] and by Frisch and Parisi in Ref. [67]. The
reason for the breakdown of the log-normal approximation
at these orders is that the corresponding moments of the
mass are determined by tails of the PDF of the logarithm
of the density. The tails are determined by rare events for
which the log-normal approximation breaks down. To avoid
misunderstanding, we talk here of the PDF of finitely resolved
density that determines the fractal dimensions. The single-
point PDF of the density can be strictly log normal without
contradictions. We remark also that log normality implies that
a box-counting dimension D(0) equals the space dimension 3,
which makes this dimension less interesting.

We have δ > 0 for Ma > Macr, where all the dimensions
that are describable by a log-normal approximation are strictly
less than three, 3 − D(k) = kδ/2. This is the reason why in
defining the phase transition to multifractality with dimen-
sions less than three there is no need to specify which of
D(k) determines the transition to multifractality. A similar
fact holds for the concentration: If intermittency is neglected,
then all D(k) become less than three at Mas, where the flow
becomes self-similar (intermittency would introduce the cor-
responding refinements). However, the dimensions D(k) with
large k, that are not describable by the log-normal approxima-
tion, could become less than three at Ma different from Macr.
Since D(k) is a nonincreasing function of k, then they could
become less than three at Ma < Macr. Consideration of fractal
dimensions of nonisothermal turbulence where log normality
does not hold [44,45,111] is beyond the scope of this work.

We raised the fundamental question of possible difference
of the active fluid density and passive tracer concentration in
the steady state. We demonstrated that although the fluid den-
sity and the concentration of tracers obey the same continuity
equation, the proof of their equality is elusive. There is no
uniqueness of the steady-state solution and mixing of the fluid
density may fail due to the possibility of self-organization of
the fluid density in a state that is stabilized by the interaction
with the flow. The same state could be unstable for the concen-
tration. We are reminded of other cases in the fluid mechanics
where the instability causes the active and passive scalars to
differ in the steady state. We demonstrate that the current
numerical data, though inconclusive, seems to indicate that
the fields differ. We provided a number of testable predictions
that will help to resolve the question. These are rigorous and
semirigorous results on the density and the concentration that
are valuable independently of the fields’ equality.

In order to facilitate the difference’s identification in exper-
iment, we describe the situation that would hold if the density
and the concentration are revealed to differ, Mas < Macr. The

023111-33



ITZHAK FOUXON AND MICHAEL MOND PHYSICAL REVIEW E 100, 023111 (2019)

difference is most striking at Mas < Ma < Macr, where the
concentration is multifractal and the density is smooth. Both
fields are transported along the same Lagrangian trajectories
and obey the continuity equation with the same velocity.
Motions of volumes of tracer and fluid particles are identical;
however, their stability properties differ. The density and the
concentration are different stationary distributions of the same
continuity equation. The density evolves from measure zero
(in functional space) initial conditions that are consistent with
the velocity. These initial conditions are special: The resulting
density fluctuations are finite at η → 0 despite that the limit is
infinite for typical initial conditions. For tracers, the evolution
of the same initial condition would be unstable: It is the
interaction with the velocity that stabilizes the evolution of
the density. The steady-state concentration can be obtained
by evolution of typical initial conditions. It gives the natural
measure of the dynamics defined by Lagrangian evolution,
which is singular at η → 0. At Ma > Macr, both fields are
multifractal; however, the fractal dimensions of the concen-
tration are smaller than those of the density. The structures
manifested by the two fields are different; cf. Ref. [2]. In
fact, the smallest scale of the multifractal can be somewhat
different for gas and dust because the scaling mechanisms
differ; cf. Ref. [41].

If it is found that the statistics of the concentration and the
density differ, then this would make the measurement of the
usually used Hentschel-Procaccia (HP) fractal dimensions of
the density challenging. We would not have the representation
of the multifractal support of the density as the limit of large
number of discrete particles spread over the multifractal that
is used in the definition [63]. Indeed, if we spread particles
in space, then after transients they would be located on the
multifractal support of the natural measure and not the density.
This and other problems, however, do not arise if the Rényi
dimensions are employed. These are more suitable for work-
ing with continuum fields, and their use in numerical studies
seems to be advantageous. These dimensions are derived
from the usual spatial moments of the coarse-grained density
and coincide with the HP dimensions where both are well
defined. We provide the proof of the fundamental property
that the information dimension in the supersonic inertial range
describes the scaling of the mass up to points with zero total
mass. This proof is needed because the flow is not smooth, as
in the usually considered situations.

We compare the statistics of the density and the concentra-
tion. The fields coincide at small Mach numbers, where they
are reducible in the pseudosound regime to the statistics of
the pressure p of incompressible turbulence (we remark that
the equality n = 1 + cMa2 p could be used for experimental
measurements of pressure since observation of tracers is
simple). Other regimes are possible; see, e.g., Ref. [92] for
the theory and Ref. [82] for observations. The statistics in the
pseudosound regime is not log normal since the pressure is
not. For the positive tail, however, log normality was observed
[98]. When Ma increases, the concentration and density can
become different. The concentration transits to multifractality
when the scaling of the solenoidal and potential components
of velocity becomes approximately equal. For the density
of isothermal turbulence, the increase of Ma causes transi-
tion to log-normal statistics. When the statistics is already

log-normal, further increase of Ma induces transition to mul-
tifractality when the decay exponent of the density spectrum
passes one from above. This transition occurs simultaneously
with the concentration’s transition or when the scaling of the
solenoidal and potential components of velocity is already
approximately equal and the concentration is multifractal.

We demonstrated that the collision kernel of the particles is
significantly increased due to the transition to multifractality.
The transition is thus expected to have dramatic consequences
on the formation of stars and other processes with coagulation
of particles in high-Re and high-Ma compressible turbulence.

Our derivation of the spectrum of the fractal dimensions
of the density in terms of one parameter δ calls for the
construction of a phenomenology of the turbulence that would
provide us with the scaling exponents of the velocity. Indeed,
it would seem that if we use the assumption that ρ1/3v has
scaling identical with incompressible velocity [16] then we
could predict the scaling of the velocity in terms of δ. We
demonstrated that this is not straightforward, if doable at
all. Construction of a prediction for the velocity scaling that
includes multifractality of density is one of the challenges for
future work.

Particles transported by the flow have inertia that was
neglected in our study; cf. Ref. [2]. The limit of zero inertia is
singular in incompressible turbulence; see, e.g., Ref. [50]. We
briefly consider it in the compressible case. The limit is not
singular in the inertial range, as can be confirmed by using the
Kraichnan model. In the viscous range, this may be different
because the sum of the Lyapunov exponents is no longer zero.
When inertia is small, the particle coordinate x(t ) obeys [112]

ẋ = u(t, x(t )), u = v − τsa, (164)

where τs is the Stokes time that appears in the law of motion
τsẍ = v(t, x(t )) − ẋ and a = ∂tv + (v · ∇)v is the Lagrangian
accelerations of the fluid. The assumption of linear friction
holds provided the Reynolds number of the perturbation of the
flow caused by the presence of the particle is small. It can be
corrected [2]. In the leading order at small τs, we have for the
sum of the Lyapunov exponents λ

p
i of the flow of the particles

using the formula
∑3

i=1 λ
p
i = − ∫ ∞

0 〈∇ · u(0)∇ · u(t )〉dt of
[10]

3∑
i=1

λ
p
i ≈ τs

∫ ∞

0
(〈∇ · a(0)w(t )〉 + 〈w(0)∇ · a(t )〉)dt

−
∫ ∞

0
〈w(0)[δx(t ) · ∇]w(t )〉dt, (165)

where we used the result that the sum of the Lyapunov expo-
nents of the fluid particles is zero. The last term describes the
change in the correlation function due to the finite deviation
δx(t ) of the trajectory of the particle from the trajectory of the
fluid particle; cf. Ref. [113]. Thus,

∑3
i=1 λ

p
i �= 0 and particles’

distribution is multifractal up to the smallest scales (finite size
of the particles). This can produce non-negligible correction
in the collision kernel of dust particles that are smaller than
the viscous length.

Our consideration of the statistics of the concentration
was independent of the origin of the velocity. Thus, all our
considerations hold also for transport of tracers by the velocity
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that comes from the solution of the magnetohydrodynamic
equations (MHD). The concentration will become multifractal
at Mas, at which the scalings of solenoidal and potential com-
ponents of the MHD velocity become similar. It is plausible
that the fluid density is not log normal for isothermal MHD
since the magnetic stress tensor breaks the invariance with
respect to multiplication of the density by a multiplicative
constant. This question requires numerical studies.

Finally, the account of intermittency, necessary at very
large Reynolds numbers and hardly doable with the presently
existing knowledge or data, probably modifies the condition
for the multifractality transition of the concentration. The con-
dition of identical scaling of the solenoidal and the potential
components of the flow becomes the condition of identical
scaling of structure functions of the components with a given
order.
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APPENDIX A: ANTICORRELATIONS OF
VELOCITY DIVERGENCE

Here, we provide further details on anticorrelations of
w[t, q(t, x)] described in Sec. XI, assuming that the density
is finite. We use the identity [10,86]

〈w[t, q(t, x)]〉 ≡
∫

w[t, q(t, x)]dx = −
∫ t

0
〈w(0)w(t ′)〉dt ′.

(A1)

where 〈w(0)w(t )〉 = ∫
w(0, x)w[t, q(t, x)]dx was defined in

the main text. The above relationship holds for time indepen-
dent or stationary flows, but is not necessarily restricted to
spatially homogeneous flows, at t > 0 or t < 0. We observe
that vanishing of the sums of Lyapunov exponent of the flow,
and its time-reversal implies that at large times (positive or
negative) w[t, q(t, x)], that becomes a stationary process, has
zero average (since the average is the sum of the Lyapunov ex-
ponents). We introduce the asymptotic correlation functions,

f±(t ) = lim
t ′→±∞

〈w[t ′, q(t ′, x)]w[t ′ + t, q(t ′ + t, x)]〉. (A2)

Starting from Eq. (5) we obtain that [here, q(t ) = q(t, x)]〈
ln2

(
ρ(0)

ρ(t, q(t ))

)〉
=

∫ t

0
dt1dt2〈w[t1, q(t1)]w[t2, q(t2)]〉.

In the limit of large t , the right-hand side becomes approx-
imately t

∫ ∞
−∞ f+(t ′)dt ′. Since the left-hand side of the last

equation is finite, then we must have (we use that t above can
be negative) ∫ ∞

−∞
f±(t )dt = 0. (A3)

Thus, correlation functions of the stationary limiting pro-
cesses w[t, q(t, x)] at t → ±∞ have zero integrals. This
brings a simple representation for Lagrangian differences of
the density.

1. The first moment of 〈w(0)w(t )〉 is the asymptotic
logarithmic increment of the density

The difference in the fluid particle velocity at two different
times (Lagrangian increments) is a much studied character-
istics of turbulence; see, e.g., Ref. [114]. We consider the
Lagrangian increments of the density. We observe that the
random variables,

I =
∫ 0

−∞
w[t, q(t, x)]dt, I+ =

∫ ∞

0
w[t, q(t, x)]dt, (A4)

that involve infinite integration range are well defined as 〈I2〉
and 〈I2

+〉 are finite by Eq. (A3). Using Eq. (A1),

〈I〉 = lim
T →∞

∫ 0

−T
〈w(0)w(t )〉(t + T )dt

= lim
T →∞

∫ 0

−T
tdt〈w(0)w(t )〉 − T

×
∫ −T

−∞
〈w(0)w(t )〉dt . (A5)

Assuming that 〈w(0)w(t )〉 decays faster than 1/t2, the last
integral vanishes at T → ∞. Then, using Eq. (5), we find for
the difference of 〈ln ρ〉,

〈ln ρ〉 − lim
t→−∞〈ln ρ(t, q(t, x))〉

=
∫ 0

−∞
|t |〈w(0)w(t )〉dt = −〈I〉,

〈ln ρ〉 − lim
t→∞〈ln ρ(t, q(t, x))〉

=
∫ ∞

0
t〈w(0)w(t )〉dt = 〈I+〉. (A6)

In the integral for 〈I+〉, the factor t gives smaller weight to
positive small time values of 〈w(0)w(t )〉 and larger weight to
negative larger time values that exist due to the constraint of
zero sum of Lyapunov exponents,

∫ ∞
0 〈w(0)w(t )〉dt = 0, so

〈I+〉 < 0. Similarly 〈I〉 > 0. Therefore, the average difference
of 〈ln ρ〉 is the first moment of 〈w(0)w(t )〉, while the zeroth
moment is zero.

APPENDIX B: PAIR-CORRELATION FUNCTION AND RDF

Here, we provide in more detail the definition of the RDF
and the relation between the time averaging and averaging
over the statistical ensemble of velocity fields. The concen-
tration field of N particles in the unit volume with coordi-
nates xi(t ) is n(t, x) = ∑N

i=1 δ(xi(t ) − x)/N . We introduced
the normalization factor so that 〈n〉 = 1 independently of N .
The radial distribution function (RDF) g(r) is defined as

g(r) = 〈n(0)n(r)〉 = lim
N→∞

∑N
i,k=1 δ(xk (t ) − xi(t ) − r)

N2
, (B1)

where N → ∞ is the continuum limit and the formula is read-
ily verified using the definition 〈n(0)n(r)〉 = ∫

n(t, x)n(t, x +
r)dx. Thus, the RDF counts the fraction of pairs separated by
given distance r and is normalized so that it tends to one at
large r.
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Since f (r) is a two-particle quantity, it can be derived from
the problem of two particles only in the flow. We perform
time averaging of Eq. (B1). Ergodicity of the flow in the
two-particle phase space, that is, of the flow (v(xk ), v(xi )),
implies equality of time averages of all pairs, giving

g(r) = 〈δ(xk (t ) − xi(t ) − r)〉t , (B2)

where the subscript t stands for time averaging. We can
consider time average over arbitrarily large time T as av-
erage over N results of time averaging over time intervals
t0(i, i + 1), where N = T/t0 and i runs from zero to N − 1. If
t0 is large, then we can consider flows at disjoint time intervals
as independent. Thus, we can instead perform averaging over
flows at different time intervals or equivalently we can find
g(r) as average over ensemble of realizations of the flow. In
this formulation, we consider two particles put in the flow with
some initial positions x1 and x1 + r′. We study the evolution
of the distance r(t ) = q(t, x1 + r′) − q(t, x1) between them.
Different realizations of the flow produce different evolution
of r(t ), defining the PDF of the distance P(r, r′, t ) as given in
Eq. (78) of the main text. In that equation, the angular brackets
stand also for averaging over the statistics of the flow. The
limiting PDF is r′ independent and gives g(r) in Eq. (77) of
the main text. This can be readily verified by inspection of
the representation of g(r) as average over time averages over
intervals with arbitrarily large length t0.

APPENDIX C: KRAICHNAN MODEL

We stressed in the main text that our usage of the Kraichnan
model is understood as a model that reproduces the long-time
asymptotic form of the propagator at least qualitatively. We
consider here how the model is gauged so that the propagators
produced by the NS flow and the model are similar.

We consider the demand that the model reproduces the
long-time behavior of the dispersion given by [1],

〈(r(t ) − r(0))2〉 = 2
∫ t

0
dt1

∫ t1

0
dt2〈δv(t1) · δv(t2)〉, (C1)

where δv(t ) ≡ v(t, q(t, x + r)) − v(t, q(t, x)) and we used

r(t ) = q(t, x + r) − q(t, x) = r(0) +
∫ t

0
δv(t ′)dt ′. (C2)

Taking the time derivative and using that eddies of scale r have
the correlation time tr ∼ r/δvr , we have

d

dt
〈(r(t ) − r(0))2〉 ∼

∫ t

−∞
〈δv(t ) · δv(t ′)〉dt ′ ∼ δv2

r tr ∼ rδvr,

where we do not distinguish the solenoidal and potential com-
ponents of the flow considering at the moment the multifractal
phase where the components scale similarly. We demand that
the white noise in time velocity of the Kraichnan model u
produces the same long-time growth of the dispersion, as
implied by the law above. We have for the dispersion in the
white noise model

d

dt
〈(r(t ) − r(0))2〉 =

∫ t

−∞
〈δu(t ) · δu(t ′)〉dt ′ ∼ rξ , (C3)

where we used that Kik (r) ∝ rξ ; see Sec. IX. Thus, we fix
the value of ξ by the demand that in the multifractal phase

rδvr ∼ rξ . If the solenoidal component of the Navier-Stokes
compressible turbulence has a spherically normalized spec-
trum proportional to k−a, then the velocity scales in space as
r (a−1)/2, giving ξ = (a + 1)/2.

The above consideration disregards the intermittency of
the flow, which is not a bad assumption, as discussed in
Subsec. IX F. Thus, if the growth of r(t ) at large times is
self-similar with a good approximation (which it must be
in the multifractal phase; cf. the incompressible turbulence
case [1]), then the Kraichnan model, where the growth is
self-similar, will reproduce the law of growth of the distance
up to a multiplicative constant. This overall constant of pro-
portionality is, however, of less interest to us since it does not
enter the scaling exponent of the pair-correlation function β.
This exponent is roughly the ratio of the magnitudes of the
potential and solenoidal components; see the main text.

We see that the spatial scaling of u is different from the
scaling of v, which is so also in the incompressible case [1]
and below. Since zero correlation time results in effective
Gaussianity [80], then the statistics is taken Gaussian with
zero mean. The statistics is completely determined by the
pair-correlation function,

〈ui(t, x)uk (t ′, x′)〉 = δ(t − t ′)Dik (r), (C4)

where r = x′ − x. It is assumed that the statistics is stationary,
spatially uniform, and isotropic. Thus, the Fourier transform
of Dik (r) has the following general form (k̂ = k/k),

Dik (k) = f (k)(δik − k̂ik̂k ) + h(k)k̂ik̂k, (C5)

with arbitrary functions f (k) and h(k). In this model, the sym-
metries imply that the solenoidal s and potential components
p of the flow, u = s + p, are independent,

〈si(t, k)sk (t ′, k′)〉 = 8π3δ(t ′ − t )δ(k + k′) f (k)(δik − k̂ik̂k ),

〈pi(t, k)pk (t ′, k′)〉 = 8π3δ(t ′ − t )δ(k + k′)h(k)k̂ik̂k . (C6)

Thus, f (k) and h(k) represent the spectra (not normalized
spherically) of the solenoidal and potential components, re-
spectively. We stress that these are not the spectra of the
components; these are only their representations that have
scaling different from the scalings of the spectra of the
components of the NS flow. We fix the scalings of f (k)
and h(k) by extension of the procedure that we used above
for fixing ξ in the multifractal phase. We demand that time
integrals of the different time pair correlation functions of
the solenoidal and potential components of the NS flow co-
incide with their counterparts for the Kraichnan model; see
Ref. [1]. This condition guarantees that the model reproduces
the impact of these components on pair dispersion sepa-
rately, which is necessary for discussion of the concentration
which is influenced by the components differently. Thus,
considering as previously that the solenoidal component of
the Navier-Stokes compressible turbulence has a spherically
normalized spectrum proportional to k−a, we find that the
solenoidal component of u must scale as r (a+1)/2, resulting
in f (k) ∼ k−3−(a+1)/2. Similarly, if the spherically normalized
spectrum of the potential component is proportional to k−b,
then h(k) ∼ k−3−(b+1)/2. These scaling relations refer to the
supersonic inertial range. We observe that f (k) and h(k)
depend on the temporal correlations of turbulence and not
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only on the spectra of the components of the turbulent flow
that characterize the instantaneous statistics. Therefore, the
proportionality constants in f (k) ∼ k−3−(a+1)/2 and h(k) ∼
k−3−(b+1)/2 are nontrivial functionals of the spatiotemporal
statistics of turbulence. The ratio of these constants, that
defines β as demonstrated in the main text, is roughly the
ratio of the components’ spectra at zero frequency. Thus, β

can be considered as a ratio of magnitudes of potential and
solenoidal components; however, providing this ratio in terms
of instantaneous statistics of turbulence is impossible. This is
in contrast with the scaling exponents for which the temporal
behavior is fixed by the robust relation tr ∼ r/δvr implied by
the NSE.

We find in real space

〈si(t, x)sk (t ′, x′)〉 = δ(t ′ − t )[δik f (r) + ∇i∇k f1(r)]

= δ(t ′ − t )

[
rirk

r
( f ′

1/r)′ − δik
f ′
1 + r( f1)′′

r

]
,

(C7)

where f (r) is the inverse Fourier transform of f (k),

f (r) =
∫

f (k) exp(−ik · r)
dk

8π3
=

∫ ∞

0

f (k) sin(kr)kdk

2π2r
.

(C8)

We introduced the function f1(r),

f1(r) ≡
∫ ∞

0

f (k)dk

2π2

sin(kr)

kr
, f (r) = − (r f1)′′

r
. (C9)

We introduce the function u0(r),

u0r2 = 2 f ′
1

r
+ v0,

f ′
1 + r( f1)′′

r
= −v0 + (r4u0)′

2r
, (C10)

where the constant v0 is taken so that u0(0) has regular Taylor
expansion at the smallest r where the viscosity smooths the
flow,

v0 = −2 f ′′
1 (r = 0) = 2 f (r = 0)

3
; (C11)

cf. Ref. [53]. The contribution of the potential component to
the pair correlation function in real space is given by

〈pi(t, x)pk (t ′, x′)〉 = −δ(t ′ − t )

[
δikh′

1(r)

r
+ rirk (h′

1/r)′

r

]
,

h1 =
∫ ∞

0

h(k)dk

2π2

sin(kr)

kr
, h = − (rh1)′′

r
= −h′′

1 − 2h′
1

r
.

Adding up both contributions, we find

〈ui(t, x)uk (t ′, x′)〉 = δ(t ′ − t )

{
[(r2u0)′ − 2(h′

1/r)′]rirk

2r

+ v0δik − [(r4u0)′ + 2h′
1(r)]δik

2r

}
.

(C12)

Finally, we introduce

u = u0 + h′′
1 (r) − h′′

1 (0)

r2
, c = −h′

r
, V0 = v0 − h′′

1 (0),

where u(r) and c(r) have regular Taylor expansion in the
viscous range and −3h′′

1 (0) = h(0). Using these functions and
V0, we reproduce the correlation function in the form that was
used in Ref. [53] and is given by Eqs. (91) and (92) from the
main text.

We consider in more detail the form of the functions above
in the real space. We can easily see from f (k) ∝ k−3−(a+1)/2

that

f (0) − f (r) = θ1r (a+1)/2, r � L. (C13)

It is seen by performing an inverse Fourier transform of the
first of Eqs. (C6),

〈[si(t, r) − si(t, 0)][si(0, r) − si(0, 0)]〉

= δ(t )
∫

f (k)[1 − exp (ik · r)]
dk

2π3

= 4δ(t )
[

f (0) − f (r)
]
, (C14)

that θ1 is a positive constant characterizing the magnitude of
the solenoidal component; cf. Ref. [115]. Similarly, we have
from h(k) ∝ k−3−(b+1)/2 that

h(0) − h(r) = θ2r (b+1)/2, r � L, (C15)

where θ2 is a positive constant characterizing the magnitude
of the potential component. We assumed that both a and
b change between 1 and 3. Indeed, the decay exponent of
the spectrum of the solenoidal component changes between
about the Kolmogorov value 5/3 at small Mach numbers
to probably the Burgers equation’s value 2 at large Mach
numbers. Similarly, the decay exponent of the spectrum of
potential component changes between about the incompress-
ible turbulence’s pressure spectrum exponent’s value of 3 at
Ma � 1 to the same Burgers equation’s value 2 at large Mach
numbers.

We have from the definitions that

c

ru
= − h′

2[ f ′
1(r)/r − f ′′

1 (0)] + h′′
1 (r) − h′′

1 (0)
. (C16)

We observe from Eqs. (C9) and (C13) that

(r f1)′′ = r[ f (0) − f (r) − f (0)] = θ1r (a+3)/2 − r f (0).

We find by integrating this equation twice and demanding
regularity of f1 at small r implied by the definition in Eq. (C9)
that

f1 = 4θ1r (a+5)/2

(a + 5)(a + 7)
− r2 f (0)

6
+ c f , (C17)

where c f is a constant. This gives

f ′
1

r
− f ′′

1 (0) = 2θ1r (a+1)/2

a + 7
. (C18)

Similarly, we have

(rh1)′′ = r[h(0) − h(r) − h(0)] = θ2r (b+3)/2 − rh(0),

h1 = 4θ2r (b+5)/2

(b + 5)(b + 7)
− r2h(0)

6
+ ch, (C19)

where ch is a constant. This gives

h′′
1 (r) − h′′

1 (0) = (b + 3)θ2r (b+1)/2

b + 7
. (C20)
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We find from Eq. (C16) using the formulas above that

c

ru
= (b + 1)(b + 7)(a + 7)�′r�−1L̃−�

8(b + 7) + 2(b + 3)(a + 7)�′(r/L̃)�
,

where � = (b − a)/2. We introduced dimensionless constant
�′ = θ2L̃�/θ1 with scale L̃ of order L. This scale is defined as
the effective upper cutoff of the inertial range. The equation
above, derived from the asymptotic power laws in the inertial
range, holds below L̃ so that Eq. (109) from the main text is
true at r � L. This constant gives the ratio of the structure
functions of the potential and solenoidal component at the
scale L. Since at these scales the structure functions are ap-
proximately equal to the dispersion of the respective velocity
component, then �′ is roughly the ratio of magnitudes of the
potential and solenoidal components.

APPENDIX D: SUPERCRITICAL TRANSPORT

Here, we confirm the prediction that the scaling expo-
nent of the pair-correlation function of the concentration
determines the scaling of P(r, r′, τ ) at small r also at finite
r′ in accord with Eq. (88). We denote by P(r, r′, |t |) the
PDF P(r, r′, |t |) averaged over all directions of r. Isotropy
implies that P(r, r′, |t |) is independent of the direction of r′
so P(r, r′, |t |) = P(r, r′, |t |). The angle-averaged PDF obeys a
closed equation whose solution can be written as [57,109]

P(r, r′, τ ) = (rr0)(β−ξ−1)/2�(1 − b0)

|τ |b0 (2 − ξ )2b0
I−b0

[
2(rr′)(2−ξ )/2

(2 − ξ )2|τ |
]

× exp

[
− r′2−ξ

(2 − ξ )2|τ |
]

fs(r, τ ), (D1)

where I−b0 is the modified Bessel function of the first kind of
index −b0. It is readily seen that P(r, r′ → 0, τ ) = fs(r, τ ), as

claimed previously. Quite similarly, we have

P(r, r′, τ ) ∼ exp

[
− r′2−ξ

(2 − ξ )2|τ |
]

fs(r, τ ) (D2)

at small r. This confirms Eq. (86):

P(r, L, tL )L3 ∼ fs(r, c′
0tL )L3 ∼ (c′

0tL )b0−1

rβ
L3 ∼

(
L

r

)β

,

where we used (2 − ξ )(b0 − 1) = β − 3 and restored dimen-
sional time by multiplying with c′

0.
For future reference, we bring the formula for the moments

〈rk (t )〉 = 4π
∫ ∞

0 P(r, r0, t )r2+kdr. Integration using Eq. (D1)
gives [57]

〈rk (t )〉 = �[k/(2 − ξ ) + 1 − b0]

�(1 − b0)
[(2 − ξ )2|t |c′

0]k/(2−ξ )

× F

(
− k

2 − ξ
, 1 − b0,− r2−ξ

0

(2 − ξ )2|t |c′
0

)
, (D3)

where F (a, b, z) is confluent hypergeometric function. This
holds for all the convergent moments that obey k > β − 3,
where β − 3 < 0. This formula is provided in Ref. [57] only
for k � 0. Moments of negative order become relevant in
the curious hypothetical situation of weakly compressible
flow with identical scaling of the solenoidal and potential
components. In that case, if inertial range is large, we could
get large fluctuations of the concentration, however small the
compressibility is: The factor (L/r)β can get large for small
fixed β if r is suitably small.
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