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Superballs represent a class of particles whose shapes are defined by the domain |x|?” + |y|*” + |z|*" < R%,
with p € (0, 00) being the deformation parameter. 0 < p < 0.5 represents a family of hexapodlike (concave
octahedral-like) particles, 0.5 < p < 1 and p > 1 represent, respectively, families of convex octahedral-like
and cubelike particles, with p = 1, 0.5, and oo representing spheres, octahedra, and cubes. Colloidal zeolite
suspensions, catalysis, and adsorption, as well as biomedical magnetic nanoparticles are but a few of the
applications of packing of superballs. We introduce a universal method for simulating random sequential
adsorption of superballs, which we refer to as the low-entropy algorithm, which is about two orders of
magnitude faster than the conventional algorithms that represent high-entropy methods. The two algorithms
yield, respectively, precise estimates of the jamming fraction ¢ (p) and v(p), the exponent that characterizes
the kinetics of adsorption at long times ¢, @oo(p) — d(p, t) ~ t~"P), Precise estimates of ¢, (p) and v(p) are
obtained and shown to be in agreement with the existing analytical and numerical results for certain types of

superballs.

DOI: 10.1103/PhysRevE.100.020602

Random sequential adsorption (RSA) is an irreversible
process for generating nonequilibrium packings of nonover-
lapping particles, and is considered a very useful model to
study and understand the structure of low-temperature phases
of matter, as well as particle aggregation and jamming in a
wide variety of applications, from granular media [1,2], to
heterogeneous materials [3,4] and biological systems [5,6].
The RSA and its kinetics are also among important problems
in statistical physics, which have been studied analytically and
numerically for various particles and systems [1,5,7-17]. An
important property of the RSA is the kinetics of the adsorption
that typically approaches a very slow asymptotic saturation
limit (jamming) in which no more particles can be added to
the packing.

In this Rapid Communication we focus on a special class of
particles, the so-called superballs, whose possible shapes in-
clude a variety of three-dimensional (3D) concave and convex
particles. Colloidal zeolite suspensions with applications in
catalysis, adsorption, and separation [18,19], as well as pack-
ings of magnetic nanoparticles with biomedical applications
[20-22] are but some of the better-known applications of the
RSA of superballs. Although optimal (lattice) packings and
maximally randomly jammed (MRIJ) systems of superballs
have been studied by Jiao et al. [23,24], packing of superballs
by the RSA and its kinetics have not been investigated.
The importance of modeling and analysis of the RSA of
superballs is due to the fact that by tuning a shape parameter
(see below) one obtains a wide variety of particle shapes,
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ranging from hexapod- to octahedral- and cubelike particles,
as well as spherical ones. At the same time, determining
the saturation coverage and kinetics of the RSA of various
types of particles by a unified approach is a long-standing
problem, which we address in this Rapid Communication
by studying a large family of superballs. One of the main
questions that we address is how changing the particles’
shape from concave to convex affects the maximum saturation
coverage @ (sometimes called the jamming limit) of their
packings. From a practical viewpoint, the adsorption rate of
the particles is also an important property, which we study
and compare with the existing conjectures on the kinetics of
the RSA [1,2,5,7,8,10,13,15].

The domain of superballs is described by the following
equation:

¥ = Xem | + 1y — Yem|*” + |2 — zem|?” < R*, (1)

where p > 0 is the deformation parameter that indicates the
extent to which the particle’s shape deviates (deforms) from
that of a sphere, the limit p = 1, R is the superballs’ radius,
and subscript cm refers to the center of mass of the particles.
Depending on p, a superball may possess two types of shape
anisotropy, namely, cubelike and octahedral-like shapes. As
p increases from 1 to oo, one obtains a family of convex
superballs with cubelike shapes. The limit p — oo represents
a perfect cube. As p decreases from 1 to 0.5, a family of
convex superballs with octahedral-like shapes are obtained. In
the limit p = 1/2 the superballs represent regular octahedral
particles. For p < 1/2, they still possess an octahedral-like
shape, but similar to hexapods are concave, and approach a
3D “cross” in the limit p — O.
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The algorithm that we utilize for simulating the RSA of
superballs is a generalization of the one that we recently
developed for cubic particles [25-27]. We begin with a large,
empty box of volume V in R3, generate superballs with given
deformation parameter p and randomly selected positions and
orientations, and place them sequentially in the simulation
box. The deposition is subject to the nonoverlapping con-
straint, so that no newly inserted particles can overlap with any
existing ones. The overlap occurrence depends, however, on
the spatial coordinates and orientation of the superballs. Thus,
the algorithm is as follows. (i) We generate at random the
three coordinates x € [0, xcm], ¥ € [0, yem], and z € [0, Zem]
of the superball’s center of mass, where (Xmax, Ymaxs Zmax) are
the dimensions of the simulation box. (ii) We generate, for
a given value of deformation parameter p, homogeneously
distributed surface points according to Eq. (1). To do so, we
generate three grid blocks along the three spatial directions
and distribute the surface points in only one-eighth of the
space, and then use bilateral symmetric mapping to obtain the
remaining points in all the directions. (iii) The superball is
then rotated using a quaternion [28], q = a + bi + cj + dk,
which represents the orientations and rotations of 3D objects.
A quaternion is simpler to compose than the Euler’s angles
that are used to describe the orientation of a rigid body; avoid
losing one degree of freedom [29]. (iv) Periodic boundary
condition is imposed in all three directions, which checks the
surface points on the boundary of the simulation box in order
to translate them to proper positions. (v) The surface points
of the randomly positioned and rotated superball are checked
via Eq. (1) against the centers of the previously inserted
superballs to see if any overlap occurs. If so, the superball
is rejected and a new one is generated starting from step
(i). Otherwise, the superball is accepted and the deposition
process continues until the saturation or jamming limit of the
system is reached. The number of surface mesh points for all
the superballs was about 300, distributed uniformly on the
surface of the superballs, and used to check possible overlaps
with the center of other existing superballs. In order to do
this efficiently, we considered a nearest-neighbor list for each
particle and checked the overlap of the generated superballs
with its nearest neighbors in its list.

The RSA rate is mainly limited by the volume exclusion
from the previously adsorbed particles. Its long-time kinetics
is described by [1,10]

Poo(p) = $(p, 1) ~ 177, 2

in which ¢(p,t) is the packing fraction at dimensionless
time ¢:
n(t)Va(p)

¢(pst)= Tv (3)

and ¢ (p) denotes the RSA maximum saturated packing
fraction ast — oo, with V being the simulation box’s volume.
n(t) is the number of superballs generated up to time ¢, and
Vi (p) refers to the volume of the superballs [23].

Since the positions of superballs in an RSA packing are
equiprobable throughout the simulation box, random sam-
pling of a superball’s position follows a uniform probability
density function (PDF). Thus, the predictability of the exis-
tence of an empty space for inserting a superball, which is a

random variable X with a uniform distribution, is controlled
by the interval in which the PDF is nonzero, with the simu-
lation box size being L = maX[Xmax, Ymaxs Zmax]- For L — 0,
the PDF becomes a delta function and the predictability is
maximal, i.e., the uncertainty is minimum. In this limit, X
takes on the value at which the delta function is nonzero.
For L — oo, however, the predictability of the state of X is
minimum, i.e., the uncertainty is maximum, and the same is
true for all the possible states. Thus, one requires a measure
of the uncertainty for the state of the random variable X [30].

Let X be a discrete random variable with possible values
{x1, ..., x,} and probabilities P, = P(X = x;). The entropy S,
a measure of uncertainty, is defined as the expected value of
the information gained from observing X [31]:

§ = _Z[-”ilogpi = &E[—log P(X)], “4)

i

where £ is the expected value operator. Thus, S depends on the
probability distribution of Py, ..., P,, but not on xp, ..., X.
Applying the definition to the RSA in a simulation box of
length L yields

Ly /1
S=—| —In(=)dx=InL, 5)
o L \L

implying that by shrinking the size L of the sampling domain,
the uncertainty S of identifying empty space in the RSA also
decreases. But, the questions are, how much can one possibly
limit the domain of the sampling, and how does it affect the
maximum RSA packing fraction ¢, and its kinetics, which
should be independent of the simulation box’s dimensions?

To address these questions, we must consider an approach
that satisfies the isotropy of the packings and does not
alter the RSA constraints. To do so, we propose to first sample
the entire simulation box in order to randomly distribute
the superballs, and achieve a state in which the number of
iterations to find an empty space for inserting a superball
becomes very large. We refer to this step as phase 1. We then
divide the simulation box into uniform and equal grid cells,
with their size selected such that they can accommodate a few
superballs, at least three or four. We then sweep the cells one
by one, which we refer to as phase II, to more accurately
identify any possible empty space that can accommodate
new superballs. By decreasing the domain of the sampling
in phase II, the predictability of finding empty space for
particle insertion increases, ensuring that the true saturation
is reached.

We refer to the combination of the two phases as the
low-entropy RSA, because it is phase II that plays the most
important part in the computations. It yields precise estimates
for the maximum saturation coverage, ¢..(p). The approach
cannot, however, capture accurately and efficiently the ki-
netics of the RSA because phase II that explores the cells
sequentially is a slow process. Thus, it makes reaching the
true asymptotic kinetics of the RSA difficult. Hence, we still
need to use the conventional RSA, which we refer to as the
high-entropy RSA process in which phase II is not considered,
or has a negligible effect in the simulations and, therefore,
almost all the superballs are generated and inserted during
phase I. The use of low- and high-entropy terminology is
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(b)

FIG. 1. Packings of (a) concave superballs with p = 1/4, (b) oc-
tahedral particles with p = 1/2, and (c) cubelike particles with p =
5/4. The packings are subject to periodic boundary conditions.

motivated by Eq. (5), according to which by limiting the size
L of the domain of sampling the entropy S is kept very low,
and there is an absence of this effect in the high-entropy
case.

Up to 103 superballs were used for each p, and the results
were averaged over at least ten realizations. The effect of finite
sizes of the simulation box was mitigated by the use of the
periodic boundary condition in all directions. To determine the
efficiency of the proposed low-entropy algorithm, we carried
out a simulation of the RSA of spheres, for which accurate
saturation limit is known, determined the average computation
time over 100 realizations, and compared the results with
those obtained by the conventional RSA simulation. Our
simulations, carried out with a 4.0 GHz Intel(R) Core(TM)
i7-6700K processor using Visual Studio C**14 compiler,
indicated that whereas the average simulation time in the
conventional RSA (the high-entropy algorithm) to reach the
saturation limit is on the order of a few CPU hours, the low-
entropy algorithm takes on average around 40 CPU seconds,
so that we have about two orders of magnitude speedup in the
computations.

Figure 1 shows three RSA packings. The densest packing
is that of cubelike particles with p = 5/4 whose shape is
still close to spherical particles, the limit p = 1. For clear
illustration, we show only small portions of each packing
in the simulation box. We set R = 1 and computed precise
estimates of ¢.,(p) and the kinetics of adsorption for ten
types of superballs, from p = 1/4 (concave octahedral-like
particles), to 1/2 (octahedra), 3/4 (convex octahedral-like
particles), and 1 (spheres), as well as six other values of p for
the cubelike superballs, using the low-entropy RSA algorithm.
The results are shown in Fig. 2. The maximum value of ¢ (p)
corresponds to spherical particles for which we obtained
doo(p =1) =~ 0.384457 £ 0.003 991, in agreement with the
previous estimates, ~0.38278 [12], 0.384 130 7 [13], 0.38
[32], and 0.382 [33].

As p — 0, ¢oo(p) decreases, with the RSA packing of
hexapodlike superballs with p = 1/4 having the lowest ¢,
that we computed, ¢oo(p = 1/4) =~ 0.151749 + 0.001 553.
Beyond spheres one has cubelike particles with p > 1 for
which ¢ (p) also decreases, such that for p > 10 it reaches
the saturation limit, ¢ (p > 10) & 0.333 = 1/3 for the cubic
particles [34]. This is the most accurate estimate of ¢, (p) for
the RSA packing of cubes, since preventing overlaps between
the particles is based on an overlap potential function, Eq. (1),
as p — 0o, and not based on approximations in terms of the
edge-edge, edge-face, and corner-face intersections [16]. Note
that the same problem also arises for packing of all other
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FIG. 2. Maximum RSA packing fractions versus the deformation
parameter p. For p > 5, the shape of particles approaches that of
cubes with their maximum RSA packing fraction being ~0.333.

polyhedra for which one cannot define an overlap potential
function. Here, Eq. (1) is used as an overlap potential function
for at least two platonic solids, namely, octahedra (p = 1/2)
and cubes (p — 00), not known before.

The plot of ¢oo(p) versus p shown in Fig. 2 has a shape
distinctly different from that of the lattice and MRJ packings
of superballs. Jiao ef al. [23,24] studied optimal and MRJ
packing of superballs, not the RSA. The trends that they
reported for ¢.(p) are completely different from what we
report here, since for their packings ¢ (p) has its lowest value
for the spherical particles, p = 1, whereas in the present case
the maximum of ¢, (p) occurs for p = 1. This is a significant
result that demonstrates the fundamentally different nature of
the structure of the two types of packings, and the fact that the
RSA is a process completely different from those that generate
dense equilibrated configurations of superballs. The list of
estimates of @, (p) along with their standard errors, computed
by using the low-entropy RSA, is presented in Table I. The
fitted curve in Fig. 2 may be approximated by

$oo(p) = Crexp(—=Crp)cos(Czp —Cy) + G5, (6)

with C; — Cs being, respectively, ~1.661, 2.089, 0.567,
1.901, and 0.336, which can be used for quickly estimating
¢ (p) for any value of p that we have not studied in this Rapid
Communication.

To obtain accurate results for the kinetics of the RSA
packing, Eq. (2), we use the high-entropy RSA algorithm.

TABLE I. Maximum packing fraction ¢« (p) of superballs ver-
sus the deformation parameters p [35].

P $oo(P)

1/4 0.151749 + 0.001553
1/2 0.307333 + 0.002553
3/4 0.370720 % 0.005747
1 0.384457 + 0.003991
5/4 0.378758 + 0.002304
2 0.355377 % 0.005804
6 0.340227 + 0.002650
10 0.335687 =+ 0.004656
50 0.333634 + 0.006789
100 0.333832 + 0.003552
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log[o(p, 2t) — ¢(p, 1)]

log(t)

FIG. 3. The kinetics of the RSA for various deformation param-
eters p. The asymptotic behavior of log[¢(p, 2t) — ¢(p, t)] that ex-
hibits the same scaling as log[¢,(p) — ¢(p, t)] when plotted against
log(t) [Eq. (2)]. Purple, green, and orange indicate, respectively,
cubes, spheres, and octahedra, while red represents hexapodlike
particles with p = 1/4.

Figure 3 shows the dependence of ¢(p, 2t) — ¢(p, t) on the
dimensionless time ¢ defined by ¢ = n;Vg,(p)/V in which n;
denotes the number of RSA iterations, i.e., the number of
successive additions of the particles. Since it is not practical
to carry out the simulations for too long, we derive the asymp-
totic behavior by analyzing log[¢(p, 2t) — ¢(p, t)] that ex-
hibits the same scaling as log[¢x (p) — @ (p, t)], when plotted
against log(¢) [15]. As illustrated, the slope of log[¢(p, 2t) —
¢(p, t)], which corresponds to —v(p) in Eq. (2), has its max-
imum and minimum values at, respectively, p = 1 (spheres)
and p = 1/4 (hexapodlike superballs). For spherical particles,
one has v(p =1) = 0.33, which was previously predicted
[5,7,8,12,30]. For cubes and octahedra, however, v(p) & 0.23
and 0.18, respectively. The plot of log[¢s(p) — @ (p, t)] with
respect to log(¢) decays slowly for concave octahedral-like
particles. For p =1/4 we obtain v & 0.07. In this limit,
the relation ¢, (1/4) — ¢(1/4,1) ~ log(t) also quantifies the
asymptotic behavior extremely accurately, which is not sur-
prising as v is very small.

To further characterize the structure of the RSA packings,
we computed the pair correlation function g,(7) at ¢oo(p).
Figure 4 presents the results. The peak of g,(r) occurs at r =
D for the spherical particles, where D = 2R is the superballs’
diameter, and moves from left to right with increasing p.
Since for superballs with p < 1 the diameter D equals the
diameter of their circumscribed sphere, Fig. 4 indicates that
for p=1/4 and p = 1/2 (octahedron) and r < D we still
have some neighboring superballs around the reference one,

4 .
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FIG. 4. The pair-correlation function g,(r) for the RSA packing
of superballs at ¢,. Purple, green, and orange show, respectively,
cubelike particles (p = 2), spheres (p = 1), and octahedra (p =
1/2), while red represents the results for hexapodlike particles (p =
1/4). The peak of g,(r) moves from left to right as the deforma-
tion parameter p increases. For spherical particles, lim,_, p+ g2(r) ~
—In(r/D —1).

but the peak of g»(r) occurs at smaller » for smaller p, and
has lower values for such values of p. In fact, for p < 1 the
center of the superballs may be closer than the diameter of
their circumscribed sphere.

On the other hand, for superballs with p > 1 the diameter
D is the diameter of their inscribed sphere, which is why the
peak of g,(r) in Fig. 4 for p = 2.0 (cubelike particles) occurs
at r > D, although the peak’s value is still lower than that
of spheres (p = 1). This is due to the fact that for p > 1 the
center-to-center distance of the superballs is greater than the
diameter of their inscribed sphere. Furthermore, the limiting
values for g,(r) of spheres are similar to those of Refs.
[7,8,12,13], namely, lim,_.p+ g2(r) ~ —In(r/D — 1), which
supports the conjecture on the logarithmic singularity of g, ()
at r = D for spherical particles.

Summarizing, by developing a simulation algorithm, we
carried out a comprehensive study of the RSA of superballs.
The maximum packing fraction and the kinetics of the adsorp-
tion were studied and the relevant quantities were estimated.
We proposed an efficient universal computational approach,
namely, the low-entropy process that leads to the precise
estimates of the jamming. The highest saturated packing frac-
tion among superballs belongs to spherical particles (p = 1).
Both the long-time kinetics and the pair-correlation function
g>(r) of the RSA of superballs at p = 1 support the previous
conjectures on the RSA of spherical particles.
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ciety. H.M. gratefully acknowledges useful discussions with
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