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We study the statistical properties of the long-time dynamics of the rule 54 reversible cellular automaton (CA),
driven stochastically at its boundaries. This CA can be considered as a discrete-time and deterministic version
of the Fredrickson-Andersen kinetically constrained model (KCM). By means of a matrix product ansatz, we
compute the exact large deviation cumulant generating functions for a wide range of time-extensive observables
of the dynamics, together with their associated rate functions and conditioned long-time distributions over
configurations. We show that for all instances of boundary driving the CA dynamics occurs at the point of
phase coexistence between competing active and inactive dynamical phases, similar to what happens in more
standard KCMs. We also find the exact finite size scaling behavior of these trajectory transitions, and provide the
explicit “Doob-transformed” dynamics that optimally realizes rare dynamical events.
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Introduction. Classical systems which evolve stochasti-
cally subject to constraints display complex dynamics, often
beyond what can be anticipated simply from their static prop-
erties. This is what occurs in the presence of excluded volume
interactions, such as in simple exclusion processes [1,2], or
when configuration space is restricted, such as in dimer cov-
erings [3,4], or in systems where dynamical rules are subject
to kinetic constraints, as for example in kinetically constrained
models (KCMs) of glasses [5,6]. Constrained dynamics is also
proving increasingly relevant to quantum many-body systems,
including problems such as slow thermalization and noner-
godicity in the absence of disorder [7—11], operator spreading
and entanglement growth [12-19], and in the dynamics of
ensembles of Rydberg atoms [20-22].

Complex collective dynamics must be characterized
through the statistical properties of dynamical observables,
something which can be readily done by means of large devia-
tion (LD) techniques [23-26]. This allows to study ensembles
of trajectories of the dynamics as one would study ensembles
of configurations in equilibrium statistical mechanics. Among
other things, the dynamical LD approach reveals in many
systems the existence of competing dynamical phases and the
corresponding phase transitions between them, as for example
in KCMs [24,25], exclusion processes [27-30], dimer models
[31], and several other classical [32-35] and quantum [36]
systems. This rich phase structure of trajectory space is what
underlies the complex dynamics of these systems.

Here we generalize the above ideas to systems whose
(bulk) dynamics is deterministic and reversible. We consider
specifically the “rule 54” cellular automaton (CA) of Ref. [37]
(RCA54). The local rules that define the interactions of this
CA (see below) are similar to the kinetic constraints of the
simplest of KCMs, the (one-spin facilitated) Fredrickson-
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Andersen (FA) model [5,38,39]. As such the RCA54 is re-
ferred to also as the “Floquet-FA” model [16] since it can be
considered a synchronous, discrete, and deterministic version
of the FA model. (The RCA54 is also related to the ERCA
250R of Takesue [40].) A remarkable property of the RCA54
is that it is integrable [41] and, in the presence of stochastic
driving at its boundaries, one can obtain exactly its (in general
nonequilibrium) steady-state distribution [41,42], certain de-
cay modes [43], and dynamical structure factors [44] in terms
of matrix product states.

In this Rapid Communication we compute the exact large
deviation statistics of the boundary driven RCA54 by gener-
alizing the methods of Refs. [41-44]. Via a novel inhomo-
geneous matrix product ansatz we obtain the exact cumulant
generating functions and rate functions of a broad class of
time-extensive observables of the dynamics. We prove the
existence of distinct active and inactive dynamical phases,
with the dynamics of the RCA54 occurring at the phase tran-
sition point. To our knowledge, our findings here represent the
only exact results for LDs in interacting models beyond those
for simple exclusion processes [27,45-51] (and related hard-
core Brownian particle models [52]), and the first for bulk-
deterministic systems. Previous work for bulk-deterministic
systems focused on stationarity states (e.g., [53]). Our ap-
proach goes beyond effective hydrodynamic description [54]
and accesses the full microscopic dynamics and the matrix
product ansatz introduced allows us to calculate the large
deviations of arbitrary two-site observables. It includes non-
trivial correlations in contrast to previous results for product
states [55].

Model. We consider a system defined by binary variables
n; € {0, 1} (up/down state) on sites i € {1, ..., N} of a lattice
with even size N. A configuration at time ¢ is described by a
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FIG. 1. Boundary-driven RCA54: (a) Deterministic local dy-
namical rules for bulk dynamics. (b) Action of the propagator in
the two half-time steps. (c) A typical trajectory of the model for
(N, T)=(100,75) and stochastic boundaries with («, 8, y,8) =
(1/3,1/8,1/2,2/5).
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binary string n’ = (n}, 1}, ..., nj). The dynamics in the bulk
is given by the discrete, deterministic RCAS54 [37], while the
dynamics on the boundary sites is stochastic [41,43].

The update rule is decomposed into two Floquet-like
half-time steps. During the first half-time step, n' — n'*!/2,
only even sites are updated, so that nﬁﬂ/ 2= nt for i odd.
For all i even with 2 < i < N —2, the evolution of n} is
deterministic through the relation n;-H/ 2 = x iy, ni, nl, ),
where x(n,n',n") =n+n' +n" +nn” mod 2 is the rule-54
function [37] [see Fig. 1(a)]. This local update rule is similar
to the constraint of the FA model: A site can flip only if at
least one of its nearest neighbors is in the up state [38]. The
last site is updated stochastically depending on the state of

its neighbor: n;vﬂ/ 2 = 0 with probability y + nl_ (8 — y) or
n;vﬂ/ 2 — | otherwise. In the second half-time step, n't1/2 —
n't! for even sites we have n't! = nEH/ 2, while odd sites

i

in the bulk evolve deterministically with rule-54, n'™' =

i =

X(n?fll/z, nﬁl/z, ng[ll/z). The first site is updated stochasti-
cally, with n/*! = 0 with probability « + n5""/*(8 — ) or
n/ ™! = 1 otherwise.

The above rules define a discrete-time, irreducible, and
nonreversible (due to the stochastic boundaries) Markov pro-
cess. Physically it models a gas of solitons stochastically
emitted from reservoirs at the boundaries, propagating at
constant unit velocity in the bulk and interacting pairwise
through a one-time step delay [41-43]. Depending on the
boundary rates, the system is driven out-of-equilibrium by the
reservoirs leading to a net flow of solitons in the stationary
state.

We define p), to be the probability that n’ =n and p’ =
Zm,nz,...,nNE{O,l} Pyen, @ ey, - ® ey, the associated prob-
ability vector in (R%)®N (where ¢y and e, denote the ele-
mentary basis of R?). The master equation can be written
as p't! = Mp' where the Markov matrix M = M,M, is ex-
pressed as the product of two operators associated with the

even and odd half-time steps [see Fig. 1(b)],

M. = Pip3Psys - - Py_3 n—2n—1RN—1 N,
My = L12P234Pys6 - - Py_o N—1 N - (1

The subscripts indicate on which sites of the lattice the
operators are acting nontrivially. The operator P is the 8 x
8 permutation matrix (acting on three sites) that enforces
the dynamical rule in the bulk, with elements P""m =
8n,mSx (unty,m O e Where 6, ,, is the Kronecker symbol. The
operators L and R are the 4 x 4 stochastic matrices for the
boundary processes of the first and last site, respectively. A
typical trajectory of the RCA54 is shown in Fig. 1(c). For
further details of the model see [41-43,56].

Large deviations of time-integrated observables. We are in-
terested in the statistics of general (possibly inhomogeneous)
space- and time-extensive observables of the form

Or =

T—1N—1
(£ n) + 5072 3] @)

t=0 1

~.
Il

in the large time 7 limit. These are dynamical (or trajec-
tory) observables as they depend on the full time history
@, n'2 n', ... ,n""1?). An example is the time-integrated
number of up sites (which is not conserved in the RCA54)
corresponding to fj(n,n') = (n+n')/2 and g;(n,n’) = 0.
For large T the probability of Or has a LD form, Pr(O) =
(8(O — Op)) ~7_00 e TVOI/T) \where @y(x) is the rate
function (where the subscript indicates its size dependence).
The moment generating function also has a LD form, Zr(s) =
(e750r) ~ TG where Oy (s) is called the scaled cumulant
generating function (SCGF), as its derivatives at s = 0 corre-
spond to the cumulants of Or divided by time. The LD func-
tions play the role of free energies for trajectories and are re-
lated by a Legendre transform, Oy (s) = — min, [sx + @y (x)].
To obtain the SCGF we deform, or #ilt, the Markov matrix
[26]: We define M(s) = M, G(s) M, F(s), where we have
introduced the diagonal operators Fy, , (s) = 8. ]_[ivz_l1 fo

ni Nt
and Gy (s) = Suw ]_[f\:ll gﬁfi),nw, with the shorthand nota-
tion fn(i,)l/ = ¢=3/in) and g(ni)n’ = ¢=3%") We then have that
Oy(s) = InA(s), where A(s) is the largest real eigenvalue
of M(s).

Exact results from matrix ansatz. During the last decades, a
technique called matrix ansatz has proven to be very efficient
for deriving exact results in out-of-equilibrium systems. It has
been introduced to compute analytically the stationary state of
Markov chains [57] (see also [58,59] for recent developments)
and has later on been used to compute deformed ground state
[48,60], eigenvectors [43,61], or time evolution of particular
initial states [44]. We use it here to compute the ground state
of the tilted Markov operator M (s). Following the approach of
[41,43], our strategy is to look for vectors p and p’ such that
M F (s)p = Ag(s)p’ and M,G(s)p’ = A (s)p. It then follows
that A(s) = Agr(s)AL(s) is the dominant eigenvalue of the tilted
Markov operator, M (s)p = L(s)p.

It turns out that one can construct four pairs of site-
dependent 3 x 3 matrices W,fj), Vn(j), X,ﬁj), Yn(j) [56] which
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satisfy the inhomogeneous bulk relations, for j even:

f(j,*1)f(,j)”Wu—l)W(/j)X(/+l) V(j+1)

G-y )
X, Vx(nn 'n")

W(j Z)W(J b X(J)

x(mn'n" )y n"

2) (-1 2y, G—Dy, ()
gnjn gnjn X(/ )VJ VJ

as well as six row 3-vectors (l,|, (I;,,| and six column 3-
vectors |ry, ), |r),), satisfying the boundary equations

D 2 2)v (3
FOFD L wOXD = v
N-1 N—1
Zijﬁ%>vm>—xx<>v>
m,m'=0,1
1) (2)
DL (0l = A (] X
m,m'=0,1
N—=2) (N—1)y(N=2)7,(N—1 N-2
ggm )gfm )er )Vn(’ )|ri/l”>=Wn( )|rx(rm’n”)n”)‘

These equations provide a cancellation scheme implying that
an eigenvector of M, specifically vectors p and p’, take the
matrix product form

2 3 N-3 N-2
Pny,.ny = (ln] | W( )Wn( Vo W( )Wn(,\, 5 ) |rnN lnN) ’
/ / ASAOM (N=2)y,(N-1)
pnl ..... ny (ln]n2| n3 Vn4 VHN 2 VnN 1 VlN) (3)

An explicit expression of the matrices and boundary vectors
in the three-dimensional auxiliary space are provided in [56].
The eigenvalue A = A Ag is proven to be the dominant root of
a polynomial of order 4:

A —ayayr® — waA? — BSEay A +nay =0,  (4)
with
w="by(l —a)(1 =8By + (1 —p)(1 —y)d,

& = byey(1 —a)(1 = B)(1 —y)(1 - 8)° “hrs

~~,

n=(af —ap)(ys — 7
and where
N—1
@) ()
ay = H ( oogoo)’

N/2 f(Zl l)f(Zz 1) (21 1) N/2—1 (21) (21)f(21)

_ll_! (21 1))2g(2’ 1) l_[

00 i=1

E

N/2 (2: 1) (21 1) p(2i—1) N/2—1 (2!)f(2!) 25)

= l—[ ful (21 1) o l_[ ” i)

(2i=1) 2(2)’
i=1 \8oo ) 0 i=1 oo)gool
anda’=a+&',ﬂ’=ﬂ+5,y’=J/+7,8/=8+5,

() g
o ) <1>(1 @), B= (D)0 <1>(1 — B

(&)

00 8o1
(N—-1) (N 1) (N 1) (N 1)
~_Jiu < _
Y=o (N 1)( v), 8= (N D (N 1)(1 8).
10 8oo 00 810

When s = 0, that is, in the nondeformed case, the polynomial
factorizes as in [43] and the largest eigenvalue becomes A = 1
as expected.

Dynamical phase transition. From Eq. (4) we can obtain
the behavior of the SCGF 6y (s) in the large size limit. Since

the observables we consider are extensive in system size
[cf. Eq. (2)], we have that a := — limy_.(Inay)/(Ns), b :=
—limy_ o (In by)/(Ns),and ¢ := — limy_,»(Incy)/(Ns) ex-
ist and are finite. The SCGF then takes the scaling form

1
On(s) = z‘/‘(Ns)~I-O<N>, (6)

where the function ¥ (o) is defined such that exp[d(o)] is
the leading thermodynamic contribution to the largest root
of the polynomial (4) (see [56] for details). The scaling form
(6) provides us immediately with system size behavior of the
long-time cumulants of Oy

dk

Jim —((ok))_( )’<—9N o N¥, (7)

s=0

where ((-)) indicates the cumulant. The supralinear depen-
dence on size for k > 2 indicates the presence of a singularity
at s = 0 in the large size limit.
We can extract explicitly (see [56]) the exact asymptotic
of the first few cumulants. From k = 1 we get the average
ub+ ve

observable per unit time
- < : ) ®
2(u+v)+ay —BS N)’

while from k = 2 the corresponding susceptibility

1
ST

1
lim ——var Or
TN

T—o00
_ N[  2be(l —ay) + ub* + ve?
2(u+v)+ay — B8
3(ub + ve)?
[2(n +v) +ay — BsI?
2(b + ¢)(ub + ve)(2 — ay)
2(n +v) +ay — BS?

2(ub+ve) G+ u+v—ay)
Rty +ay — P ]+OG)(%
with pu=y(l—-a)+8(0—-y) and v=56(1—-a)+

a(l —yp).

The scaling function ¥ (o) has the following properties: (i)
at o = 0 it vanishes as the corresponding polynomial trivially
factorizes [56]; (ii) it is a convex function and 9" (o) admits a
global maximum ¢*; (iii) if (b + ¢) > 0 it has the asymptotic
behavior

5oy = —ao + In(ay) + o(1),
|-+ e+ 3a)0 + S In(BS) + o(1),

o — 00
0 —> —00
[if (b + ¢) < 0 the asymptotic behavior is obtained by ¢ —

—o]. We can thus deduce that the SCGF converges to the limit
shape

i 19() —as, s>0 (10)
NglgoNNs N —%(b+c+3a)s, s<0

when (b + ¢) > 0 [for (b + ¢) < O the shape is obtained by
s — —s]. The singularity at s = O corresponds to a first-order
phase transition.

020103-3



BUCA, GARRAHAN, PROSEN, AND VANICAT

PHYSICAL REVIEW E 100, 020103(R) (2019)

1.4

0.2

FIG. 2. Dynamical phase transition in the RCAS54: Red curves
show the exact SCGF 6(s) for the time-integrated number of
up sites [f;(n,n') = %(n—l—n’) and g; =0 in Eq. (2)] for sizes
N =10, 30, 500; the SCGF approaches the singular form (10) for
large size. The order parameter, limy_, o (Ore™*°T)/TNZy(s) =
—0'(s)/N (blue) displays a first-order change between s < 0 and
s > 0, while its susceptibility 8”(s)/N (green) diverges as N (blue
and green curves are for N = 10). The first-order singularity at
s. = Ois approached as 1/N. Inset: Exact rate function ¢(x) with x =
Or/TN for sizes N = 10, 30, 500. [Parameters are (o, 8, y,8) =
(1/3,1/8,1/2,2/5).]

Figure 2 shows the SCGF for one choice of the observable
(the time-integrated number of up sites). As N grows, Oy(s)
approaches the piecewise linear form (10). The order param-
eter, —0’(s)/N, changes from a large value for s negative
to one close to zero for s positive, the change becoming
discontinuous for N — oco. The increasing sharpness of the
crossover is manifested in the behavior of the susceptibility
0" (s)/N, whose peak grows as N. The value of s at its peak
indicates the location of the finite size crossover, which goes
as 5. o« N~!. The finite size scaling of the transition point is
similar to that expected in the FA model [62-64], while the
scaling of the susceptibility is different.

The inset to Fig. 2 shows the rate function ¢(x) where x =
Or /TN for various sizes, as obtained from the SCGF via the
Legendre transform. As the size increases ¢(x) progressively
broadens. For finite N the broadening is indicative of large
fluctuations, and a precursor of the phase transition. In the
limit N — oo, it takes the shape of a flat square well, corre-
sponding to the Maxwell construction due to the first-order
coexistence of the two dynamical phases, the inactive one
with xpi, = a and the active one with x.x = %(b + ¢+ 3a)
[cf. Eq. (10)] (¢ = oo elsewhere). Due to the deterministic
nature of the RCA54—and in contrast to facilitated models
[24,25,39]—there are no fluctuations within each dynamical
phase, which means that for finite N the rate function should
have the shape of a “tilted ellipse” [65-67].

Doob transformation and optimal dynamics. The dynam-
ical phase transition above corresponds to a singular change
at the level of fluctuations: If the ensemble of trajectories

FIG. 3. Sampling of tilted dynamics via Doob transform: The
average under Eq. (11) of the observable, (Or)uy, . s)/TN (blue
symbols), coincides with the exact value of the order parameter,
—6'(s)/N (blue curve), as shown for N = 100. We show sample
trajectories for various values of s: For s < 0, trajectories are dense
in up sites, thus increasing activity; the leftmost trajectory max-
imises activity by becoming ordered in space and time - this is the
arrangement in the inactive phase for s < 0 in the N — oo limit
(cf. orange/dotted curve). For s > 0 trajectories are sparse in up
sites, thus reducing activity. (Same observable and parameters as in
Fig. 2.)

is reweighed by 507 (the so-called s ensemble [32,39]),
there is a singular change in the nature of atypically active
trajectories (s < 0) to atypically inactive ones (s > 0). These
reweighed ensembles can be sampled from the original dy-
namics by post-processing, but this is exponentially costly in
T. However, they can be optimally accessed in terms of an
“auxiliary” [68] or “driven” [69] Markov process, by means
of a so-called generalized Doob transformation (see also
[70-75]). The generalized Doob transform gives the optimal
way to generate rare dynamical events. That is, any other
manner is exponentially suppressed in time and volume. From
the matrix product construction of the leading eigenvector
of M(s) we can obtain the exact long-time Doob operator
[68,69,73]:

Mpooy = %EM(S)E", (D
where L is a diagonal operator formed out of components of
the leading left eigenvector ¢ of M(s), i.e., Lnnw = Sn.nw¢n.
The exact matrix product construction of ¢ is given in [56].
The operator (11) is a Markov matrix for a stochastic dynam-
ics whose trajectories are guaranteed to coincide—for long
times—with those of the s ensemble of the original M [68,69,
71-73]. Figure 3 shows how Mpge, allows one to sample the
fluctuations of the RCA54 parametrized by s in an optimal
way. We see that both the active and inactive phases on their
own seem not to fluctuate, and the probability tends in the
large size limit to a step: A delta function at the minimal possi-
ble value of the observable, another one at the maximal value,
and the flat part that connects the two. The individual phases
therefore do not or cannot fluctuate, and the SCGF becomes
piecewise linear as in Fig. 2. We see this as a consequence of
the bulk deterministic character of the model. Consequently,
the Doob operator amounts to a nontrivial modification only
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of the boundary probabilities, which in Mp,p depend on the
configuration of the whole lattice. For details see [56].

Conclusion. We studied the statistics of a general class of
dynamical observables in a cellular automaton with stochastic
boundary driving. We provided an exact expression of their
scaled cumulant generating functions by means of an inhomo-
geneous matrix product expression for the leading eigenvector
of the corresponding tilted Markov operator. Our results give a
precise analytical description of the phase transition between
active and inactive dynamical phases observed in a wide range
of other models.

We foresee extensions of our work here in several direc-
tions, including computing the large deviation statistics of

currents, and even the complete “level 2.5” statistics for the
empirical measure and fluxes [76-80]. The analytic inhomo-
geneous matrix ansatz introduced here could also be used to
address similar questions in more complicated models, for
instance for cellular automata with asymmetric constraints,
and for systems with stochastic dynamics in the bulk.
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