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Magnetic nanoparticles in a nematic channel: A one-dimensional study
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We study a dilute suspension of magnetic nanoparticles in a nematic-filled channel and how the spatial
magnetization M can be tailored by the nematic anisotropy. We study the spatial configurations as stable critical
points of a generalized phenomenological energy for a dilute ferronematic in the absence of external magnetic
fields. We show how spatial inhomogeneities in the equilibrium nematic profile, induced by confinement and

boundary effects, generate nonzero spatially inhomogeneous magnetization profiles in the system. Depending
on the magnetonematic coupling energy, M can either follow the nematic profile for large coupling or exhibit
distinct polydomain structures separated by defect lines for weak coupling and low temperatures. Some exact

solutions for prototypical situations are also obtained.
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I. INTRODUCTION

Nematic liquid crystals (NLCs) have constituent asymmet-
ric molecules, e.g., rodlike or disklike molecules; they are
classical examples of anisotropic materials with long-range
orientational ordering or “special” directions of averaged
molecular alignment, referred to as directors in the literature
[1]. These special directions make NLCs directional in na-
ture, with a direction-dependent response to external fields;
indeed the directional coupling to light and electric fields
makes NLCs the working material of choice for the display
industry. However, the NLC response to magnetic fields is
relatively weak, e.g., fields larger than 1 kOe are needed to
reorient nematic molecules [1-3]. In the 1970s, Brochard and
de Gennes suggested that the addition of magnetic particles
to a NLC matrix could substantially increase the magnetic
response of the colloidal suspension and create a class of soft
matter systems with a net nonzero magnetization even in the
absence of external magnetic fields, referred to as ferrone-
matics [3]. These were subsequently realized experimentally
by Rault, Cladis, and Burger [4] but the suspensions were
rather unstable. Recently, Mertelj et al. [5] experimentally
demonstrated a stable dilute ferronematic system, without
segregation or flocculation effects, and the stability is an
intricate consequence of plateletlike shapes of the magnetic
nanoparticles (MNPs), polydispersity, and, importantly, the
mechanical coupling between the MNPs and the host medium.

There are typically two experimental methods for MNP-
NLC suspensions, as discussed in the literature [5—7]. In the
first case, the suspension is quenched from the (disordered)
isotropic phase to the (ordered) nematic phase in the presence
of an external magnetic field. There are prescribed boundary
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conditions for the nematic molecules and these boundary con-
ditions impose a uniform nematic alignment along a common
spatially homogeneous direction, described by a director field
n. The nematic molecules have antipodal symmetry so that n
and —n are physically equivalent [1]. The external magnetic
field is applied along n and the strong coupling between the
external field, the magnetic moments of the MNPs, the ne-
matic molecules, and the homogeneous boundary conditions
creates a single-domain structure with almost uniform mag-
netization (along n). In the second method, the MNP-NLC
suspension is not subjected to special boundary conditions
and is quenched in the absence of an external magnetic field.
Consequently, there is only short-range nematic and magnetic
order. Although the magnetic moments are parallel to n,
they are equally likely to point along n or —n directions.
Consequently, the macroscopic magnetization vanishes and
such a suspension is called a compensated ferronematic [6].

We study a model problem motivated by the experimental
setup of platelet-shaped MNPs suspended in a NLC system,
as in [5]. We study a dilute ferronematic suspension in a two-
dimensional (2D) channel defined by

Q={(x,y)eR*:0<y<d;-D<x<D} (1)

such that D > d. We assume that the structural characteristics
only vary in the y direction so that the system is invariant in
the x direction. This is a reasonable assumption for a long,
thin system with certain types of boundary conditions. The
channel dimensions are assumed to be on the micron scale
and the platelets have dimensions on the nanometer scale,
as in [5]. In contrast to previous studies of ferronematics in
confinement [8], we impose conflicting boundary conditions
for the nematic molecules on the bounding surfaces, y =
0 and y =d, i.e., planar on one surface and homeotropic
(or normal) on the other, so that the equilibrium nematic
profile is inhomogeneous. In [8], for example, the authors
impose planar boundary conditions for the nematic profile,
on y =0 and y = d, leading to a homogeneous equilibrium
nematic profile. We denote the averaged spatial magnetization
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vector by M, induced by the magnetic moments of a dilute
suspension of MNPs in a NLC. Additionally, we impose
boundary conditions for the magnetization vector, M, on the
surfaces y = 0 and y = d; this could be achieved by applying
an external field along the boundaries that aligns the MNPs
on the boundaries in a certain direction and then fixing the
MNPs in terms of position and orientation on these bound-
aries. We work with low temperatures that favor nematic
ordering and nonzero magnetization in the bulk without any
external effects. In particular, we have an inhomogeneous
equilibrium nematic profile dictated by conflicting boundary
conditions. Our system could be experimentally realized in
different ways. One mechanism involves quenching the sys-
tem from high temperatures to low temperatures, perhaps in
the presence of a magnetic field and letting the system relax
into equilibrium. The magnetic field biases the interior M
profile too, since M tends to align with the external magnetic
field. We then remove the magnetic field, with fixed boundary
conditions for the nematic order and M, and model the long-
time equilibrium spatial profiles at a fixed low temperature,
which are influenced by the energies associated with a spatial
field M, the nematic elasticity, and, crucially, the coupling
between the NLC and MNPs.

We have two essential macroscopic variables in this
problem—the nematic order parameter modeled by a Landau—
de Gennes order parameter Q, which contains information
about both the directions and degree of nematic ordering,
and the spatial magnetization, M, which is induced by the
coupling between the magnetic moments of the MNPs and the
surrounding nematic molecules. The Landau—de Gennes Q or-
der parameter is a matrix, whose leading eigenvector, denoted
by n, models the locally preferred direction of nematic align-
ment. The magnetization, M, is a 2D vector and, in particular,
we allow M to have variable magnitude, including M = 0,
to account for segregation effects as in [8]. For example, one
might expect MNPs to migrate away from nematic defects
or regions of large nematic distortion, and such regions have
zero local magnetization. In fact, one could propose that nodal
lines or zero lines of M are the mathematical signature of the
domain walls reported in [5,9], that separate polydomains of
distinct magnetizations. We work with a generalized version
of the phenomenological energy of a dilute ferronematic used
in [5] and later rigorously justified from a microscopic model
in [8]. The energy has three contributions—the Landau—de
Gennes energy of a NLC [1], the Landau energy associated
with a nonzero M field with a stiffness term that penalizes
spatial inhomogeneities in M [10], and a magnetonematic
coupling energy. We do not include the entropic term as in
[11] since we follow the continuum approach developed in
[5,8] with modifications, for a dilute suspension. The stable
configurations are modeled as global or local minimizers
of this phenomenological energy. As in previous work [5],
we assume that M preferentially locally aligns in the same
direction as the nematic molecules, and this is the “soft
anchoring” limit of the NLC-MNP coupling energy proposed
in [11]. The coupling energy crucially depends on a coupling
parameter, which in turn depends on the size, shape of the
MNPs, the nematic elasticity, and, importantly, how strongly
the NLC couples to a MNP and vice versa through MNP-
surface mediated interactions [8,12].

Mathematically, we study Dirichlet boundary-value prob-
lems for Q and M that are derived from variational princi-
ples starting from a phenomenological energy as described
above, with Dirichlet boundary conditions for both Q and
M. There are three essential parameters in the problem—the
nematic elasticity constant, the magnetic stiffness constant,
and the magnetonematic coupling parameter. The governing
partial differential equations have four key dimensionless
parameters: {¢;, {», &, c}, incorporate the geometrical length
scales, the intrinsic nematic correlation length, the magnetic
coherence length, and the magnetonematic coupling strength.
In what follows, we only study the equilibrium profiles in
terms of the four dimensionless parameters and do not relate
the observations to material-dependent and geometrical length
scales. In the limit of small elasticity or strong coupling,
the M profiles are naturally tailored by the inhomogeneous
Q profiles, and there are no polydomains, but a smoothly
inhomogeneous M profile that describes the reorientation of
the MNPs in response to the inhomogeneous Q profile. In
contrast, for strong nematic elasticity or weak magnetone-
matic coupling, the nematic and M profiles are essentially
decoupled. We numerically observe polydomains in both Q
and M; these polydomains are featured by a constant M and
a constant n and are separated by domain walls with Q = 0
and M = 0. Both of these limits can be understood analyti-
cally using asymptotic methods. We numerically demonstrate
the creation of these ordered polydomains by quenching the
system and the loss of polydomain stability by increasing
the magnetonematic coupling. Given that we are working
at low temperatures, the numerically observed polydomains
are not isotropic-nematic polydomains since the isotropic
phase with Q = 0 is unstable for low temperatures; in fact,
they are ordered polydomains. Our numerical examples are
not exhaustive, but they are interesting illustrations of how
conflicting boundary conditions and geometric frustration can
drive tailored morphologies and polydomain formation in
ferronematics in the absence of external magnetic fields and
such tailored morphologies open the door for bistable or
multistable ferronematic systems in the near future, for new
magnetomechanical effects in NLCs.

The paper is organized as follows. In Sec. II, we present
the model and the governing equations. We numerically study
the existence and stability of polydomains under model condi-
tions in Sec. III. We present some conclusions and directions
for future work in Sec. I'V.

II. MODEL

In this section, we propose a variant of the phenomenologi-
cal energy proposed in [5,8], based on the Landau—de Gennes
(LdG) theory [1], whereas the approach in [5,8] follows the
Oseen-Frank theory for NLCs.

Our domain has been defined in Eq. (1) to be a slab
geometry, and we assume that all macroscopic variables only
depend on y—the spatial variable along the width of the
channel. In particular, we only consider two boundaries: y = 0
and y = d as defined in Eq. (1). In the LdG framework, we
model the NLC by a Q-tensor order parameter which contains
information about both the degree and directions of NLC ori-
entational ordering, within its eigenvalues and eigenvectors,
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respectively. In contrast, the Oseen-Frank approach models
the state of a NLC by a unit-vector field, that represents
the single preferred direction of local molecular alignment
in space [1]. We work in a reduced 2D LdG framework for
which the Q-order parameter is a symmetric, traceless 2 x 2
matrix [13]; this reduced approach has been used with success
for severely confined systems where the height of the system
is much smaller than the cross-sectional dimensions (see for
example [13]). The reduced LdG Q-order parameter can be
written as

Q=5Cn®n— D), 2)

where n is a 2D unit vector that models the distinguished
direction of local nematic alignment in the plane, s is a
scalar order parameter that measures the degree of order about
n, and [, is the 2 x 2 identity matrix. Mathematically, n is
an eigenvector of Q with the largest eigenvalue (which is
necessarily positive since Q is traceless) and we can write
n = (cos ¢, sin @) for some angle ¢ in the plane; care should
be taken with this representation for topologically nontrivial
boundary conditions but this is not problematic for our choice
of boundary conditions. Further, Q has two independent com-
ponents, Q1 and Q1,, related to s and ¢ by

Q11 =scos2¢, Qpp=ssin2p. 3)

The isotropic phase corresponds to Q = 0 or equivalently
s = 0. In particular, if s is constant, then the state of the NLC
is described by the eigenvector n alone, and this reduces to
the Oseen-Frank approach to modeling NLCs, as employed
in [5,8]. The degree of orientational order is not accounted
for in the Oseen-Frank approach, and the 2D LdG approach
allows us to capture variations in the degree of order and
potential domain walls or defects described by s = 0. In terms
of boundary conditions, we impose homeotropic (or normal)
conditions, given by ¢ = 7 on y = 0, and planar conditions
given by ¢ =0 on y =d. In what follows, we use these
conditions to prescribe suitable Dirichlet conditions for Qy;
and Q12.

The LdG theory is a variational theory; hence there is a
LdG free energy density, fyem, that drives pattern formation in
NLCs [1,13]:

A, C. ., L{dQ\

Jrem(Q, VQ) = > 1QI” + 2 1QI" + 2 ( & ) )
where |Q| = (trQ?)z. The parameter A = Ao(T — T") is ef-
fectively a rescaled temperature, where Ag > 0 is a positive
material-dependent constant and 7" is a characteristic nematic
supercooling temperature related to the stability of the disor-
dered isotropic phase. Loosely speaking, the isotropic phase
is a stable critical point of f,(Q) = 4]QI* + £|Q|* for A > 0
and unstable for A < 0. We take A < 0 so that we work with
low temperatures below the supercooling temperature which
favor an ordered nematic texture with s > 0 in Eq. (2) and
C, L are positive material dependent constants [13]. We note
that the cubic term in the LdG bulk potential necessarily
vanishes for 2D Q tensors as in Eq. (2) but would appear
for three-dimensional Q tensors with five degrees of freedom.
We employ a one-constant elastic energy density with a single

elastic constant L and further work includes the incorporation
of elastic anisotropy.

The second contribution to the total energy of a dilute
ferronematic is the energy density associated with a spatially
varying magnetization field, M, given by [10]

Fra ML VM) = EpM2 + Byt 4 (M 2 5)
e 2 4 2\dy )~

This is the standard Landau energy, where « and B are
Landau coefficients describing the ferromagnetic transition
as in [5] and, additionally, we include an elastic energy
density involving the stiffness constant ¥ > 0. By analogy
with fhem in Eq. (4), we take ¢ <0 and B > 0 so that a
nonzero M is preferred for a spatially homogeneous system.
On modeling grounds, we expect spatial inhomogeneities in
M to be energetically expensive in a system initially biased
or quenched in the presence of an external magnetic field
and this elastic term can also be justified on the grounds of
nearest-neighbor interactions or by analogy with the kinetic
energy term of quantum mechanical models [14,15]. This
term prevents, for example, arbitrary rotations between M
and —M without an energetic cost in our phenomenological
model. The third contribution is a magnetonematic coupling
energy density, defined by analogy with the forms proposed
in [5,11], with n replaced by Q as shown below:

£Q.M) = —%

iQiiM;, (6)
where Q;; are the LdG order parameter components with
i, j = 1, 2. The contribution of higher order magnetonematic
coupling terms are not considered as the cubic coupling (~y)
is sufficient to induce magnetonematic ordering [16]. For s
constant, this effectively reduces to (n - M)? as in [5]. The
constant y is a positive coupling constant that can be related
to the shape and size of the MNPs and the strength of the
surface-mediated MNP-NLC interactions via the surfaces of
the MNPs. For our purposes, we do not focus on the mi-
croscopic details and simply interpret y as a measure of the
strength of the MNP-NLC coupling that coerces n and M to
align with each other. The total energy density is the sum of
Jnem, fmag, and f¢ as defined in Eq. (4), Eq. (5), and Eq. (6),
respectively.

We employ the scaling Q' = /2C/]A] Q,M’' = /B/|la|M
for M = (M3, M) and y' = y/d. The choice of the scaling
factor necessarily means that s = 1 for the minimizers of
the rescaled bulk potential f,(Q’) in Eq. (4), for A < 0. The
rescaled energy density (dropping the primes) is (also see

(13D

~ Yo+ Lor 4o (4QY
f@M .—4[ QF +51Q) +el<dy>}

§

1 dM\*
2 =M+ - M| + 6| —
2[' |+2| |+2<dy>}

- %{QH(M% — MZ) +20uM My}, (7)

+
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where
L K C |af?
E - X, = -, = ——,
=ear YT e STar B
_ Yo [ C o
Al \ 21A] B

We model the stable configurations, (Q, M), as local or global
minimizers of the total energy

]
F[Q,M] 12/0 f(Qu1, Qi2, My, M>)dy, ®)

since the rescaled boundaries are at y = 0, 1 and these mini-
mizers are necessarily solutions of the corresponding Euler-
Lagrange equations given below. Letting Q = (1Q1?/2) -1
and M = [M|? — 1, the equations are given by

d2Q11 ~ c 2 2
£ dy2 ZQQII _E(Ml _Mz),
d*Q ~
4 dy2]2 = Q012 — cM M5,
d*M, ~
1% e EMM, — c(QuMy + Q12M>),
°M, -~
szd—yz = EMM; — c(Qi2My — QuiMa). ©))

In what follows, we interpret £; as the nematic elasticity
constant, £, as the magnetic stiffness constant, £ as a measure
of magnetic order [large values of & coerce the system to
minimize the magnetic energy fmae in (5)], and ¢ as a mag-
netonematic coupling constant. We point out that £, is related
to the ratio of the nematic correlation length to the geometric
length scale d; similarly, ¢, is related to the ratio of the
magnetic order parameter length to d. Since this manuscript
is largely a proof of concept study of pattern formation in
ferronematic systems without magnetic fields, we do not focus
much on the numerical values of these parameters but rather
on a qualitative study of the numerical solutions of (9) as a
function of these parameters.

As a side remark, we can make the transformation
Q11 = |Qlcos¢/v2, O = |Qlsing/v2, My =M cosy,
and M, = M siny in Eq. (9), and check that we have an
explicit branch of solutions of Eq. (9) given by

p=vy =ay+b, [Q=0" [M|=Mconst (10)

for the Dirichlet conditions, |Q(0)] = |Q(1)] = Q*, M(0) =
M(1) =M*,and ¢ = v aty = 0, 1. The constants a and b are
set by the boundary conditions. The constant Q* is determined
as the positive real root of the cubic polynomial

0" —pQ" — V24 =0 (11)
and is given by
* = & + L (12)
3IBA T 21/632/3

provided 27¢% > 2p®, where p=2+c> —80,a%, q=cE
3
(1 — a%), and A = (9 + \/3(27¢% — 2p*))"". Finally, M*

can be obtained from the relation

cQ* g
z. 13
ﬁ+c (13)

M* =

III. NUMERICAL RESULTS

We prescribe Dirichlet conditions for Q and M and we
impose perfect nematic ordering modeled by s =1 ony =0
andy =1, withg =7 ony=0and ¢ =0 on y = 1. Math-
ematically, this translates to Q;; = —lony=0and Q;; =1
on y=1 [see Eq. (3)] with Q1 =0 on both boundaries.
We impose conflicting Dirichlet boundary conditions for M,
namely M = (—1,0) on y=0 and M= (1,0) on y = 1.
Given these conflicting boundary conditions, we cannot have
uniform Q or M profiles, making this an interesting example
of pattern formation in coupled systems.

We always have a branch of solutions with Q1, = M, =0
for 0 < y < 1 for this boundary-value problem; see Eq. (9) for
all values of ¢, £, &, c. These solutions have a special phys-
ical interpretation—they describe polydomains. This can be
simply understood since Q> = 0 necessarily implies that ¢ =
0 or ¢ = 7 everywhere in the interior (modulo a multiple of
), i.e., @ is a constant everywhere and jumps between the two
distinct boundary values so that there are two distinct domains
separated by a domain wall. These polydomains have finite
energy since the domain wall is mathematically described by
Q = 0. Similar remarks apply to M, since |M]| is variable.
If M, = 0 is identically zero everywhere, then M; smoothly
mediates between the boundary values, M| = —1 (on y = 0)
and M| = 1 (ony = 1), and there is again a domain wall with
M = 0 that separates two domains with M; > 0 and M| < O,
respectively. These polydomain structures are interesting but
there is a necessary mismatch between the nematic alignment,
modeled by n = (cos ¢, sing) [in Eq. (2)] and m = ‘x—‘ in
regions where ¢ = 7. It is reasonable to conjecture that these
polydomain structures are energetically unfavorable for large
cor small £1, £, in Eq. (9) which effectively enforce stronger
coupling between n and M. This can be made more precise in
the language of asymptotic limits as discussed below.

Looking at the energy Eq. (8) and the system Eq. (9), we
can see that very small values of £, £, coerce % =0}, +
sz and  M|>? =M 12 + M22 to be unity almost everywhere [for
minimizers of Eq. (8)], since this minimizes the gradient-
free contributions or the bulk contributions to frem and fiag
in Eq. (7). We refer to this as the Ginzburg-Landau limit
because of the close analogies with Ginzburg-Landau theory
in this limit (see [17] for more details); the exact details
are not relevant for this discussion. For simplicity, let us set
£y =4, =1¢,& =1, and c; the key point is that, for £ small
and for moderate to large values of <, we expect minimizers
(Q, M) of Eq. (8) to have unit norm almost everywhere. This
excludes polydomains with interior nodal lines defined by
Q =0 and M = 0, respectively. The relative magnitude of
7 ensures that n and M tend to follow each other so that
the two morphologies can be tailored by each other to yield
smoothly inhomogeneous configurations. In contrast, the limit
of large ¢, £, > c is referred to as the Laplace limit, since
the leading order equations in Eq. (9) are effectively just the
Laplace equation for Q and M in this limit. From purely
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heuristic arguments, one can deduce that energy minimizers
will minimize the elastic energy in Eq. (8) to leading order,
since the energetic penalty associated With variations in |Q|
and |M| is small. Further, if the ratios < o z are small, the cost
of deviations between n and M are small. Tt is readily checked
that the solution of

d’Qun _ d*Qn 0
)
subject to boundary conditions Q11 = —lony =0and Q;; =

lony=1, Q;;=0o0nboth y=0 and y =1, is given by
011(y) =2y — 1 and O, = 0 everywhere, with a domain wall
at y = % Crucially, linear profiles for Q;; and Q;, are the
signatures of the Laplace limit and, because of the imposed
boundary conditions, this naturally creates a domain wall with
Q = 0 in the interior. Analogous remarks apply to M in the
Laplace limit.

We only discuss a few selected scenarios for the four
key parameters in this problem. There are other possibilities
but our main aim is to give examples of model parameters
which naturally allow polydomain formation and sets of
model parameters which exclude polydomain formation, as
illustrated by the numerical examples below. There are no
rigorous results for the uniqueness of solutions of the system
Eq. (9), but our numerical methods require an initial guess
since they are based on the Newton algorithm. We have
attempted several different initial guesses and they converge
to the numerical solutions reported in this paper, on which
grounds we deduce that the numerically computed solutions
are at least local minimizers of the energy Eq. (8) under the
prescribed conditions.

In Figs. 1(a) and 1(b), we plot a simple example of numeri-
cal solutions, Q and M, of the equations (9) with small values
of £y, ¢,, fixedé =1, and & c = ; = 1(1)0 i.e., weak elasticity
and weak coupling. We observe that |Q| and |M]| are both
bounded away from zero; in fact, they are reasonably uniform
in the interior and there are no polydomains, as predicted by
the Ginzburg-Landau limit. The coupling c is relatively weak
and the M profile smoothly rotates between the prescribed
boundary conditions. In Figs. 1(c) and 1(d) we illustrate the
Laplace limit with £; = £, = 10 and strong coupling ¢ = 10.
There are distinct polydomains in the n and M profiles and
it is interesting that the strong coupling does not induce any
reorientation of m = in the polydomain with ¢ = 7 at the
bottom [see Eq. (6)].

We further illustrate these concepts in Fig. 2, where we plot
the solutions for Q and M with ¢; = ¢, = 0.1, £ = 1 (with
Q]] = —1,M1 =—1 aty =0,Q]] = 1,M1 = laty = l,and
Qi =M; =0 at y=0 and y =1). The elastic constants
are intermediate and hence we are neither in the Ginzburg-
Landau or Laplace limit. However, it is interesting that we
get solutions with Q1 = M, = 0 everywhere for ¢ < 1 and
these solutions generate polydomains in n and m = % The
solution profiles for Q; and M, are not perfectly linear as
in Figs. 1(c) and 1(d) since we are away from the Laplace
limit and hence Figs. 2(a)-2(d) are interesting examples of
polydomain formation with moderate elasticity and relatively
weak coupling. In Figs. 2(e) and 2(f), we can see clear
signatures of strong coupling with very rapid reorientation

M
M|

M
MZ
— M
0.2 0406 08
y

1

S
T2 S SN\

(d p

— Ml
02 04 06 08 1
y

i
(AAREARR AR TR AR

FIG. 1. Solutions of Eq. (9) under boundary conditions:
01(0) = -1, Ou(l) =1, 012(0) = Q12(1) = 0, M(0) = (=1, 0),
and M(1) = (1, 0) for Ginzburg-Landau limit (¢, = ¢, = 0.01, £ =
1, and ¢ = 0.0001) in (a), (b) and for Laplace limit (¢; = ¢, = 10,
E=1l,andc = 10) in (c¢), (d). The vector plots show variation in n

(rods) and m = ‘M‘ (arrows) along the y axis.
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FIG. 2. Solutions of Eq. (9) under boundary conditions:
011(0)=—-1, 0nu(1) =1, 012(0) = Q12(1) = 0, M(0) = (-1, 0),
and M(1) = (1, 0). The plots (a), (b) are for ¢ = 0.1, (c), (d) for
¢ = 1,and (e), (f) for c = 10 with £; = ¢, = 0.1 for all the plots. We
plot the unit-vector field n as rods and the unit-vector field m =
as arrows.
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FIG. 3. Solutions of Eq. (9) under boundary conditions:
01(0) = -1, gu() =1, 012(0) = Q12(1) = 0, M(0) = (-1, 0),
and M(1) = (1, 0). The solutions are obtained for ¢; = £, = 0.1,
¢ = 0.1, and different values of £ with & = 0.1 in (a), (b) and & = 10
in (¢), (d). We plot the unit-vector field n as rods and the unit-vector

field m = % as arrows.

of M in response to the reorientation of n as defined in
Eq. (2). However, the norm of |Q| or |[M| does not tend to the
Ginzburg-Landau value, owing to the relatively large values
of the elastic constants.

In Fig. 3, we use the same values of ¢; and ¢, with £ # 1
and ¢ < 1. We get polydomains again with Q1p =M, =0
everywhere. These polydomains are defined by points yq €
(0, 1) for which Q =0 and ym € (0, 1) for which M =0,
respectively. At yg € (0, 1), we have Q11(yq) = Q12(yg) =0
so that ¢ is not defined at yq and there is a jump discontinuity
in n at yg regularized by |Q| = 0. This jump discontinuity
is an example of a domain wall that separates two distinct
regions with ¢ = 7 on one side of the discontinuity and
¢ = 0 on the other side of the discontinuity. In general, yo #
ym so that the two domain walls may not coincide. It is
worth emphasizing that although m = ‘M—‘ might be defined at
vo =0, [M(yq)| is small so that the degree of magnetization
is small and we do not expect a concentration of MNPs near
¥q in the domain. Whilst the norm of the magnetization vector
is small at the point yq, it need not be exactly zero so that
some nonzero magnetization is retained. We do not analyze
this further except to comment that the polydomain structure
is preserved with & # 1 too, provided the coupling constant is
not too large.

Next, we discuss the stability of the polydomain solutions
or the solution branch with Q;, = M, = 0 everywhere, as
a function of the coupling parameter ¢, for the boundary-
value problem in Fig. 2. It is clear that we have a solution
branch with Q, = M, = 0 for all values of £, £,, &, c. The
numerics suggest that this solution branch loses stability for
large c, since COMSOL [ 18] does not converge to solutions with
polydomains for large c. We can provide some heuristics to

this effect. The coupling energy is
—y oM QiiM; = y wosIMI* (3 — cos® Om).

where 6y is the angle between the nematic director n and
the magnetization vector M [also see Eqgs. (2) and (3)]. The
coupling energy is clearly minimized if n and M are perfectly
aligned with each other. For solutions with O, = M, = 0, we
have domain walls separating regions with¢ = 7, m = M

[M]
(—1, 0) from regions with ¢ = 0, m = ‘M—‘ = (1,0) and n and
m are not aligned when ¢ = % and m = (—1,0). As ¢ be-

comes larger, the energetic penalty for the mismatch between
n and M increases and hence we get solutions as in Figs. 2(e)
and 2(f) for which n and M align with each other, to minimize
the dominant coupling energy. We also observe that |Q| and
M| tend to constants in the middle of the cell and this constant
is greater than the boundary values of |Q| and [M|. Referring
to [19], the maximum principle dictates that the maximum
value of |Q| and |M]| (for uncoupled systems) is attained on
the boundaries. In the Ginzburg-Landau and Laplace limits
of these coupled systems, the system is maximally ordered
at the boundaries but, for strongly coupled systems as in
Figs. 2(e) and 2(f) the ordering seems to steadily increase in
the bulk. This warrants further investigation and interpretation
in the future. We illustrate this more conclusively by using
the gradient flow model for the free energy in Eq. (8); the
gradient flow model is based on the principle that systems
evolve to a state of minimum energy or at least to a local
energy minimizer according to the choice of initial conditions
[20,21]. The governing partial differential equations are

901 d’Qn € 2
=1 _ - S(m? = m?),
Y 1 2 00n + 2( i 7)
9012 d’Qpn  ~
=Y — MM,
5 0y Q012 + cM M,
M, d*M, ~
p——=Eb—— — EMM, + c(QuM; + QiuM>),
ot dy
M, M, | ~
Ly =&l e — EMM, + c(Qi2My — QuiM>),

(14)

where 1 > 0 is a positive constant. We take ¢; = £, = 0.1,
c=10, & =1, and u = 5. This is an initial boundary-value
problem; the boundary conditions are as in Fig. 2. We need
to prescribe initial conditions too. For initial conditions with
Q12 = M, = 0, the solutions of the system Eq. (14) have
Q1 = M =0 for all times. For slightly perturbed initial
conditions, for example, with Q»(y,t = 0) = 0.01y(1 —y)
and M;(y, t = 0) = 0.01y(1 — y), the solutions distinctly con-
verge to solutions with nonzero Q, and M, for long time, as
illustrated in Fig. 4. This provides numerical illustration that
the polydomain solutions are unstable critical points of the
energy Eq. (8) in this parameter regime and hence COMSOL
does not converge to these solutions in Fig. 2.

Finally, we look at the effects of temperature on polydo-
main formation in such systems. In [5], experiments show
that fast quenching the sample from an isotropic state can
produce a polydomain sample with two opposing states of
magnetization. We try to numerically reproduce the same
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FIG. 4. Stability analysis for polydomain solutions with Q;, =
M, = 0 everywhere [in Figs. 2(e) and 2(f)] by using gradient-flow
method defined by Eq. (14) for parameters £; = ¢, = 0.1,§ = 1,c =
10, and u = 5. The small perturbation Qp;(y,t = 0) = M,(y,0) =
0.01y(1 — y) grows and converges to solutions with nonzero (a) O,
and (b) M, for long time (¢ ~ 500). Markers are used to distinguish
curves.

effect with a temperature parameter in the gradient-flow
model in Eq. (14). The temperature dependent parameters
are the Landau coefficients A and « in free energies fiem
and fp.,, respectively [Eqs. (4) and (5)]. At temperature T,
we have A = Ag(T — T') and o = ao(T — T"), for critical
temperatures 7" and 7", respectively. For typical materials
used in experiments, 7" > T [22-25]. Let A and & be two
characteristic fixed values of A and «, respectively; we then
write the gradient-flow model as

901 ,d* 01~ i 2
= — — (M7 — M5),
s, 'y 04011 + 2( i 7)
301 ,d*0n  ~ ,
=Sy =L MiM,,
o )2 QaQ12 + c M\M>
M _ o M0 i My 4 (00 M + 01aM)
el —— &M, c ,
n 202 1 1M 12M>
oM. ,d*M o /
MTZ = £'l) dy22 — E'M M, + ¢ (Q1aMy — O M),

15)

where 04 = A + (1Q%/2), My, =&+ [MJ%, and A, @ are
measures of the temperature. The rescaled parameters are
defined by

, L , K ., Ca&?
= —=, 622 ) g:,\——,
RV EN d2 & A2 B
f_ Yo [Ca
A V248

In the experiments, the system is initially at a high temper-
ature 7; > max{T", T."} (disordered phase) and then suddenly
quenched to 7y < min{7", T} (ordered phase). The quench-
ing, or sudden drop of temperature to Ty < min{7", T},
is modeled by solving Eq. (15) for A, & < 0. The initial
conditions are randomly chosen values of Qi;, Qi2, My,
and M, from the interval [—0.05, 0.05], i.e., a perturbation
around the | Q [~ 0 and | M |~ O solution and mimics the
disordered phase. The boundary conditions are as before with

1 =48,=0.1,&=1,and ¢’ = 1, i.e., values of the coupling

LTI
RNt

_
) ——
_
_
_
_
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FIG. 5. Evolution of |Q| and |M| after a rapid quench with
parameters = 1, £, =€,/ =0.1,& = l,and ¢’ = 1 for A =& =
—0.1 in (a), (b), A=a& = —1in (c), (d), and A = @ = —10 in (e),
(f). The data correspond to solutions of Egs. (15) for different times
t. Markers are used to distinguish curves.

parameter that favor polydomain structures as suggested in
Fig. 2. We plot the solutions in Fig. 5 for A =& = —0.1,
—1, and —10, interpreted as shallow, moderate, and deep
quenches, respectively. We plot the solutions at different times
and focus on the long-time behavior; as expected, there are no
isotropic polydomains with Q = 0 in these examples since we
expect the isotropic regions to become rapidly ordered after
quenching to low temperatures and hence isotropic polydo-
mains are not visible for long times. In the case of shallow
and moderate quenches, we observe polydomain structures in
Figs. 5(a)-5(d). For deeper quenches, the polydomain struc-
ture is lost and this can be qualitatively understood as domain
walls with |Q| = 0 or [M| = 0 are energetically expensive for
low temperatures. The solutions are independent of the initial
conditions for the system.

IV. CONCLUSION

We study spatial pattern formation in a one-dimensional
confined nematic system with suspended magnetic nanoparti-
cles, using the phenomenological approach in [5,8]. We work
in the absence of external magnetic fields and study the effects
of confinement, conflicting boundary conditions, elasticities,
and magnetonematic coupling. We demonstrate that nematic
elasticities, magnetic stiffness, and magnetonematic coupling
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can stabilize polydomain structures with opposing states of
magnetization without external magnetic fields and generate
tailored morphologies, for which M is aligned with n and vice
versa. We illustrate these effects by means of four parame-
ters: €1, £, interpreted as measures of nematic elasticity and
magnetic stiffness, £ as a measure of magnetic order, and ¢
interpreted as a measure of magnetonematic coupling. Using
asymptotic reasoning, we identify two limits: the Ginzburg-
Landau limit of small elasticity that excludes polydomain
formation and the Laplace limit of strong elasticity and weak
magnetonematic coupling that renders polydomain formation
in both n and M; these heuristic predictions are validated by
numerical results and, in fact, show that Ginzburg-Landau—
like effects survive even with moderate values of £, ¢,
and Laplace-like effects (polydomains) survive provided the
magnetonematic coupling constant is not too large, e.g., of
the same order of magnitude as £, £,. In fact, this is our
main observation—a set of numerically observed conditions
on the four parameters {¢;, ¢», &, c} that allow for polydomain
formation (Laplace limit) and that disallow polydomain for-
mation, leading to tailored morphologies (Ginzburg-Landau
limit) without any external magnetic fields. In doing so,
we also provide a simple numerical quenching experiment
that demonstrates polydomain formation in M, i.e., regions
of distinct averaged magnetization separated by a domain
wall, from largely disordered initial conditions, without any
external magnetic fields. The polydomains disappear with
increased magnetonematic coupling. There are qualitative
analogies between the effects of the magnetonematic coupling
and the effects of an external magnetic field aligned along
the nematic director n and, in our simulations, the coupling
constant appears to have the same effect as the strength of
an external magnetic field [9]. For example, the magnetic
domain wall displacement reported in [9] under an applied
magnetic field is also observed in our simulations resulting

due to variation in the coupling constant [in Figs. 2(a)-2(d)].
We speculate that our simple framework and numerical results
can give informative insight into how to tailor experiments
to stabilize and destabilize polydomains according to the
experimental needs.

A natural extension of this problem is to study pattern
formation induced by boundary conditions and magnetone-
matic coupling on 2D domains such as squares. This is
particularly interesting since it is known that the 2D LdG
model admits multiple stable equilibria on a square (see
[26]) and a reasonable conjecture is that every equilibrium
solution has a counterpart in the coupled (Q, M) system,
yielding a plethora of possibilities. It is worth pointing out that
previous studies have not exploited the effects of geometric
frustration or pattern formation driven by inhomogeneous
boundary conditions; they have strongly relied on external
magnetic fields [8,9,27]. Our work is an interesting example
of a coupled MNP-NLC system without external fields and
the effects of confinement and magnetonematic coupling on
stable configurations can be further enhanced or suppressed
by suitably applied external magnetic fields, if necessary. This
will be investigated in future work.
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