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An efficient flow assignment strategy is of great importance to alleviate traffic congestion on multilayer
networks. In this work, by considering the roles of nodes’ local structures on the microlevel, and the different
transporting speeds of layers in the macrolevel, an effective traffic-flow assignment strategy on multilayer
networks is proposed. Both numerical and semianalytical results indicate that our proposed flow assignment
strategy can reasonably redistribute the traffic flow of the low-speed layer to the high-speed layer. In particular,
preferentially transporting the packets through small-degree nodes on the high-speed layer can enhance the traffic
capacity of multilayer networks. We also find that the traffic capacity of multilayer networks can be improved
by increasing the network size and the average degree of the high-speed layer. For a given multilayer network,
there is a combination of optimal macrolevel parameter and optimal microlevel parameter with which the traffic
capacity can be maximized. It is verified that real-world network topology does not invalidate the results. The
semianalytical predictions agree with the numerical simulations.
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I. INTRODUCTION

Many systems in modern society can be described by com-
plex networks, such as power grids, transportation networks,
and social networks [1-4]. Alleviating the traffic congestion
on such networked systems is a significant issue, which has
been widely studied from the perspective of complex network
framework over the past decades [5—17]. Most studies about
alleviating congestion have focused on monolayer networks,
the results of which revealed that traffic congestion is highly
related to the structures of networks [18-20]. Generally, there
are three widely used techniques to enhance the throughput
of the whole network: (1) modification of network struc-
tures [21-25], (2) optimization of traffic resources allocation
[26-28], and (3) designing better routing strategies [29-35].
Compared with the first two methods, proposing effective
routing strategies seems to be more practical and thus has
attracted much interest. Among numerous different kinds
of proposed routing strategies, an efficient routing strategy
proposed by Yan and his colleagues is widely acknowledged
for its simplicity and effectivity [29]. The strategy redis-
tributes the traffic load on central nodes to other noncentral
nodes, thus improving the network throughput significantly.
Echenique et al. proposed a novel traffic awareness protocol
by considering the waiting time of packets, in which a node
forwards a packet to its neighboring node according to the
shortest effective distance [36]. Some scholars also proposed
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strategies for systems with limited band width [37,38]. Except
for the research mentioned above, there are other works
from the physics community which derive principled routing
algorithms [39,40]. For instance, Yeung et al. used the physics
of interacting polymers and disordered systems to analyze
macroscopic properties of generic path optimization problems
and proposed a novel routing algorithm by considering all
individual path choices simultaneously [40].

With the adoption of big data, scholars found that many
modern systems actually include multiple subsystems and
layers of connectivity. These systems can be described as
multilayer networks [41], and the dynamics of [42] and on
[43—47] multilayer networks are markedly different from
those of monolayer networks. As we know, the multilayer
structure is well established and specialized in computer net-
working. For instance, the backbone network is composed of
two independently developed layers: the backbone IP bearer
network (IP layer) and the backbone optical transport network
(optical layer). Therefore, the research of routing on multi-
layer networks is essential, and the ideal routing can be helpful
in optimizing traffic performance of real networks [48-54].
Zhuo et al. proposed a traffic model formed by a logical layer
and a physical layer. In this model, the logical layer builds on
top of the physical layer to send packets to their destination
nodes according to a given routing strategy, and the physical
layer is only in charge of sending packets from one end of the
logical link to the other end [48]. Zhuo et al. also proposed a
global awareness routing strategy to alleviate congestion and
to enhance the utilization ratio of two-layer coupled networks
[49]. Jiang et al. proposed a link-removal strategy based on the
degrees of nodes to modify the logical layer network structure,
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and the study results demonstrated that the traffic capacity
can be exponentially improved several times by removing a
fraction of links [50].

Another kind of important systems that can be described as
multilayer networks are transportation networks [55,56]. For
example, to redistribute the traffic flow on a low-speed trans-
portation network (e.g., railway network), we can build a new
high-speed network (e.g., airline network) in the busy regions
or between the high-flow stations, and then the two-coupled
networks can form a multilayer network. Until recently, some
researchers have studied the traffic dynamics on multilayer
networks, i.e., how to enhance the traffic capacity of multi-
layer networks in order to alleviate traffic congestion [57-66].
Interestingly, Solé-Ribalta et al. [61] developed a standardized
model of transportation on multilayer networks and showed
that the structure of multiplex networks can induce congestion
on account of the unbalance of shortest paths between layers.
Morris and Barthélemy [57] analyzed the traffic on multilayer
networks consisted of two layers and showed that network
utility relies subtly on the interplay between the coupling
and randomness in the source-sink distribution. Du et al.
explored the influence of transfer costs on the transportation
system’s capacity, and they found that an optimized allocation
of transfer costs is achievable by adopting a particle swarm
optimization algorithm to increase the total capacity of the
infrastructure [64].

Different from monolayer networks, the structures of mul-
tilayer networks bring new challenges when we design ef-
fective congestion alleviation strategies. On one hand, the
structures of multilayer networks can relieve the traffic con-
gestion of one layer, but it may cause congestion on the other
layer at the same time [61]. Although establishing high-speed
transportation networks can improve the traffic capacity of
low-speed networks, we would be confronted with another
problem: how to reasonably redistribute the traffic flow. On
the other hand, when designing effective flow assignment
strategies, we should take (1) the microlevel structures and
(2) the efficiencies of different layers into consideration from
the microlevel and macrolevel view, respectively. Previous
investigations about traffic congestion on multilayer networks
were either mainly focused on the differences between layers
[57], or the local structure of nodes within the same layer [60],
without taking both of them into consideration. In this work,
a traffic-flow assignment strategy on multilayer networks is
presented. In our model, the macrolevel parameter op controls
packet-transporting speed on layer F, and the microlevel
parameter Br determines the preference of packets to be trans-
ported via small-degree nodes or large-degree ones on layer
F. We find that our flow assignment strategy can redistribute
the traffic flow on a low-speed layer to a high-speed layer
reasonably, and the traffic capacity of multilayer networks
can be effectively enhanced with our strategy. Increasing the
network size and average degree of the high-speed layer can
enhance the traffic capacity of multilayer networks effectively.
For a given multilayer network, there is a combination of op-
timal macrolevel parameter and microlevel parameter that can
maximize its traffic capacity. Numerical results on artificial
multilayer networks as well as real-world multilayer networks
are consistent with our analysis.

The outline of the paper is as follows. In Sec. II we give a
detailed description of our traffic-flow assignment strategy on
multilayer networks. In Sec. III we suggest theoretical anal-
ysis. In Sec. IV we present our simulation results. Section V
summarizes our paper with the results and conclusions.

II. MODEL
A. Network model

The multilayer network considered is composed by two
layers with N4 and Ng nodes, respectively. Layer A represent
the low-speed network, and layer B is the high-speed network.
Generally, the costs of building a high-speed network are far
more than that of a low-speed network. Therefore, the size of
high-speed network is smaller. For example, in the Railway-
Airline coupled networks, the speed (cost) of the airline
network is faster (more) than that of the railway network.
Thus, the size of the airline network is smaller than that of the
railway network, and all airline stations are located at points
which can be considered as nodes in the railway network,
but not vice versa [67]. For simplicity, we assume that the
nodes in the high-speed layer B are a subset of the low-speed
layer A [57]. We use the uncorrelated configuration model
(UCM) [68] to generate the low-speed layer A and use the
Erdo-Rényi (ER) networks [69] to represent the high-speed
layer B. The multilayer network is generated as follows: (1)
Build layer A using the UCM method with power-law degree
distributions P(k) = ®k~7, where & = 1/ Zl,?;*‘,‘{mi“ k™7 and y
is the degree exponent. Then we set the size of layer A as Ny,
and the minimum degree is ky,i, = 2 and the maximum degree
is kmax = /Na. (2) Randomly select Nz (Ng < N,) nodes in
layer A, and match these nodes one-to-one. This means that
the two matched nodes v} and vy correspond to actually the
same station v’ in two different transporting manners. (3)
Construct an ER network as the second layer B by using the
selected Np nodes in step (2), i.e., each pair of these randomly
selected nodes are connected with a probability p. According
to the above three steps, a multilayer network can be built.
Note that every node in layer B has its counterpart node in
layer A, but the inverse is not true. We denote the degree

distribution of the multilayer network as P(Tg) = P(ka, kp),
where k4 and kg mean the degrees of nodes in layer A and
B, respectively. For a node v4 in layer A without counterpart
in layer B, we have kg = 0. An illustration of the multilayer
network is shown in Fig. 1(a).

B. Traffic model

In our model, we assume that all nodes in layer A are
both hosts and routers for generating and transporting packets,
whereas the nodes in layer B can only transport packets. We
assume that a pair of coupled nodes v} and vj can transport
packets through the interlayer edge between different layers
with infinity bandwidth and no time consumption. This means
that the cost of interlayer edge is zero. For simplicity, each
node in the layer A (B) has the same maximum packet-
transporting ability C4 (Cp), i.e., each node vy, if it has no
counterpart in layer B, can at most transport C4 packets to
its neighbors in layer A at each time step. Otherwise, its
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FIG. 1. An illustration of a multilayer network where the
nodes of layer B form a subset of the nodes of network A,
and nodes in common to both layers are considered to be coupled
nodes (indicated as dashed lines). Highlighted in red, a path between
the “origin” s and the “destination” ¢ is represented, and the arrows
show a packet-transporting process on the path without congestion.
A pair of coupled nodes can transport packets between layers without
time consumption. (a) At 7 =0, a packet is generated with the
randomly chosen “origin” s and “destination” ¢ in layer A, and a path
(highlighted in green) from node s to ¢ is chosen according to the
pregiven flow assignment strategy. (b) At 7 = 1, “origin” s transports
the packet to the next stop i through the edge (s, i) in layer A. (c) At
T =2, node i transports the packet to the next stop j through the
edge (i, j) in layer B. (d) At T = 3, node j transports the packet to
its “destination” ¢ through the edge (j, 7) in layer B, and the packet is
removed from the system.

counterpart node vg can also at most transport Cg packets in
layer B. We set C4 = Cp = C = 1 in this paper for simplicity.

Due to the finite transporting ability of nodes, a queue of
buffers is required for each node to accommodate packets
waiting to be transported. The transporting process is as
follows:

(1) Packet generation: At each time step, R number of
packets are generated with randomly chosen origins and
destinations in layer A. For each packet, an efficient path
from the source to the destination is chosen according to
our traffic-flow assignment strategy (to be introduced in the
next subsection). If there are several efficient paths between
these two nodes, one of them will be randomly selected. Each
newly generated packet is placed at the end of the queue of its
source node vy, if the next stop is in layer A, or queued at the
counterpart node vy if the next stop is in layer B.

(2) Packet processing: The first-in-first-out (FIFO) rule is
adopted for each queue. At each time step, coupled nodes v§
and v}, can process C4 = Cg = 1 packet from the heads of
their queues and transport the packet to the next stop in layer
A and B, respectively. For a noncoupled node v, (i.e., node

v4 has no counterpart node in layer B), it can at most process
only C4 = 1 packet per time step. When a packet arrives at
its destination, it is removed from the system; otherwise it is
queued.

C. Traffic flow assignment strategy

By integrating different roles of nodes at the microlevel,
as well as different transporting speeds of layers at the
macrolevel, we propose a traffic-flow assignment (TFA) strat-
egy. The TFA strategy can reasonably redistribute the traffic
flow on the low-speed layer to the high-speed layer and thus
improve the traffic capacity of multilayer networks. We denote
that a path between nodes s and ¢ as

p(s —t) :=szvg,v},...,v},...,vg_l,vﬁ =t (1)
where vl is the Ist stop and node vl belongs to layer F €
{A, B}, and d is the number of stops in this path. For any path
between nodes s and 7, there will be a cost function L, which
is defined as

n—1
L(p(s — 1),ar, Br) = ZOlF [k(vlp)]ﬂF, (2)

=0

where k(v}) is the degree of node v/ in layer F. We define
the “efficient path” between s and ¢ as the route making
the cost function L(p(s — t), «p, Br) the minimum. If there
are several efficient paths between two nodes, we choose
one randomly. The efficient path is related to the macrolevel
parameter oy and the microlevel parameter Br. oy > 0 con-
trols packet-transporting speed on layer F, and it reflects the
difference of transporting speed between layers. The smaller
the value of o, the faster the transporting speed on layer F.
The parameter o4 («g) corresponds to the slower (faster) net-
work, and the ratio ag/as controls the relative time required
between each jump of transporting through layer B and layer
A. Br determines the preference of packets to be transported
through small- or large-degree nodes on layer F', and therefore
it can reflect the local structure differences between nodes in
the microlevel. Large-degree (small-degree) nodes in layer F
are preferentially to be the next stop when Sr < 0 (8r > 0).
When gr = 0, Eq. (2) returns to the traditionally shortest path
(SP) routing strategy. As central nodes (hubs) are congested
first in the SP strategy, traffic load on central nodes could be
redistributed to other noncentral nodes by setting a positive
value of B for monolayer networks [29]. Therefore, we set
Br > 0 in this paper. In this situation, more packets could
be transported through middle-degree nodes. Middle-degree
nodes have relatively more connections than small-degree
nodes, and meanwhile are not as overloaded as hubs, and
therefore the middle-degree nodes would be good routers of
packets. The traffic-flow assignment strategy on multilayer
networks is illustrated in Fig. 1.

III. THEORETICAL ANALYSIS

From the perspective of statistical physics, we use the order
parameter H (R) to characterize the congestion on multilayer
networks [29],

C (AW)

H(R) = lim =
t— 00

, 3)
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where AW =W + At) — W (), (---) is the average value
over At, and W (¢) is the total number of accumulated packets
in the system at time ¢. From the varying of H with R, the
critical point R, (to be computed later) can be obtained. For
a small value of R (i.e., R < R.), the number of generated
and transported packets are balanced, i.e., every packet can
be transported to their destinations in a timely fashion. Thus,
H(R) — 0. For a large value of R (i.e., R > R.), the conges-
tion occurs and the number of accumulated packets increases
with time. Therefore, H(R) > 0. The critical traffic capacity
R, is the most significant parameter of a transportation net-
work, which can be used to evaluate the performance of a flow
assignment strategy, i.e., the larger, the better.

To compute the value of R., we first define the efficient be-
tweenness centralities (EBC) of nodes in multilayer networks
as

s =Y ";f,” ). o)
s#t

where o is the number of efficient paths between nodes s
and ¢ for given values of ar and Br, and o* (v) is the number
of efficient paths that pass through node v. In this paper,
the efficient paths are obtained from the exhaustive search of
paths between every pair of source and destination by using a
modified Dijkstra shortest path method, and the computation
complexity is about O(Nj). The larger value of g(v), the more
efficient paths passing through node v. As a result, node v
needs to dispose more packets and has a larger probability
to be congested. We denote nodes with high values and low
values of EBC as high-load (HL) nodes and low-load (LL)
nodes, respectively.

A pair of coupled nodes v§ and v} can respectively trans-
port the packets to their neighbors in layers A and B, and their
values of EBC are g(v}) and g(vg), respectively. Once node v§
or vy is overloaded, traffic congestion occurs. Thus, the EBC
value of the coupled station v° is the maximum value of g(v§)
and g(vp):

g(v”) = max {g(v}). g(v})}- 5)

For a noncoupled node v, (i.e., node vy has no counterpart
node in layer B), it can only transport the packets to neighbors
in layer A, and its EBC can be expressed as g(va).

At every time step, the system will generate R packets in
layer A. We can define the average number of packets that a
node v needs to process as

g(v)
Nia(Na — 1)

When R < R, there is no accumulated packets for any node in
the system, i.e., (®p) < C. When R > R,, traffic congestion
will occur at some HL nodes, i.e., (®z) > C. Since the node
with the largest EBC value is most likely to be congested,
when C = 1, the critical packet-generating number R, should
satisfy

(Or(v)) =R (6)

R. = w, 7)

8max

where gmax 1S the largest value of EBC in the system with
given ar and Br. The value of gy« is obtained by finding the

largest value of g(v) in Eq. (4) over all nodes v in a specific
network:

8max = max{g(v)}. (8)

The theoretical R, computed from Eq. (7) is called a semian-
alytical result.

IV. RESULTS
A. Definition of statistical parameters

In simulations, the randomness of traffic dynamics can’t
ensure that the value of H(R) is equal to zero strictly, while
it fluctuates with the order of 1/N4 in the free flow state.
Therefore, the value of R. will be identified, once H(R) is
greater than 2/N,. In addition, four parameters are introduced
to investigate the effectiveness of TFA strategy. First, a gen-
eralized parameter coupling coefficient based on Ref. [57]
is introduced to describe how well two layers are used to
transport the packets. Here the coupling coefficient between
layers is defined as

Zs;éz Ugt

Zs;ﬁt o ,

where o* is the number of efficient paths between nodes s
and ¢ for given values of ap and Br, and o is the number
of efficient paths that contains at least one edge in layer
B. Specifically, we have o = 0 when every efficient path
between nodes s and 7 contains only the edges in layer A. For
the case of A = 0, all packets are transported only by layer
A, without using the edges in layer B. With the increase of A,
more packets are transported by using the edges in layer B.
Second, the effective edge ratio § is introduced as

Zs;ér e;?t

Zs;ét EX 7

where e} (e}y) is the number of edges belonging to layer A (B)
in the efficient paths between nodes s and ¢ for given values
of oy and Br. When § = 0, all edges that are used to transport
packets belong to layer A. The more edges in layer B are used
to transport packets, the larger the value of §. The definition
of A and § looks similar. However, they are different in that A
is adopted to represent the proportion of all the efficient paths
in the system that contain edges in layer B, and § refers to the
ratio of edges in layer B and A in all efficient paths.

Third, the average length of efficient paths is proposed
to measure to capture the effectiveness of the TFA strategy,
which can be expressed as

1
d) = ———— d*, 11
@) Ny(Ny — 1) g (b

A= 9

S =

(10)

where d* is length or jumps of efficient paths between node s
and ¢ with given values of ar and Br. For example, the length
of selected path between nodes s and ¢ in Fig. 1 is 3. The
smaller the value of (d), the fewer average jumps are required
for the packets to arrive at the destination.

To improve network traffic capacity, the average delivery
time of packets (7) must be minimized, where (T) is the
average time during a packet is generated from its origin and
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FIG. 2. The performance of TFA strategy on artificial multi-
layer networks with oy = 0.5. (a) The order parameter H and
(b) the average delivery time (T') of packets versus R. In panel (a) the
dashed lines show the positions of R, for different g, where the
order parameter satisfies H > 2/N,4 at R.. (c) The traffic capacity
R, of multilayer networks and (d) the upper limit capacity of layer
B (A) as a function of the Bz. The inset of panel (c) is the traffic
capacity R, of monolayer networks (layer A) as a function of 84 when
oy = 1. The semianalytical results are obtained from Eq. (6). We set
the other parameters as Ny = 1000, y = 3.0, kpin = 2, kmax = /Nu,
Np =500, (kg) = 6,04 = 1,and B4 = 1.

delivered to its destination. The definition of (7") is given by
12)

where n is the number of arrived packets at a given time ¢
and T, is the delivery time of packet p. The delivery time of
each packet consists of the traveling time from the origin to
the destination and the waiting time in the queues of nodes.
When R is less than R, (T') depends only on the traveling
time, which is relatively small. However, when R > R., (T)
increases with R rapidly.

B. Artificial multilayer networks

In this subsection, extensive numerical simulations is ex-
ecuted on artificial multilayer networks. We set the size of
layer A as Ny = 1000, and degree exponents y = 3.0, and the
minimum degree ki, = 2, and the maximum degree ky.x =
/N4. The size of layer B is Ny = 500 and average degree
(kp) = 6. All the results are obtained by averaging over 20
different network realizations, with 100 independent runs for
each realization.

In Fig. 2 we first focus on exploring the effects of mi-
crolevel parameter Bz on the effectiveness of TFA strategy.
According to the Ref. [29], B4 ~ 1 is the optimal value for
uncorrelated single-layer networks [see the inset of Fig. 2(c)].
Therefore, we set o4 = 1 and 4 = 1. Through extensive
numerical simulations, we find that the effectiveness of the
proposed TFA strategy would not be qualitatively affected by
the adoption of other values of o4 and B4. We set ap/ayq < 1
(i.e., ap < 1) here, which indicates that a journey on the

1.04 (a) % (b)
2.
~ 0.51 <) a‘ ¥
0.0 0+

2 2
B, B,

FIG. 3. The parameters (a) the coupling coefficient A, (b) the
effective edge ratio §, and (c) average length of efficient paths (d)
vs Bp on artificial multilayer networks. We set the other parameters
as Ny = 1000, ¥ = 3.0, kmin = 2, kmax = ~/Na, Nz = 500, (kz) = 6,
oy =1,8,=1,and ap = 0.5.

high-speed layer B is favored compared with a journey on
layer A. From Figs. 2(a) and 2(b), it can be found that
for different values of B, both the order parameter H and
average delivery time of packets (T) monotonically increase
with R. Above the threshold R., H and (T') are finite, and
they increase with R. More importantly, it is found that R,
exhibits a nonmonotonously varying with Bg, as shown in
Fig. 2(c). Moreover, there is an optimal value S3(ap) = 0.7
at which the traffic capacity R, reaches the maximum value
R%(ap) =79 when ap = 0.5. The average length of efficient
paths (d) reaches the minimum value at the same parameters
[see Fig. 3(c)]. Specifically, R, first increases with Bg, peaks
at Bz (ag) = 0.7, and then decreases. For a routing strategy, a
higher R, means more packets could be transported to their
destinations without congestion, i.e., the larger R,, the better
the strategy. From the inset of Fig. 2(c), we see that there is
an optimal value of R = 32 at 4 ~ 1.0 for a single network
layer A without coupling with network layer B. Compared
with the single network A, the optimal value R? of the mul-
tilayer routing strategy is more than twice as much as that of
the single-layer routing strategy. Even when S5 is between 0
and 1.5 in Fig. 2(c), R, for the multilayer network is greater
than that for the single network A, which means the multilayer
routing strategy has a higher delivering efficiency than the
single-layer routing strategy. The semianalytical predictions
from Eq. (7) agree with the numerical values of R,.

To understand the nonmonotonous phenomenon, we need
to check what happens when the value of Bg varies. When
Bp is small (large), the values of A and § are large (small)
as shown in Figs. 3(a) and 3(b). It means that packets are
more likely to be transported on layer B (A). For a small
value of Bg, many coupled nodes are used to transport packets
between two layers. Similarly to the effective strategy on
monolayer networks, preferentially transporting the packets
through middle-degree nodes in layer B could improve the
traffic capacity of the system [29], and R, thus first increases
with Bg. For a large value of Bg, almost all of the packets are
transported on layer A, which decreases the usage of coupled
nodes in transporting the packets between two layers, and
R, thus decreases. In the case of large fp [e.g., Bg = 4.5 in
Fig. 2(c)], the traffic capacity will decrease to the R, = 32 of
monolayer A [see the inset of Fig. 2(c)], which is much smaller
than R(ag) = 79 at B5(ap) = 0.7 when ap = 0.5.
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FIG. 4. The performance of the TFA strategy on artificial multi-
layer networks with different (kg) and Np. The maximum capacity
RY(ap) (top) and the corresponding optimal microlevel parameter
Bp(ag) (bottom) as a function of (kz) [(a) and (b)] and Np [(c) and
(d)], respectively. We set the other parameters as Ny = 1000, y =
3.0, kmin = 2, kmax = v/Na, s = 1, B4 = 1, ag = 0.5, Ny = 500 (a,
b), (kg) =6 (c, d).

In Fig. 2(d), we further explore on which layer the con-
gestion occurs more easily for different values of Bg. To this
end, we set the transporting ability of nodes in layer A (B)
as infinite, i.e., C4 — 0o [Cp — o0], to check the upper limit
capacity of layer B (A). Since we set C4 — 00, congestion
will occur only on layer B, and thus we can get the upper limit
capacity R}, of layer B. Similarly, we can get the upper limit
capacity R} of layer A when we set Cg — co. A multilayer
network will reach its traffic capacity R, once congestion
occurs on any layer. That is to say, for a given fp, R, is the
small one of R} and Rj. From Fig. 2(d), we can obtain the R,
as a function of Bg in Fig. 2(c). It is found that congestion will
first occur on layer B (A) with small (large) values of Bg, since
layer B (A) has a smaller R} (R}). When Bz = 0.7, there are
large values of R} and R}, which means that the traffic flow
is reasonably allocated to layers A and B, and thus the TFA
strategy shows a good performance with the maximum value
of R.. From what we discussed above, it can be observed that
compared to the isolated low-speed network A, the capacity
R, of the multilayer network can be effectively improved at
some parameters, because the traffic flow on the low-speed
layer A is redistributed to the high-speed layer B reasonably.
A larger capacity can be achieved by moderately transporting
packets through small-degree nodes on the high-speed layer.
The system capacity is affected by both layers A and B and
depends nonmonotonically on Sg.

The effects of network size Ny and average degree (kp) of
layer B (i.e., the number of nodes and edges in the high-speed
network) on system capacity are further investigated in Fig. 4.
As shown in Figs. 4(a) and 4(c), it can be seen that when
ap = 0.5, the maximum traffic capacity R’(ap) increases with
(k) and Np, since the number of efficient paths (coupled
nodes) increases, i.e., increasing the size and average degree
of the high-speed layer can enhance the traffic capacity of
multilayer networks effectively. Meanwhile, it can be noted
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FIG. 5. The performance of the TFA strategy on artificial mul-
tilayer networks with different op. (a) R2(ap) and (b) Bg(ap) as a
function of ap. The insets of panels (a) and (b), respectively, exhibit
A and § versus ap with Bz = Bj(ap). We set the other parameters
as Ny = 1000, ¥ = 3.0, kmin = 2, kmax = ~/Na, Nz = 500, (kz) = 6,
oy = 1, ,BA =1.

that when o = 0.5 the optimal microlevel parameter B (o)
decreases with (kg) [see Fig. 4(b)] but does not change with
Np [see Fig. 4(d)], i.e., on the high-speed layer, the prefer-
ence for packets to be transported through small-degree de-
creases with the increasing number of coupled nodes. Again,
our semianalytical predictions agree with the numerical
simulations.

All results above are obtained when ap = 0.5. As shown
in Fig. 5, R%(ap) fluctuates with the varying of ap. It can
be observed that R/(ap) depends nonmonotonically on op
[RZ(ap) first increases and then decreases with «g]. Moreover,
it can be seen that the corresponding optimal microlevel
parameter Bj(«p) monotonically decreases with ap, and the
packets properly prefer to be transported via layer B. Thus,
on the high-speed layer, the preference for packets to be
transported via small-degree nodes increases with the packet-
transporting speed. For small or large values of «p, A and &
are large or small as shown in the insets of Figs. 5(a) and
5(b), respectively. More importantly, we find that the system
reaches the maximum traffic capacity R’ at both the optimal
macrolevel parameter «; and microlevel parameter S5, and
the number of transported packets by each layer reaches a
balance. From Figs. 5(a) and 5(b), it can be obtained that R}, =
79 at (o, B3) = (0.5,0.7). Without the high-speed network
B, the maximum traffic capacity of a low-speed network is
about 32 [see the inset of Fig. 2(b)]. The maximum traffic
capacity of the system can be improved about 2.5 times once
the network B is introduced. Although establishing high-speed
transportation can improve the traffic capacity of low-speed
network, our results indicate that a reasonable redistribution
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TABLE I. Structural properties of the real-world networks, in-
cluding number of nodes N, number of edges E, mean degree (k),
maximum degree k., degree heterogeneity H, = (k*)/(k)? [71],
diameter D, average shortest distance L, correlation coefficient r
[72], and clustering coefficient ¢ [73].

Network N E (k) kmax Hy D L r c

Railway 2125 3388 3.2 23 14 82 225 0.186 0.34
Airline 92 585 127 72 23 4 20 —-0.448 0.69
Work 60 194 65 27 17 4 24 —-0.218 0.64
Facebook 32 124 7.8 15 23 4 2.0 0.003 0.54

of traffic flow is an essential issue. The semianalytical predic-
tions agree with the numerical simulations.

C. Real-world networks

A wide range of systems in the real world have multiple
subsystems and layers of connectivity, which can be described
as multilayer networks [41,42]. We verify the effectiveness
of our proposed TFA strategy on two real-world multilayer
networks. One of them is the Chinese Railway-Airline trans-
portation network [67], and another one is the Work-Facebook
relationship network of Employees of Computer Science De-
partment (ECSD) at Aarhus University [70]. In the Railway-
Airline coupled networks, we choose the Railway network
as layer A and the Airline network as layer B; in the Work-
Facebook coupled networks, we choose the Work network as
layer A and the Facebook network as layer B. Some structural
properties of the networks are presented in Table I.

In Fig. 6 the effectiveness of the TFA strategy on the
Railway-Airline and Work-Facebook coupled networks is
studied. Because of the extremely complicated structures
of the networks, there are two peaks of R. versus fp, at
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FIG. 6. The performance of the TFA strategy on real-world
multilayer networks with ag = 0.5. (a) The traffic capacity R., and
(b) the upper limit capacity of layer A and layer B as a function of
the Bp on the Railway-Airline coupled networks. (c) and (d) The
situations on the Work-Facebook coupled networks. We set oy = 1,
Ba=1,and ap = 0.5.
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FIG. 7. The performance of the TFA strategy on real-world
multilayer networks with different «p. (a) The maximum capacity
R!(ap) for a given ap, and (b) the corresponding optimal microlevel
parameter f3(ap) as a function of macrolevel parameter ap on the
Railway-Airline coupled networks. (c, d) The situations on the Work-
Facebook coupled networks. We set ¢y = 1, and B4 = 1.

which the traffic capacity is very large, and R%(op) cor-
responds to the second peak. Especially for the Work-
Facebook coupled networks, two obvious peaks are observed
in Fig. 6(c), which possibly result from the intralayer com-
munity structures and interlayer degree correlations of the
Work-Facebook coupled networks. The Airline (Facebook)
layer could reasonably redistribute the traffic flow of the
Railway (Work) layer in an appropriate parameter range
(e.g., Bp=1.2 for Railway-Airline and B = 1.6 for Work-
Facebook coupled networks), and the capacity R, of two-
coupled networks is improved when the Airline (Facebook)
network joins in the system [see Figs. 6(a) and 6(c)]. The
capacity of the Work-Facebook multilayer network is affected
by both Work and Facebook networks [see Fig. 6(d)]. An in-
teresting phenomenon is that the capacity of Railway-Airline
coupled networks is always limited by the Airline layer [see
Fig. 6(c)], because that too much traffic flow is redistributed to
the Airline layer, thus exceeding its transporting ability (i.e.,
Cp). Therefore, it can be concluded that increasing the value
of Cp may effectively enhance the capacity of system.

In Fig. 7 it can be seen that R?(«p) versus ap exhibits a
nonmonotonic pattern [see Figs. 7(a) and 7(c)], and the corre-
sponding optimal microlevel parameter S5 (o) monotonically
decreases with ag [see Figs. 7(b) and 7(d)]. Similar to the arti-
ficial networks, we find that the systems reach their maximum
traffic capacities at a certain combination of microlevel and
macrolevel parameters. The fluctuations of curves in Figs. 6
and 7 are caused by the extremely complicated structures
of real-world two-coupled networks. It should be noted that
the semianalytical predictions qualitatively agree with the
numerical simulations.

V. DISCUSSION

To alleviate the congestion on a low-speed transportation
network, an intuitive way is to build a new high-speed network
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in busy regions or among the high-flow nodes. Then the low-
and high-speed networks constitute a multilayer network. For
the purpose of improving the capacity of multilayer networks,
reasonably redistributing the traffic flow is an essential issue
and full of challenges. In this work, we first proposed a multi-
layer traffic-flow assignment (TFA) strategy by considering
different transporting speeds of layers from the macrolevel
view (by adjusting an macrolevel parameter o) and different
roles of nodes from the perspective of microlevel structure
(controlled by an adjustable microlevel parameter Br). We
then performed extensive numerical simulations on both ar-
tificial and real-world networks. It was found that the TFA
strategy can redistribute the traffic flow on a low-speed layer
to a high-speed layer reasonably. In particular, preferentially
transporting the packets through small-degree nodes on the
high-speed layer can enhance the traffic capacity of the sys-
tem. And on the high-speed layer, the preference of packets to
be transported via small-degree nodes should decrease with
the network size and increase with the packet-transporting
speed. In addition, we also found that the traffic capacity
of multilayer networks can be improved by increasing the
network size and the average degree of the high-speed layer.
Moreover, the system capacity is affected by both layers A
and B and depends nonmonotonically on Bz and «p. With the
optimal macrolevel «y and microlevel parameter B, a given
multilayer network can achieve the maximum traffic capacity
R’. The semianalytical predictions agree with the numerical
simulations on both artificial and real-world networks.

A wise way to alleviate traffic congestion on multilayer
networks is designing effective traffic-flow assignment strat-
egy. Our results exhibited a way to reasonably redistribute
the traffic flow. In this work, we proposed an effective flow
assignment strategy based on the consideration of the local
structures of different nodes and the transporting speeds of
different layers. We validated our proposed strategy on multi-
layer networks including two layers, and it was proved that our
proposed strategy can effectively improve the traffic capacity
of multilayer networks. Our research may stimulate future
studies on designing realistic transportation and communica-
tion multilayer networks, such as considering different struc-
tural characteristics, origin-destination allocations of packets
and transporting abilities of nodes, limited traffic resources,
transporting cost of layers, and multilayer networks with more
than two layers.
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