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We make a rigorous computation of the relative entropy between the vacuum state and a coherent state
for a free scalar in the framework of algebraic description of quantum field theory (AQFT). We study the
case of the Rindler wedge. Previous calculations including path integral methods and computations from
the lattice give a result for such relative entropy which involves integrals of expectation values of the
energy-momentum stress tensor along the considered region. However, the stress tensor is in general
nonunique. That means that if we start with some stress tensor, then we can “improve” it adding a
conserved term without modifying the Poincaré charges. On the other hand, the presence of such an
improving term affects the naive expectation for the relative entropy by a nonvanishing boundary
contribution along the entangling surface. In other words, this means that there is an ambiguity in the usual
formula for the relative entropy coming from the nonuniqueness of the stress tensor. The main motivation
of this work is to solve this puzzle. We first show that all choices of stress tensor except the canonical one
are not allowed by positivity and monotonicity of the relative entropy. Then we fully compute the relative
entropy between the vacuum and a coherent state in the framework of AQFT using the Araki formula and
the techniques of modular theory. After all, both results coincide and give the usual expression for the
relative entropy calculated with the canonical stress tensor.
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I. INTRODUCTION

The algebraic description of quantum field theory
(AQFT) focuses on the local algebras of operators
generated by fields in regions of the space rather than
the field operators themselves. This gives a “basis
independent” formulation which does not depend on
the particular fields used for the description of the theory.
Statistical properties of the state in these local algebras
have been the subject of much recent interest in different
areas of physics ranging from holography to condensed
matter. Given one or more states and algebras, several
entropic quantities can be defined which give natural
measures of the statistics of fluctuations. In a certain
sense, these assignations of numbers to algebras in AQFT
is analogous to the study of correlators in the approach
based on field operators.

In actual computations in specific models, it is custom-
ary and useful to assume a cutoff model, such as a lattice,
and proceed to the computation taking the continuum limit
as a final step. In general, we expect that the quantity
computed belongs to the continuous theory as far as the
result does not depend on the regularization. In the cutoff
model, given a global pure state Φ ∈ H one can consider
the reduced density matrix ρRΦ in a space region R of a
lattice and compute its von Neumann (vN) entropy

SRΦ ¼ −trρRΦ log ρRΦ: ð1:1Þ

This is divergent and not well defined in the continuum due
to a large amount of entanglement of UV modes between
both sides of the region boundary. However, given two
states Ψ and Ω we can also compute the relative entropy

SRðΦjΩÞ ¼ trρRΦðlog ρRΦ − log ρRΩÞ; ð1:2Þ

which is much better behaved than the entropy (see e.g.,
[1–14] for actual calculations). In fact, the relative entropy
has an expression directly in the continuous theory for type
III algebras in terms of the Araki formula [15]. This shows
it is free from ambiguities. Relative entropy is an important
quantity in quantum information that measures distinguish-
ability between states. It is always positive and increasing
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for fixed states under increasing algebras. It has recently
been very useful in holography to understand the bulk-
boundary map [16–19] and in the proof of the quantum null
energy condition [20].
Another object that has a nice continuum limit is the

following one parameter group of unitaries,

ðρRΩÞis ⊗ ðρR0
Ω Þ−is; ð1:3Þ

where R0 is the complement of R and we are assuming there
is a decomposition of the full operator algebra as a tensor
product of the algebras in R and R0. This one-parametric
group is called the modular group. The generator,

KΩ ¼ −KR ⊗ 1þ 1 ⊗ KR0 ; KR ¼ − log ρRΩ; ð1:4Þ

is called the modular Hamiltonian. A well-known case
where the modular Hamiltonian can be computed exactly is
the case when R is the Rindler wedge corresponding to a
spatial slice x1 > 0 at x0 ¼ 0, and the state is the vacuum.
In this case,KΩ ¼ 2πK1 with K1 being the boost generator.
In terms of the energy density operator we can write

KΩ ¼ 2π

Z
dd−1xx1T00ðxÞ: ð1:5Þ

Returning to the relative entropy, it is useful to write
(1.2) as

SRðΦjΩÞ ¼ ΔhKRi − ΔSR; ð1:6Þ

where

ΔhKRi ¼ trρRΦKR − trρRΩKR; ð1:7Þ

ΔS ¼ SRΦ − SRΩ: ð1:8Þ

Written in this way, the relative entropy is the variation in
expectation value of an operator minus the variation in the
entropy between the two states. The positivity of relative
entropy means that ΔhKRi ≥ ΔSR. In this form, when R is
the Rindler wedge, this inequality has been related to
Bekenstein’s bound on entropy [21].
Even if the relative entropy is well defined in the

continuum, a mathematically rigorous definition of the
continuum limit of the two terms in (1.6) has not been
worked out in the literature yet. One difficulty is that the
operator KR is only half of the modular Hamiltonian (1.4).
Even if the modular Hamiltonian has a good operator limit
in the continuum, its half part KR is at most a sesquilinear
form. If we focus for simplicity on the case of the half space
and whereΩ is the vacuum, we could induce from (1.5) that

KR ¼ 2π

Z
x1>0

dd−1xx1T00ðxÞ: ð1:9Þ

This is not a well-defined operator in Hilbert space because
its fluctuation hΩ; K2

RΩi diverges. However, expectation
values as in ΔhKRi can still be computed. Another more
important issue is that the act of cutting the modular
Hamiltonian in two pieces generate ambiguities. We are
allowed for example to add field operators localized at the
boundary such that KR has still the same localization and
commutation relations with operators inside R. Another
view of the same problem is that hidden in expression (1.9),
there is an ambiguity related to the nonuniqueness of the
stress tensor. For example, for the free Hermitian scalar
field, starting from the canonical stress tensor

Tcan
μν ≕ ∂μϕ∂νϕ −

1

2
ημνð∂σϕ∂σϕ −m2ϕ2Þ∶; ð1:10Þ

we can add an “improving term” to obtain a new stress
tensor,

Tμν ¼ Tcan
μν þ λ

2π
ð∂μ∂ν − gμν∂2Þ∶ϕ2∶: ð1:11Þ

The Poincaré generators obtained from (1.11) equal the
ones obtained from (1.10), since both expressions differ in
a boundary term which vanishes when the integration
region is the whole space. However, the expression (1.9)
for KR involves an integration in a semi-infinite region, and
hence the presence of an improving term adds a nonzero
extra boundary term to the result,

KR → KR þ λ

Z
x1¼0

dd−2x∶ϕ2ðxÞ∶: ð1:12Þ

This is essentially the only boundary term we can add with
the correct dimensions and that does not require a dimen-
sionful coefficient with negative dimensions. This can have
nonzero expectation values for certain states and makes the
definition of ΔhKRi ambiguous.
Since the relative entropy is well defined, this ambiguity

must be compensated by another one in the definition of
ΔSR in (1.6). This is the subtraction of two divergent
quantities and again we do not have a mathematically
rigorous definition in the continuum. We can make this
definition unambiguous in a natural way by using a
particular regularization of entropy that has been proposed
in the literature [22,23]. The idea is to associate the entropy
(for a pure state) with half the mutual information
IðRþ

ϵ ; R−
ϵ Þ between two nonintersecting regions on both

sides of the boundary of R. The regions R�
ϵ are displaced a

distance ϵ from the boundary of R. For the case of the
Rindler wedge we can take Rþ

ϵ formed by points with
x1 > ϵ and R−

ϵ formed by points with x1 < −ϵ. The mutual
information is also a relative entropy and is well defined in
the continuum. Then, a well-defined ΔSR is given by

ΔSR ¼ 1

2
lim
ϵ→0

ðIΦðRþ
ϵ ; R−

ϵ Þ − IΩðRþ
ϵ ; R−

ϵ ÞÞ: ð1:13Þ
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When it is computed in the lattice, it coincides with the
usual ΔSR.
Defining ΔSR rigorously through (1.13), then ΔhKRi is

also well defined through

ΔhKRi ¼ SRðΦjΩÞ þ ΔSR: ð1:14Þ

Then the question that motivates this paper is whether this
definition agrees with the expectation value of (1.9). In
such a case, boundary terms in this expression should be
automatically fixed. In particular, we should be able to
study which value of the improvement term is the correct
one for a scalar field in (1.11).
In order to (partially) settle this issue, in this paper we

analyze the relative entropy between a coherent state for a
free scalar field and the vacuum in the Rindler wedge.
Coherent states are states formed out by acting on the
vacuum with a unitary operator that is the exponential of
the smeared field, i.e.,

Φ ¼ ei
R

dd−1x½φðx̄Þfφðx̄Þþπðx̄Þfπðx̄Þ�Ω; ð1:15Þ

where φðx̄Þ ≔ ϕð0; x̄Þ and πðx̄Þ ≔ ∂0ϕð0; x̄Þ. For the pur-
pose of the definition (1.13), we can represent the same
state with a different vector Φ̃ ¼ UU0Ω, where U is a
unitary belonging to the region R and U0 is a unitary
belonging to its complementary region R0. Indeed, we can
replace each of the smooth functions fφðx̄Þ and fπðx̄Þ in
(1.15) by the sum of two new smooth functions,

fφ → fφ;R þ fφ;R0 ; fπ → fπ;R þ fπ;R0 ; ð1:16Þ

such that fφ;R; fπ;R vanish inside R0 and fφ;R0 ; fπ;R0 vanish
inside R. We must also require that fφ;R ≡ fφ inside Rþ

ϵ

and fφ;R0 ≡ fφ inside R−
ϵ (idem for π). Under this assump-

tions, the new state Φ̃ ¼ UU0Ω, defined through

U ¼ ei
R

dd−1x½φðx̄Þfφ;Rðx̄Þþπðx̄Þfπ;Rðx̄Þ� and

U0 ¼ ei
R

dd−1x½φðx̄Þfφ;R0 ðx̄Þþπðx̄Þfπ;R0 ðx̄Þ�; ð1:17Þ

represents the same state as Φ in the algebra of the region
Rþ
ϵ ∪ R−

ϵ . In fact, the above computation can be done
because of the presence of the finite corridor of width 2ϵ.
Moreover, we have that the operator U (respectively, U0)
acts, by adjoint action, as an automorphism of the algebra
of the region Rþ

ϵ (respectively, R−
ϵ ), and as the identity

transformation over the algebra of the region R−
ϵ (respec-

tively, Rþ
ϵ ). Such automorphisms do not change the mutual

information, and with our definition (1.13), we automati-
cally have ΔSR ¼ 0 for these states.
Hence, the question simplifies to see whether for

coherent states

SRðΦjΩÞ ¼ 2π

Z
x1>0

dd−1xx1hΦ; T00ðx̄ÞΦi; ð1:18Þ

and which is the right improvement term. Notice that
coherent states can change the expectation value of ∶ϕ2∶.
In Sec. II, assuming that (1.18) is correct for some

improvement, we show that the only possibility is the
canonical stress tensor, i.e., λ ¼ 0. We show this by
imposing bounds which come from the positivity and
monotonicity of the relative entropy.
In the rest of the paper, we actually compute the relative

entropy using the Araki formula and show the result (1.18)
is correct for the canonical stress tensor. We note that, while
this paper was being prepared, a similar calculation by R.
Longo has appeared in the literature [13]. A simpler case
where the unitary has support inside the wedge has
previously appeared in [24]. Our paper differs from the
one by Longo in motivation, scope, and several details,
while there is an overlap in the main technical ideas.
To make this article as self-contained as possible, in

Sec. III we briefly review the algebraic formulation of the
free scalar field. Because of a forthcoming necessity, we
consider two different approaches. The first one is the usual
approach where we define the net of algebras associated to
spacetime regions. The second one consists in defining the
local algebras associated to spatial sets belonging to a
common Cauchy surface. We also explain how these two
approaches are related. In Sec. IV we review the basic
concepts of the modular theory of von Neumann algebras.
In particular, we introduce the modular operator used to
derive the modular Hamiltonian and the modular flow.
We also discuss the theorems of Tomita-Takesaki and
Bisognano-Whichmann. And finally, we introduce the rela-
tive modular operator used in the definition of the relative
entropy for general von Neumann algebras. The reader who
is familiar with these concepts may skip these sections and
go directly to V, where we explicitly compute the proposed
relative entropy. We study separately the (trivial) case
when the coherent state belongs to the wedge algebra,
and the more interesting (and also more difficult) case when
the coherent state has a nonvanishing density along the
entangling surface. In this section, we also first study some
general aspects concerning the relative entropy for coherent
states which applies to any region. We provide a complete
mathematical rigorous proof of all the results. For a better
reading of the article, the proof of some theorems and some
tedious but straightforward calculations were placed into
the Appendixes.

II. BOUNDARY TERMS IN THE
RELATIVE ENTROPY

According to the discussion above, there is an ambiguity
on the expression (1.18) for the relative entropy of a
coherent state coming from the different possible choices
of an improving term for the stress energy-momentum
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tensor. According to (1.12), the relative entropy could be
written as the usual contribution with the canonical stress
tensor plus a boundary term coming from the improving

SRðΦjΩÞ ¼ λ

Z
x1¼0

dd−2xhΦ;ϕ2ðx̄ÞΦi

þ 2π

Z
x1>0

dd−1xx1hΦ; Tcan
00 ðx̄ÞΦi: ð2:1Þ

In this section we assume this formula is correct and show
that the only consistent choice is λ ¼ 0.
A general coherent state can be written as in (1.15) with

fφ; fπ ∈ SðRd−1;RÞ.1 In this case, a straightforward com-
putation from (2.1) gives

SRðΦjΩÞ ¼ λ

Z
x1¼0

dd−2xfπðx̄Þ2 þ 2π

Z
x1>0

dd−1x
1

2
ðfφðx̄Þ2

þ ð∇fπðx̄ÞÞ2 þm2fπðx̄Þ2Þ: ð2:2Þ

Regardless of what should be the true value for λ, if we
want (2.1) and (2.2) to represent real expressions for a
relative entropy, they must satisfy all the properties known
for a relative entropy. In particular we concentrate on the
positivity

SRðΦjΩÞ ≥ 0; ð2:3Þ

and the monotonicity, that for the case of wedges implies

SRðΦjΩÞjWy
≥ SRðΦjΩÞjWy0

; for any y0 ≥ y; ð2:4Þ

where SRðΦjΩÞjWy
is the relative entropy for the states Ψ,

Ω but associated to the algebra of the translated Rindler
wedge Wy ≔ fx ∈ Rd∶x1 − y > jx0jg. In fact, Wy is
obtained applying a translation of amount y, in the x1

positive direction, to the original Rindler wedge W. From
now on, we denote SRðyÞ ≔ SRðΦjΩÞjWy

.
Therefore, the strategy we adopt is to choose conven-

iently functions fφ and fπ and impose (2.3) and (2.4) on
(2.2) in order to bound the allowed values for λ. In fact, we
show that from positivity we obtain λ ≥ 0 and from the
monotonicity we obtain λ ≤ 0, an hence it must be

λ ¼ 0: ð2:5Þ

Then we conclude that, if we assume that (1.18) is the
correct result for the relative entropy, such an expression
holds for the canonical stress-energy-momentum ten-
sor (1.10).

Before we start, we make two simplifications. The first
one, which is obvious, is to take fφ ≡ 0 and denote f ≔ fπ .
The second one is to work in d ¼ 1þ 1 dimensions. The
general result for any dimensions could be obtained easily
from the former.

A. Lower bound from positivity

We start with the expression

SRðΦjΩÞ ¼ λfð0Þ2 þ π

Z þ∞

0

dxxðf0ðxÞ2 þm2fðxÞ2Þ;

ð2:6Þ

where f is a real-valued function belonging to SðRÞ. Then,
the positivity of the relative entropy means that

0 ≤ λfð0Þ2 þ π

Z þ∞

0

dxxf0ðxÞ2 þ πm2

Z þ∞

0

dxxfðxÞ2:

ð2:7Þ

By scaling the function fðxÞ → fðx=βÞ the first two terms
of the right-hand side are constant while the last one gets
multiplies by β2. Hence, we can make the last term as small
as we want and simply takem ¼ 0 in the following. Taking
f such that fð0Þ ≠ 0 we get

0 ≤ λþ π

Rþ∞
0 dxxf0ðxÞ2

fð0Þ2 : ð2:8Þ

Now, we introduce a convenient family of real functions
ðfaÞa>0 ∈ SðRÞ given by

faðxÞ ≔ log

�
x
L
þ a

�
e−

x
L; x ≥ 0; ð2:9Þ

and where L > 0 is a dimensionful fixed constant.2 A
straightforward computation shows that the integral in
Eq. (2.8) behaves as

Z þ∞

0

dxxf0aðxÞ2 ¼ − logðaÞ þOð1Þ; a≳ 0: ð2:10Þ

Then replacing (2.10) into (2.8) we get

0 ≤ λ −
L2

4
π
logðaÞ þOð1Þ

log2ðaÞ : ð2:11Þ

Finally, taking the limit a → 0þ we get the desired result

λ ≥ 0: ð2:12Þ

1SðRn;RÞ denotes the Schwartz space of real, smooth and
exponentially decreasing functions at infinity.

2The functions fa are smoothly extended to the whole real line.
Such an extension is guaranteed by a theorem due to Seeley [25].
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B. Upper bound from monotonicity

We start with the expressions

SRð0Þ¼ λfð0Þ2þπ

Z þ∞

0

dxxðf0ðxÞ2þm2fðxÞ2Þ; ð2:13Þ

SRðyÞ ¼ λfðyÞ2 þ π

Z þ∞

y
dxðx − yÞðf0ðxÞ2 þm2fðxÞ2Þ;

ð2:14Þ

where f is a real-valued function belonging to SðRÞ. We
can eliminate the mass terms by scaling as in the previous
section. The monotonicity SRð0Þ ≥ SRðyÞ for y ≥ 0 reads

λðfðyÞ2 − fð0Þ2Þ ≤ π

Z
y

0

dxxf0ðxÞ2 þ πy
Z þ∞

y
dxf0ðxÞ2:

ð2:15Þ

Now, we introduce a convenient family of functions para-
metrized with the constants α∈ ð0;1

2
Þ;δ∈ ð0;1Þ;y>0;ϵ>0

given by

fα;δ;y;ϵðxÞ ≔ gα;δ;yðxÞΘy;ϵðxÞ; for x ≥ 0; ð2:16Þ

where

gα;δ;yðxÞ ≔
�
x
y
ð1 − δÞ þ δ

�
α

; ð2:17Þ

and Θy;ϵ is a smooth step function with the condition

Θy;ϵðxÞ ¼
�
1 x ≤ y;

0 x ≥ yþ ϵ:
ð2:18Þ

We introduce such a step function to ensure that fα;δ;y;ϵ ∈
SðRÞ for any values of ðα; δ; y; ϵÞ in the set specified above.
The functions fα;δ;y;ϵ are smoothly extended to the whole
real line. In particular, we use

Θy;ϵðxÞ ≔
�
1þ exp

�
−

2ϵðx − y − ϵ
2
Þ

ðx − y − ϵ
2
Þ2 − ϵ2

4

��−1
;

if y < x < yþ ϵ; ð2:19Þ

which has the useful property maxx∈RjΘ0
y;ϵðxÞj ¼ 2

ϵ. From
now on, we do not write the cumbersome subindices of
the above functions. For the different terms of (2.15) we
have that

fðyÞ2 − fð0Þ2 ¼ 1 − δ2α; ð2:20Þ

π

Z
y

0

dxxf0ðxÞ2 ¼ π
α

2

�
2αδ − δ2α

1 − 2α
þ 1

�
; ð2:21Þ

πy
Z þ∞

y
dxf0ðxÞ2

≤ πy
Z

yþϵ

y
dxjg0ðxÞ2ΘðxÞ2j þ πy

Z
yþϵ

y
dxjgðxÞ2Θ0ðxÞ2j

ð2:22Þ

þ πy
Z

yþϵ

y
dxj2g0ðxÞgðxÞΘðxÞΘ0ðxÞj: ð2:23Þ

We deal with each term of (2.23) separately,

πy
Z

yþϵ

y
dxjg0ðxÞ2ΘðxÞ2j

≤ πy
Z

yþϵ

y
dxg0ðxÞ2

¼ πα2ð1− δÞ
1− 2α

�
1−

�
1þ ð1− δÞϵ

y

�
2α−1

�
→

ϵ→þ∞

πα2ð1− δÞ
1− 2α

;

ð2:24Þ

πy
Z

yþϵ

y
dxj2g0ðxÞgðxÞΘðxÞΘ0ðxÞj

≤ πy
2

ϵ

Z
yþϵ

y
dx2g0ðxÞgðxÞ ¼ 2π

y
ϵ
½gðyþ ϵÞ2 − gðyÞ2�

¼ 2πy
ϵ

��
1þ ð1 − δÞϵ

y

�
2α

− 1

�
!

ϵ→þ∞
0; ð2:25Þ

πy
Z

yþϵ

y
dxjgðxÞ2Θ0ðxÞ2j

≤ πy
4

ϵ2

Z
yþϵ

y
dxgðxÞ2

¼ 4πy2

ð1þ 2αÞð1− δÞϵ2
��

1þ ð1− δÞϵ
y

�
2αþ1

− 1

�
!

ϵ→þ∞
0;

ð2:26Þ

where in the last steps of each computation we take the
limit ϵ → þ∞. It is valid to take this limit in the inequality
since it must hold for all ϵ > 0. Replacing these partial
results on (2.15) we arrive at

λð1 − δ2αÞ ≤ π
α

2

�
2αδ − δ2α

1 − 2α
þ 1

�
þ πα2ð1 − δÞ

1 − 2α
: ð2:27Þ

Then, taking the limit δ → 0þ we get

λ ≤ π
α

2
þ π

α2

1 − 2α
; ð2:28Þ

and finally, taking α → 0þ we arrive at the desired result

λ ≤ 0: ð2:29Þ
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III. ALGEBRAIC THEORY OF THE FREE
HERMITIAN SCALAR FIELD

A. Axioms of AQFT

In the AQFT, we associate for each region of the
spacetime a C� or von Neumann algebra which encodes
the algebraic relations between the quantum fields. Such
an assignment must satisfy a set of axioms that encode
the physical conditions in the algebraic framework. Unless
the specific set of axioms considered could depend on the
underlying theory (especially on the spacetime considered),
the assumptions listed below are very standard for the
treatment of QFT’s on Minkowski spacetime.
To start we call a double cone to any open regionO ⊂ Rd

of Minkowski spacetime defined by the intersection of the
future open null coneof somepointx ∈ Rdwith thepast open
null cone of other point y ∈ Rd.3 In AQFT, we start with
aC�-algebraA, called the quasilocal algebra, and we assign
to each (nonempty) double cone O ⊂ Rd a C�-subalgebra
AðOÞ ⊂ A, which are called the local algebras. This
collection (net4) of local algebras must satisfy the following:
(1) Generating property: A ¼ ⋃OAðOÞk:k, where the

union runs over the set of all double cones.
(2) Isotony: for any pair of double cones O1 ⊂ O2,

then AðO1Þ ⊂ AðO2Þ.
(3) Causality: if O1 andO2 are spacelike separated (i.e.,

O1 ∼O2), then ½AðO1Þ;AðO2Þ� ¼ f0g.
(4) Poincaré covariance: there is a (norm) continuous

linear representation αg of P↑
þ in U, such that

αgðAðOÞÞ ¼ AðgOÞ for any open bounded region

O and all g ∈ P↑
þ, where the action of g ∈ P↑

þ over a
region O is given by gO ≔ fΛxþ a∶x ∈ Og.

(5) Vacuum: there is a pure state ω in A invariant under
all αg. Then, in its GNS representation ðπ;H;ΩÞ the
linear representation αg is implemented by a positive

energy unitary representation ofP↑
þ inH in the sense

that UðgÞπðAÞUðgÞ� ¼ πðαgðAÞÞ for all A ∈ A

and all g ∈ P↑
þ. Positive energy means that the

representation is strongly continuous and the
infinitesimal generators Pμ of the translation sub-
group (i.e. Uð0; aÞ ¼ eiP

μaμ) have their spectral
projections on the closed forward light cone
V̄þ ≔ fp ∈ Rd∶p · p > 0 and p0 > 0g.
For a general open region (possibly unbounded)

O ⊂ Rd, we define AðOÞ ≔ ⋃Õ⊂OAðÕÞk:k where
the union runs over the set of all double cones Õ ⊂ O.
When we want to study states which are con-

structed by local perturbations around the vacuum

state ω, we often work directly by the collection of
concreteC�-algebras πðAðOÞÞ ⊂ BðHÞ acting on the
vacuum Hilbert space H. For technical reasons, we
usually work with the net of von Neumann algebras
RðOÞ ≔ πðAðOÞÞ00, where 00 denotes the double
commutant which coincides with the weak closure.
Moreover, when we want to construct a concrete
example of a QFT satisfying the axioms above, it is,
in general, easier to construct a net of von Neumann
algebrasO → RðOÞ acting on a given Hilbert space.
One immediate consequence of the axioms is the

Reeh-Schlieder theorem. Before we state it we need
to introduce some definitions. For any open region
O⊂Rd, we define its (open) spacelike complement as

O0 ≔ Intfx ∈ Rd∶ðx − yÞ2 < 0; ∀ y ∈ Og:
ð3:1Þ

Let R ⊂ BðHÞ be a von Neumann algebra. We say
that a vector Φ ∈ H is cyclic if RΦ ¼ H, and
separating if AΦ ¼ 0 with A ∈ R implies A ¼ 0.

Theorem 3.1: (Reeh-Schlieder [26]) In any QFT sat-
isfying the axioms 1. to 5. above, the vacuum vector Ω is
cyclic for any algebra πðAðOÞÞ00 corresponding to any
(nonempty) open region. Moreover, if O0 is also open and
nonempty, then Ω is also separating for πðAðOÞÞ00.
In the following subsections, we concretely define the

net of algebras associated to a free Hermitian scalar field
satisfying the axioms listed above.

B. Local algebras for spacetime regions

The algebraic theory of the real scalar field is defined
as a net of von Neumann algebras acting in the Fock Hilbert
space H. This space is constructed as the (symmetric)
tensor product of the one-particle Hilbert space. To describe
it properly, we introduce the following three vector spaces.
The space of test functions. The space of test func-

tions is the Schwartz space SðRd;RÞ of real, smooth
and exponentially decreasing functions at infinity. This
space carries naturally a representation of the restricted
Poincaré group P↑

þ given by f ↦ fðΛ;aÞ, with fðΛ;aÞðxÞ ≔
fðΛðx − aÞÞ for any ðΛ; aÞ ∈ P↑

þ.
The one-particle Hilbert space. The Hilbert space H

of one-particle states of mass m > 0 and zero spin is
made up of the square-integrable functions on the mass
shell hyperboloid Hm ≔ fp ∈ Rd∶p2 ¼ m2; p0 > 0g
with the Poincaré invariant measure dμðpÞ ≔ Θðp0Þ×
δðp2 −m2Þddp. It can be realized as

H ¼ L2

�
Rd−1;

dd−1p
2ωðp̄Þ

�
; ð3:2Þ

hf ; giH ¼
Z
Rd−1

dd−1p
2ωðp̄Þ f ðp̄Þ

�gðp̄Þ; ð3:3Þ

3In particular, if y is not in the timelike future of x, thenO ¼ ∅.
4Mathematically, due to axiom 1, the collection of local

algebras forms a net indexed by the set of double cones. The
set of double cones forms a direct set when it is ordered by the
usual set inclusion.
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where p0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̄2 þm2

p
≕ωðp̄Þ. Such a space carries a

unitary representation of P↑
þ given by ðuðΛ; aÞf ÞðpÞ ¼

eip·af ðΛ−1pÞ for any f ∈ H and ðΛ; aÞ ∈ P↑
þ.

The Fock Hilbert space. The Fock Hilbert space H is
the direct sum of the symmetric tensor powers of the one-
particle Hilbert space H, i.e.,

H ¼ ⨁
∞

n¼0

H⊗n;sym: ð3:4Þ

For each h ∈ H, the creation and annihilation operators
A�ðhÞ and AðhÞ act over H as usual. The Fock space
naturally inherits from H a unitary representation of P↑

þ
which is denoted by UðΛ; aÞ. According to that there is a
unique (up to a phase) P↑

þ-invariant vector denoted by
Ω ¼ 1 ∈ H⊗0, which is called the vacuum vector. For each
h ∈ H, the normalized vector

eh ≔ e−
1
2
khk2H

X∞
n¼0

h⊗nffiffiffiffiffi
n!

p ∈ H;

is called a coherent vector, and it satisfies the relations

e0 ¼ Ω and hΩ; ehiH ¼ e−
1
2
khk2H .

It is a very well-known fact that the structure of a free
QFT is completely determined by the underlying one-
particle quantum theory. More concretely, the assignment
O → RðOÞ is determined by the composition of two
different maps,

O ⊂ Rd → KðOÞ ⊂ H; ð3:5Þ

K ⊂ H → RðKÞ ⊂ BðHÞ; ð3:6Þ

which are called first and second quantization maps,
respectively. We treat each map separately.

1. First quantization map

Given any open region O ⊂ Rd, we remember that O0
denotes its spacelike complement, and then we define its
causal completation as O00.5 A region O ⊂ Rd is called
causally complete if O≡O00. In particular, any double
cone is causally complete. From now on, we work with
causally complete regions.
For any closed linear subspace K ⊂ H we define its the

symplectic complement as

K0 ≔ fh ∈ H∶Imhh; kiH ¼ 0; for all k ∈ Kg: ð3:7Þ

Now, we consider the following real dense embedding
E∶SðRd;RÞ → H,

ðEfÞðp̄Þ ≔
ffiffiffiffiffiffi
2π

p
f̂jHm

ðp̄Þ ¼
ffiffiffiffiffiffi
2π

p
f̂ðωðp̄Þ; p̄Þ; ð3:8Þ

where f̂ðpÞ ≔ ð2πÞ−d
2

R
Rd fðxÞeip·xddx is the usual Fourier

transform. Such embedding is Poincaré covariant, i.e.,
EðfðΛ;aÞÞ ¼ uðΛ; aÞEðfÞ. From now on, we naturally
identified functions on SðRd;RÞwith vectors onH through
the above embedding.
The first quantization map is assignment O ⊂ Rd →

KðOÞ ⊂ H, where KðOÞ is a real closed linear subspace. It
is defined by

O ⊂ Rd → KðOÞ
≔ fEðfÞ∶f ∈ SðRd;RÞ and suppðfÞ ⊂ Og ⊂ H:

ð3:9Þ

It is not difficult to see that this satisfies the duality
KðO0Þ ¼ KðOÞ0.

2. Second quantization map

We define the embedding W∶H → BðHÞ,

WðhÞ ≔ eiðAðhÞþA�ðhÞÞ: ð3:10Þ

The operators WðhÞ are called Weyl unitaries. These
operators satisfy the canonical commutation relations
(CCR) in Segal’s form [27]

Wðh1ÞWðh2Þ ¼ e−iImhh1;h2iHWðh1 þ h2Þ; ð3:11Þ

WðhÞ� ¼ Wð−hÞ: ð3:12Þ

A Poincaré unitary UðΛ; aÞ acts covariantly on a Weyl
operator according to

UðΛ; aÞWðhÞUðΛ; aÞ� ¼ WðuðΛ; aÞhÞ; ð3:13Þ

WðhÞΩ ¼ eih: ð3:14Þ

The second quantization map is an assignment K ⊂
H → RðKÞ ⊂ BðHÞ, from the set of real closed linear
subspace of H to the set of von Neumann subalgebras of
BðHÞ. It is defined as

K ∈ H → RðKÞ ≔ fWðkÞ∶k ∈ Kg00 ⊂ BðHÞ: ð3:15Þ

This map satisfies the duality RðK0Þ ¼ RðKÞ0.

3. Net of local algebras

According to the above discussion, the net of local
algebras O ⊂ Rd → RðOÞ ⊂ BðHÞ of the free Hermitian
scalar field is defined as the composition of the first and
second quantization maps, i.e.,5It is always true that O ⊂ O00.
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RðOÞ ≔ RðKðOÞÞ: ð3:16Þ

This net satisfies all the axioms listed above, including the
Haag duality. For f ∈ SðRd;RÞ, the field operator ϕðfÞ is
defined through the relation

WðEðfÞÞ ¼ eiϕðfÞ ≕WðfÞ:

C. Local algebras at a fixed time

In this subsection, we discuss the theory of the von
Neumann algebras for the real scalar free field at a fixed
time x0 ¼ 0. Naively speaking, they are the local algebras
generated by the field operator at a fixed time φðx̄Þ and its
canonical conjugate momentum field πðx̄Þ. This theory is
very useful for the computation of the relative entropy
in Sec. V.
We can decompose H ¼ Hφ ⊕R Hπ into two R-linear

closed subspaces,

Hφ ≔ fh ∈ H∶hðp̄Þ ¼ hð−p̄Þ�a:e:g; ð3:17Þ

Hπ ≔ fh ∈ H∶hðp̄Þ ¼ −hð−p̄Þ�a:e:g: ð3:18Þ

Each h ∈ H can be uniquely written as h ¼ hφ þ hπ , where

hφðp̄Þ ¼
hðp̄Þ þ hð−p̄Þ�

2
and hπðp̄Þ ¼

hðp̄Þ− hð−p̄Þ�
2

:

ð3:19Þ

We also have the useful relations

Imhhφ; h0φi ¼ Imhhπ; h0πi ¼ Rehhφ; h0πi ¼ 0; ð3:20Þ

for all hφ; h0φ ∈ Hφ and hπ; h0π ∈ Hπ .
Now, we consider the following real dense embeddings

Eφ;π∶SðRd−1;RÞ → Hφ;π ,

ðEφfÞðp̄Þ≔ f̂ðp̄Þ and ðEπfÞðp̄Þ≔ iωðp̄Þf̂ðp̄Þ; ð3:21Þ

where f̂ðp̄Þ ≔ ð2πÞ−d−1
2

R
Rd−1 fðx̄Þe−ip̄·x̄dd−1x. From now

on, we naturally identify functions on SðRd−1;RÞ with

vectors on Hφ;Hπ through these embeddings. The map
Eφ (respectively, Eπ) is actually defined on a bigger class

of test functions, namely H−1
2ðRd−1;RÞ [respectively,

H
1
2ðRd−1;RÞ], i.e.,

Eφ∶H−1
2ðRd−1;RÞ → Hφ and Eπ∶H

1
2ðRd−1;RÞ → Hπ;

ð3:22Þ

where HαðRd−1;RÞ is the real Sobolev space of order α
(see Appendix A 1). We have that EφðH1

2ðRd−1;RÞÞ ¼ Hφ

and EπðH−1
2ðRd−1;RÞÞ ¼ Hπ. For each hφ ∈ Hφ and hπ ∈

Hπ and using the map (3.10), we define the Weyl unitaries

WφðhφÞ ≔ WðhφÞ and WπðhπÞ ≔ WðhπÞ; ð3:23Þ

which satisfy the CCR in the Weyl form [27]

WφðhφÞWπðhπÞWφðh0φÞWπðh0πÞ
¼ Wφðhφ þ h0φÞWπðhπ þ h0πÞe2iImhh0φ;hπiH ð3:24Þ

WφðhφÞ� ¼ Wφð−hφÞ ð3:25Þ

WπðhπÞ� ¼ Wπð−hπÞ; ð3:26Þ

The field operator at a fixed time φðfφÞ and its canonical
conjugate momentum field πðfπÞ are defined through the
formulas

WφðEφðfφÞÞ ¼ eiφðfφÞ≕WφðfφÞ and

WπðEπðfπÞÞ≕ eiπðfπÞ ≕WπðfπÞ: ð3:27Þ

Here again, the local algebras at a fixed time are also
defined through the first and second quantization map.
First quantization map. We say that C ⊂ Rd−1 is a

spatially complete region if it is open, regular6 and with
regular boundary.7 Here we work with this kind of region.
Given any such region C ⊂ Rd−1, we define its (open) space
complement as C0 ≔ Rd−1 − C̄.
Then the first quantization map is defined as

C ⊂ Rd−1 → KφðCÞ ≔ fEφðfÞ∶f ∈ SðRd−1;RÞ and supppðfÞ ⊂ Cg ⊂ Hφ; ð3:28Þ

C ⊂ Rd−1 → KπðCÞ ≔ fEπðfÞ∶f ∈ SðRd−1;RÞ and suppðfÞ ⊂ Cg ⊂ Hπ: ð3:29Þ

It can be shown that

6An open set U ⊂ Rn is regular if U ≡ IntðŪÞ.
7The boundary ∂C ⊂ Rd−1 is a smooth submanifold of dimension d − 2, or several manifolds joined together along smooth manifolds

of dimension d − 3 [28].
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KφðCÞ ¼ fEφðfÞ∶f ∈ H−1
2ðRd−1;RÞ and suppðfÞ ⊂ C̄ a:e:g; ð3:30Þ

KπðCÞ ¼ fEπðfÞ∶f ∈ H
1
2ðRd−1;RÞ and suppðfÞ ⊂ C̄ a:e:g: ð3:31Þ

Second quantization map. For each pair Kφ ⊂ Hφ and Kπ ⊂ Hπ of R-linear closed subspaces, we define the von
Neumann algebra

ðKφ; KπÞ → R0ðKφ; KπÞ ≔ fWφðkφÞWπðkπÞ∶kφ ∈ Kφ; kπ ∈ Kπg00 ⊂ BðHÞ: ð3:32Þ

Net of local algebras at a fixed time. The net of local
algebras C ⊂ Rd−1 → R0ðCÞ ⊂ BðHÞ of the free Hermitian
scalar field at a fixed time is then defined as the compo-
sition of the first and second quantization maps, i.e.,

R0ðCÞ ≔ R0ðKφðCÞ; KπðCÞÞ: ð3:33Þ

The above net satisfies the following expected pro-
perties [28]:

R0ðC1Þ ⊂ R0ðC2Þ if C1 ⊂ C2; ð3:34Þ

R0ðC1 ∪ C2Þ ¼ R0ðC1Þ∨R0ðC2Þ; ð3:35Þ

R0ðC0Þ ¼ R0ðCÞ0; ð3:36Þ

R0ðRd−1Þ ¼ BðHÞ; ð3:37Þ

where the R1 ∨R2 is the von Neumann algebra generated
by R1 ∪ R2.

D. Relation between the two approaches

In this subsection, we explain the relation existing
between the two approaches of Secs. III B and III C.
The relation between nets. Given any spatially com-

plete region C ⊂ Rd−1, we define its domain of dependence
OC ⊂ Rd as

OC≔fx∈Rd∶ðx−ð0; ȳÞÞ2<0 for all ȳ∈C0g: ð3:38Þ

Then the following relation holds [29],

KðOCÞ ¼ KφðCÞ ⊕R KπðCÞ; ð3:39Þ

and hence we have the equality between the von Neumann
algebras

R0ðCÞ ¼ RðOCÞ: ð3:40Þ

The relations developed along the above subsections can be
summarized in the following schematic diagram:

OC ⊂Rd !E K ⊂H !W R ⊂ BðHÞ
↑ ↑⊕R k

C ⊂Rd−1 !Eφ;π ðKφ;KπÞ ⊂Hφ ⊕R Hπ !Wφ;π
R0 ⊂ BðHÞ:

ð3:41Þ

The relation between test functions. Given f ∈
SðRd;RÞ we can define

FðxÞ ≔
Z
Rd

Δðx − yÞfðyÞddy; ð3:42Þ

where ΔðxÞ ≔ −ið2πÞ−ðd−1Þ RRd e−ip·xδðp2 −m2Þsgnðp0Þ×
ddp. Indeed ð□þm2ÞF ¼ 0 and we can take its initial
Cauchy data at x0 ¼ 0 through

fφðx̄Þ ¼ −
∂F
∂x0 ð0; x̄Þ and fπðx̄Þ ¼ Fð0; x̄Þ: ð3:43Þ

Finally, it can be shown fφ; fπ ∈ SðRd−1;RÞ and

EðfÞ ¼ EφðfφÞ þ EπðfπÞ: ð3:44Þ

Moreover, since FðxÞ ¼ 0 if x ∈ suppðfÞ0, then we
have suppðfÞ ⊂ OC ⇒ suppðfφÞ; suppðfπÞ ⊂ C.
The relation betweenWeyl unitaries. For the particular

case of Weyl unitaries, it follows that

WðfÞ ¼ eiImhfφ;fπiHWφðfφÞWπðfπÞ; ð3:45Þ

where

Imhfφ; fπiH ¼ 1

2

Z
Rd−1

fφðx̄Þfπðx̄Þdd−1x: ð3:46Þ

IV. MODULAR THEORY

In this section, we discuss the key points of the modular
theory in the framework of vN algebras. The main purpose
of this section is to introduce the Araki formula for the
relative entropy. For more details about the content of this
section, see e.g., [15,30–33].
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A. Modular Hamiltonian and modular flow

Lemma 4.1: LetR ⊂ BðHÞ be a vN algebra andΩ ∈ H
be a cyclic and separating vector. Then there exists a unique
closed antilinear (generally unbounded) operator SΩ such
that

SΩAΩ ¼ A�Ω; ∀ A ∈ R: ð4:1Þ

The operator SΩ is called the modular involution associated
to the pair fR;Ωg.
Let SΩ ¼ JΩΔ

1
2

Ω be the polar decomposition of SΩ. Then,
ΔΩ (positive self-adjoint and generally unbounded) is
called the modular operator and JΩ (antiunitary) is called
the modular conjugation. Finally, the modular Hamiltonian
is defined as

KΩ ≔ − logðΔΩÞ; ð4:2Þ

and the one-parameter (strongly continuous) group of
unitaries Δit

Ω is called the modular flow.
Theorem 4.2: (Tomita-Takesaki) Let R ⊂ BðHÞ be a

vN algebra, Ω ∈ H be a cyclic and separating vector and

SΩ ¼ JΩΔ
1
2

Ω be the operator defined above. The one-
parameter (strongly continuous) group of unitaries Δit

Ω is
called modular group or modular flow. The Tomita-
Takesaki theorem states that

JΩRJΩ ¼ R0 ð4:3Þ

Δit
ΩRΔ−it

Ω ¼ R and Δit
ΩR

0Δ−it
Ω ¼ R0; ð4:4Þ

for all t ∈ R.
Remark 4.3.—In general, the modular flow Δit

Ω does not
belong to R or R0.
Before we state the Bisognano-Whichmann theorem,

we need to introduce some conventions. Let W ≔
fx ∈ Rd∶x1 > jx0jg be the right Rindler wedge and
Σ ≔ fx̄ ∈ Rd−1∶x1 ≥ 0g. Then by (3.38) we have that
OΣ ¼ W. From now on, we denote the orthogonal coor-
dinates to the Rindler wedge as x̄⊥ ≔ ðx2;…; xd−1Þ and
hence any spacetime point can be expressed as
x ¼ ðx0; x1; x̄⊥Þ. We also denote the following vN algebras
simply as

RW ≔ RðWÞ ¼ R0ðΣÞ; ð4:5Þ

RW0 ≔ RðW 0Þ ¼ R0ðΣ0Þ: ð4:6Þ

From relations (3.34)–(3.37) we have

R0
W ¼ RW 0 and RW ∨RW0 ¼ BðHÞ: ð4:7Þ

Reeh-Schlieder theorem 3. 1 asserts that the vacuum vector
Ω is cyclic and separating for RW.
Theorem 4.4: (Bisognano-Wichmann [33]) The modu-

lar operator ΔΩ and the modular conjugation JΩ for the pair
fRW ;Ωg are

JΩ ¼ ΘUðR1ðπÞÞ and ΔΩ ¼ e−2πK1 ; ð4:8Þ
where Θ is the CPT operator, UðR1ðπÞÞ is the Lorentz
unitary operator representing a space rotation of angle π
along the x1 axes and K1 is the infinitesimal generator of
the one-parameter group of boost symmetries in the plane
ðx0; x1Þ, i.e.,

UðΛs
1; 0Þ ¼ eiK1s; with

Λs
1 ≔

0
B@

coshðsÞ sinhðsÞ 0

sinhðsÞ coshðsÞ 0

0 0 1

1
CA: ð4:9Þ

Remark 4.5.—Although we are working with the net of
local algebras for the real scalar field, the above result holds
for any relativisticQFTwhich satisfies theWightman axioms.

B. Relative modular Hamiltonian and
relative modular flow

Lemma 4.6: Let R ⊂ BðHÞ be a vN algebra and two
cyclic and separating vectorsΩ;Φ ∈ H. Then there exists a
unique (generally unbounded) closed antilinear operator
such that

SΦ;ΩAΩ ¼ A�Φ; ∀ A ∈ R: ð4:10Þ

The operator SΩ is called the relative modular involution
associated to the pair fR;Ω;Φg.
Let SΦ;Ω ¼ JΦ;ΩΔ

1
2

Φ;Ω be the polar decomposition of
SΦ;Ω. Then,ΔΦ;Ω is called the relative modular operator and
JΦ;Ω (antiunitary) is called the relative modular conjuga-
tion. Then the relative modular Hamiltonian is defined as

KΦ;Ω ≔ − logðΔΦ;ΩÞ: ð4:11Þ

The relative modular flow Δit
Φ;Ω acts as the modular

flow Δit
Φ for the algebra R and as Δit

Ω for the algebra
R0, i.e.,

Δit
Φ;ΩAΔ−it

Φ;Ω ¼ Δit
ΦAΔ−it

Φ A ∈ R; ð4:12Þ

Δit
Φ;ΩA

0Δ−it
Φ;Ω ¼ Δit

ΩA
0Δ−it

Ω A0 ∈ R0: ð4:13Þ

The following theorem summarize the analytics properties
of the relative modular flow.
Theorem 4.7: (Kubo-Martin-Schwinger (KMS) condi-

tion [34]) Under the hypothesis of the previous lemma,
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given any A;B ∈ R, there exits a unique continuous
function GA;B∶Rþ i½−1; 0� → C, analytic on Rþ ið−1; 0Þ
such that

GA;BðtÞ ¼ hΩ;Δit
Φ;ΩAΔ−it

Ω BΩiH; ð4:14Þ
GA;Bðt − iÞ ¼ hΦ; BΔit

Φ;ΩAΔ−it
Ω ΦiH; ð4:15Þ

for all t ∈ R. Moreover, the function above is uniquely
determined by one of its boundary values.
As it happens for the modular flow, Δit

Φ;Ω ∉ R ∪ R0 in
general. However, we can define the one-parameter family
of unitaries8

uΦ;ΩðtÞ ¼ Δit
Φ;ΩΔ−it

Ω ; ð4:16Þ
who belong to uΦ;ΩðtÞ ∈ R for all t ∈ R. This family of
unitaries is best known as Connes Radon-Nikodym
cocycle.

C. Araki formula for relative entropy

The definition of the relative entropy for a general von
Neumann algebra is due to Araki [15].
Definition 4.8: Let be R ⊂ BðHÞ be a vN algebra in

standard form. For any given two ω;ϕ two faithful normal
states, there exists cyclic and separating vector represent-
atives Ω;Φ ∈ H.9 Then the relative entropy SRðϕjωÞ is
defined using the relative modular Hamiltonian KΩ;Φ as10

SRðϕjωÞ ≔ hΦ; KΩ;ΦΦiH: ð4:17Þ
It can be shown that the above formula is independent of
the choice of the vector representatives for the given states,
and it also satisfies the well-known properties of strict
positivity, monotonicity, convexity and lower semiconti-
nuity. All these are well discussed in Araki’s original work
[15]. When the relative entropy is finite (in particular, when
Ω belongs to the domain of KΩ;Φ), the following useful
expression holds:

SRðϕjωÞ ¼ ilim
t→0

hΦ;Δit
Ω;ΦΦiH − 1

t
: ð4:18Þ

V. RELATIVE ENTROPY FOR
COHERENT STATES

In this section, we compute the relative entropy between
a coherent state and the vacuum for the Rindler wedge.

Before doing that, we study some relations concerning the
relative entropy which are valid for any kind of regions.
These are explained in the following subsection.

A. Generalities

Coherent states come from acting with a Weyl operator
to the vacuum vector. Weyl unitaries have the very inter-
esting property that implements, by adjoint action, auto-
morphism for any local algebra RðOÞ. Indeed, for any
h ∈ H and any Weyl operatorWðfÞ∈RðOÞ (suppðfÞ⊂O)
we have that

WðhÞ�WðfÞWðhÞ ¼ e2iImhf;hiHWðfÞ ∈ RðOÞ; ð5:1Þ

which implies that WðhÞ�RðOÞWðhÞ ¼ RðOÞ. This prop-
erty has an interesting implication for the relative entropy
itself. Indeed, it implies that the relative entropy between a
coherent state and the vacuum is symmetric. In order to
justify this property, we prove the following lemmas.
Lemma 5.1: Let R ⊂ BðHÞ be a vN algebra and

Ω;Φ ∈ H a cyclic and separating vectors and U ∈ BðHÞ
unitary such U�RU ¼ R. Then,
(a) UΩ and UΦ are cyclic and separating.
(b) SUΩ ¼ USΩU� ⇒ ΔUΩ ¼ UΔΩU�.
(c) SUΩ;UΦ ¼ USΩ;ΦU� ⇒ ΔUΩ;UΦ ¼ UΔΩ;ΦU�.
Proof.—(1) RUΩ ¼ URΩ ¼ URΩ ¼ H implies that

UΩ is cyclic. AUΩ ¼ 0 ⇔ U�AUΩ ¼ 0 ⇔ U�AU ¼ 0 ⇔
A ¼ 0 implies that UΩ is separating. Idem for UΦ.
(2) For any A ∈ R, we have ðUSΩU�ÞAUΩ ¼
USΩðU�AUÞΩ ¼ UðU�AUÞ�Ω ¼ A�UΩ. Then, applying
the polar decomposition we have ΔUΩ ¼ UΔΩU�. (3) For
any A ∈ R, we have ðUSΩ;ΦU�ÞAUΦ¼USΩ;ΦðU�AUÞΦ¼
UðU�AUÞ�Ω¼A�UΩ. Then ΔUΩ;UΦ ¼ UΔΩ;ΦU� follows
from the polar decomposition. ▪
Given a state ω of a vN algebraR ⊂ BðHÞ and a unitary

U ∈ BðHÞ, we denote by ωU the state defined through
ωUð·Þ ≔ ωðU� · UÞ.
Lemma 5.2: GivenR ⊂ BðHÞ a vN algebra in standard

form, ω a faithful normal state and U ∈ BðHÞ unitary such
that U�RU ¼ R, then

SRðωUjωÞ ¼ SRðωjωU�Þ: ð5:2Þ
Proof.—Let Ω be the cyclic and separating vector repre-

sentative ofω. ThenUΩ,U�Ω are the vector representatives
of ωU,ωU� and they are cyclic and separating because of 1.
in lemma 5. 1. Using 3. of the same lemma we have
SΩ;UΩ¼SUU�Ω;UΩ¼USU�Ω;ΩU�. Then SRðωUjωÞ¼hUΩ;
KΩ;UΩUΩiH¼hUΩ;UKU�Ω;ΩU�UΩiH¼hΩ;KU�Ω;ΩΩiH¼
SRðωjωU� Þ. ▪
Now, we come back to coherent states. From now on

ωð·Þ ¼ hΩ; ·ΩiH denotes the vacuum state. And given
any f ∈ SðRd;RÞ we define the coherent state ωfð·Þ ¼
hΩ;WðfÞ� ·WðfÞΩiH. The Reeh-Schlieder theorem
asserts that the vacuum vector Ω is cyclic and separating

8This one-parameter family of operators is not a one-parameter
group.

9In particular, choose them in the natural cone of the standard
vector of R.

10Contrary to the notation employed in Secs. I and II, on the lhs
expression (4.17) we emphasize that the relative entropy depends
on the states rather than the vector representatives used to define
it. We use this new notation in the rest of the paper.
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for any local algebra RðOÞ, and lemma 5. 1 ensures the
same for the coherent vector WðfÞΩ. Then, lemma 5.2
implies

SRðωfjωÞ ¼ SRðωjω−fÞ; ð5:3Þ

for any coherent state ωf and any local algebra RðOÞ.
Moreover, the net algebra of the free scalar field has a
global Z2-symmetry implemented by an operator z ¼
z−1 ¼ z� such that11

zWðfÞz ¼ Wð−fÞ ¼ WðfÞ�; and zΩ ¼ Ω: ð5:4Þ

This motivates the following lemma.
Lemma 5.3: For any local algebra RðOÞ, the relative

entropy between a coherent state ωf and the vacuum state ω
satisfies

SRðωfjωÞ ¼ SRðω−fjωÞ: ð5:5Þ

Proof.—Let Ω,WðfÞΩ andWðfÞ�Ω be the vector repre-
sentatives of the states ω, ωf and ω−f. If SΩ;f is the relative
modular involution associated to fRðOÞ;WðfÞΩ;Ωg and
employing the Z2-symmetry (5.4), we have that

ðzSΩ;fzÞWðgÞWðfÞ�Ω ¼ zSΩ;fWðgÞ�WðfÞΩ
¼ zWðgÞΩ ¼ WðgÞ�Ω; ð5:6Þ

for all WðgÞ ∈ RðOÞ. Then SΩ;−f ¼ zSΩ;fz and hence
KΩ;−f ¼ zKΩ;fz. Finally, SRðωfjωÞ ¼ hΩ; KΩ;fΩiH ¼
hΩ; KΩ;−fΩiH ¼ SRðω−fjωÞ. ▪
Remark 5.4.—The above lemma should apply to any

scalar theory with Z2-symmetry as above, satisfying the
Wightman axioms.
Finally, combining (5.3) and (5.5) we have the following

theorem concerning the symmetry for the relative entropy
between coherent states.
Theorem 5.5: For any local algebra RðOÞ, the relative

entropy between a coherent state ωf and the vacuum state ω
is symmetric, i.e.,

SRðωfjωÞ ¼ SRðωjωfÞ: ð5:7Þ

To end, we have the following theorem concerning the
relative entropy between two coherent states.12

Theorem 5.6: For any local algebra RðOÞ, the relative
entropy between two coherent states ωf and ωg satisfies

SRðωfjωgÞ ¼ SRðωf−gjωÞ: ð5:8Þ

Proof.—Let Ω, WðfÞΩ, WðgÞΩ and the vector repre-
sentatives of the states beω, ωf andωg. If Sg;f is the relative
modular involution associated to fRðOÞ;WðfÞΩ;WðgÞΩg,
then because of 3. in lemma 5. 1 we have that SUΩ;UΨ ¼
WðgÞ�Sg;fWðgÞ is the relative modular involution associ-
ated to fRðOÞ;WðgÞ�WðfÞΩ;Ωg. SinceWðgÞ�WðfÞΩ is a
vector representative of ωf−g, we have SRðωfjωgÞ ¼
hWðfÞΩ; Sg;fWðfÞΩiH ¼ SRðωf−gjωÞ. ▪

B. Relative entropy for the Rindler wedge

Let RW be the right Rindler wedge algebra, ω be
the vacuum state and ωf be a coherent state with
f ∈ SðRd;RÞ. Let us call Ω and Φ ≔ WðfÞΩ its vector
representatives. The aim of this subsection is to compute
the relative entropy SRðωfjωÞ, and for that we need to
calculate the relative modular Hamiltonian KΩ;Φ (or KΦ;Ω
according to theorem 5. 5). As we explained in the last
subsection, the vectors Ω and Φ ≔ WðfÞΩ are cyclic and
separating. We distinguish between two cases,

easy case∶ f ¼ fL þ fR; ð5:9Þ

hard case∶ f ≠ fL þ fR; ð5:10Þ

where suppðfLÞ ∈ W 0 and suppðfRÞ ∈ W.13 In the follow-
ing subsections, we deal with each case (5.9) and (5.10)
separately.

1. Easy case: f = f L + fR
In this case, we have that the coherent vector can be

written as WðfÞ ¼ WðfLÞWðfRÞ with WðfLÞ ∈ RW 0 and
WðfRÞ ∈ RW . This case can be solved in general using the
following lemma.
Lemma 5.7: GivenR ⊂ BðHÞ a vN algebra, Ω a cyclic

and separating and U ∈ R and U0 ∈ R0 unitaries. Then
Φ ¼ U0UΩ is cyclic and separating and

SΩ;Φ ¼ USΩU0�; ð5:11Þ

and by polar decomposition we have JΩ;Φ ¼ UJΩU0�,
ΔΩ;Φ ¼ U0ΔΩU0� and KΩ;Φ ¼ U0KΩU0�.
Proof.—RΦH ¼ RU0UΩ ¼ U0RUΩ ¼ U0RWΩ ¼

RΩ ¼ H implies Φ is cyclic. Since the same argument
holds forR0,Φ is separating forR. For any A ∈ R, we have
that ðUSΩU0�ÞAΦ ¼ USΩU0�AU0UΦ ¼ URSΩðAUÞΩ ¼
UðAUÞ�Ω ¼ A�Ω ⇒ SΩ;Φ ¼ USΩU0�. ▪
Corollary 5.8: In the context of the above lemma, if Ω

and Φ are vector representatives of the states ω and ϕ,
then SRðϕjωÞ ¼ hΦ; U0KΩU0�ΦiH ¼ hΩ; U�KΩUΩiH.
The above corollary shows explicitly that the relative

entropy does not depend on the unitaryU0. This is expected
11In the Lagrangian approach to QFT, this is the usual

symmetry ϕðxÞ → −ϕðxÞ.
12This result has been found in the past using other methods.

For example, see [35] for a derivation using the replica trick for
2d free CFTs.

13In particular, the easy case includes the cases when WðfÞ ∈
RW or WðfÞ ∈ RW 0.

CASINI, GRILLO, and PONTELLO PHYS. REV. D 99, 125020 (2019)

125020-12



because the relative entropy is a measure of indistinguish-
ability of the states in R, and indeed has to be invariant
under changes of the states outside R.
Now we apply the corollary 5.8 to the case of a coherent

state, i.e., U ¼ WðfRÞ with suppðfRÞ ⊂ W. Remembering
that the second quantized Poincaré unitary operator
UðΛs

1; 0Þ ¼ eiK1s, acting on the Fock space H, is con-
structed from the Poincaré unitary operator uðΛs

1;0Þ¼ eik1s,
acting on the one-particle Hilbert space H, then we
have that

SRðϕjωÞ¼hΩ;U�KΩUΩiH¼2πhΩ;WðfRÞ�K1WðfRÞΩiH
¼2πhfR;k1fRiH; ð5:12Þ

where the last equality is fully calculated in Appendix A 2.
Thus, the relative entropy between the coherent state and
the vacuum, can be expressed, in the one-particle Hilbert
space H, in terms of the expectation value of the boost
operator k1 in the vector EðfÞ ∈ H which generates the
coherent state. At the end, following from (5.12) we get the
following theorem.
Theorem 5.9: Let fL, fR ∈ SðRd;RÞ with suppðfLÞ ∈

W and suppðfRÞ ∈ W 0, and f ¼ fL þ fR. Then the rela-
tive entropy between the coherent state ωf and the vacuum
ω, for the right Rindler wedge algebra RW , is

SRðωfjωÞ

¼ 2π

Z
x1>0

dd−1xx1
1

2

��∂F
∂x0

�
2

þ j∇Fj2 þm2F2

�����
x0¼0

;

ð5:13Þ

where FðxÞ¼R
RdΔðx−yÞfðyÞddy¼ R

RdΔðx−yÞ½fLðyÞ þ
fRðyÞ�ddy. In addition, formula (5.13) does not depend in
the function fL (with support in W 0) chosen.
Proof.—A straightforward calculation explained in

Appendix A 3 allows us to rewrite the expression (5.12)
as Eq. (A17). However, there are already two differences
between (A17) and (5.13) (beyond the obvious 2π in
front of the expression). The first one is that in (A17)
the integral is along the whole space Rd−1, and the second
one is that the function F in (A17) is computed using
only fR. To finally pass from (A17) to (5.13) we have
to make the following two changes. First notice that
because suppðfRÞ ⊂ W ⇒ suppðFjx0¼0Þ ⊂ Σ, this allows
us to replace the integration region in (A17) by Σ. Simi-
larly, because suppðfLÞ ⊂ W 0 ⇒ the function FLðxÞ ≔R
Rd Δðx − yÞfLðyÞddy vanishes along Σ and hence (5.13)
holds. This also implies that (5.13) does not depend
on fL. ▪
As a remark, the outcome of the above theorem coincides

with (1.18) for the canonical stress tensor (1.10).

2. Hard case: f ≠ f L + fR
In this section, we assume that the function f ∈

SðRd;RÞ has suppðfÞ⊄W;W 0. Moreover, we assume
that suppðfÞ is compact in order to avoid some possible
complications coming from integrals along regions of
infinite size. At the end, we are interested in the behavior
of the relative entropy around the boundary of the wedge
region ∂Σ ¼ fx̄ ∈ Rd−1∶x1 ¼ 0g, which can be captured
with a compactly supported coherent state.
Before we continue, we remark that, in this case, the

relative entropy must be finite. The proof is as follows.
Since suppðfÞ is compact, there exists a “bigger” right
wedge W̃R ⊃ W such that WðfÞ ∈ W̃R. Then the relative
entropy between this coherent and the vacuum in the
algebra RðW̃RÞ is as the one computed in the previous
section, which is finite because the generating function f is
smooth. Then by monotonicity, the relative entropy for the
original wedge W must be finite. In particular, we are
allowed to use expression (4.18).
The first question which arises is whether we could split

the unitary into two unitaries, one belonging to the right
wedge W and the other to the left wedge W 0. In other
words, if there exists unitaries UR ∈ RW and UL ∈ RW 0

unitaries such that WðfÞ ¼ ULUR. Unfortunately the
answer is no, almost for the most general interesting case.
This fact arises when we try to explicitly split WðfÞ. To
begin, it seems natural to split the function f simply as

fRðxÞ ≔ ΘWðxÞfðxÞ; ð5:14Þ
fLðxÞ ≔ ΘW 0 ðxÞfðxÞ; ð5:15Þ

where ΘW is the characteristic function of the right Rindler
wedge (equivalently for ΘW 0). However, it leads to a wrong
result, since fR þ fL ≠ f. Moreover, if for example we
start with a function f supported in the upper light cone
Vþ ≔ fx ∈ Rd∶x0 > jx̄jg, then Eq. (5.14) implies that
fR ≡ 0 and hence we obtain SRðϕjωÞ ¼ 0, which is
obviously the wrong result. To make a consistent splitting,
we must use the relations explained in Sec. III D. Given the
spacetime function f ∈ SðRd;RÞ we can construct
fφ; fπ ∈ SðRd−1;RÞ satisfying the relation (3.45). The
correct result is to split these functions fφ; fπ, which are
the initial data at x0 ¼ 0 of the Klein-Gordon solution
generated by f. The assumption suppðfÞ⊄W;W 0 implies
that an open neighborhood of the origin x ¼ 0 is included
in the supports of fφ and fπ . Now, we write

fφ ¼ fφ;L þ fφ;R and fπ ¼ fπ;L þ fπ;R; ð5:16Þ
with suppðfν;LÞ ∈ Σ0 and suppðfν;RÞ ∈ Σ (ν ¼ φ; π). The
right way to do this is taking

fν;Lðx̄Þ ≔ fνðx̄Þ · Θð−x1Þ and fν;Rðx̄Þ ≔ fνðx̄Þ · Θðx1Þ;
ð5:17Þ
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where Θ is the usual step Heaviside function. The problem
is that fν;L and fν;R are no longer smooth, and nothing
guarantees that Eνðfν;RÞ ∈ Hν (the same problem occurs
for fν;L). More precisely, since fν;R ∈ L2ðRd−1;RÞ ¼
H0ðRd−1;RÞ, and because of the inclusions (see
Appendix A 1)

H
1
2ðRd−1;RÞ ⊂ H0ðRd−1;RÞ ⊂ H−1

2ðRd−1;RÞ; ð5:18Þ

we have that fφ;R ∈ Hφ but fπ;R ∉ Hπ . In other words, fπ;R
is not an appropriate smear function for the canonical
conjugate field πðx̄Þ. This problem does not arise because
the test function is no longer smooth; it is just because fπ;R
is no longer continuous. On the other hand, if fπ;R is
continuous, the problem can be solved due to the follow-
ing lemma.
Theorem 5.10: Let f ∈ L2ðRnÞ ∩ C0ðRnÞ ∩ C1

t ðRnÞ
and ∂jf ∈ L2ðRnÞ for j ¼ 1;…; n.14 Then f ∈ H1ðRnÞ.
Proof.—See Appendix A 1. ▪
Then, having this in mind, the strategy we adopt below is

to make a splitting for some other smear function which, by
construction, we know is continuous.

3. A lemma for the relative modular flow

In this subsection, we prove a lemma that gives a general
expression for the relative modular flow, under the
assumption that some nonlocal operator can be written
as a product of two new operators, one belonging toR and
another to R0. In the following subsection, we prove that
this assumption is already valid for the free Hermitian
scalar field. For simplicity and due to the symmetry relation
(5.7), in the following we work with the modular operator
ΔΦ;Ω instead of ΔΩ;Φ.
As a motivation, we remember that, contrary to the

modular flow Δit
Ω and the relative modular flow Δit

Φ;Ω, the
Connes Radon-Nikodym cocycle uΦ;ΩðtÞ ¼ Δit

Φ;ΩΔit
Ω

belongs to the algebra R. This makes us think that
the computation of uΦ;ΩðtÞ may involve the splitting of
some test function, which at the end, will lead to a well-
defined operator. To gain some intuition, using lemmas 5. 1
and 5. 7, we know that

uΦ;ΩðtÞ ¼ U�Δit
ΩUΔ−it

Ω when Φ ¼ U0UΩ with

U ∈ R; U0 ∈ R0: ð5:19Þ

This expression motivates the following lemma.
Lemma 5.11: Let R ⊂ BðHÞ be a vN factor,15 Ω a

cyclic and separating vector, U ∈ BðHÞ a unitary such

U�RU ¼ R and Φ ¼ UΩ. If there exist families of
unitaries16 VðtÞ ∈ R, V 0ðtÞ ∈ R0 such that

�
U�Δit

ΩUΔ−it
Ω ¼ VðtÞV 0ðtÞ; ∀ t ∈ R;

Vð0Þ ¼ V 0ð0Þ ¼ 1:
ð5:20Þ

Then there exists a real function α∶R → R with αð0Þ ¼ 0
such that

Δit
Φ;Ω ¼ e−iαðtÞVðtÞΔit

Ω: ð5:21Þ

Proof.—We first see that VðtÞΔit
Ω has the same action as

Δit
Φ;Ω over every A ∈ R and A0 ∈ R0. Indeed

R ∋ VðtÞΔitAΔ−itVðtÞ�
¼ VðtÞV 0ðtÞΔit

ΩAΔ−it
Ω VðtÞ�V 0ðtÞ�

¼ UΔit
ΩU

�Δ−it
Ω Δit

ΩAΔ−it
Ω Δit

ΩUΔ−it
Ω U�

¼ UΔit
ΩU

�AUΔ−it
Ω U� ¼ Δit

ΦAΔ−it
Φ ¼ Δit

Φ;ΩAΔ−it
Φ;Ω;

ð5:22Þ

where we have used 2. in lemma 5.1. Similarly,

VðtÞΔit
ΩA

0Δ−it
Ω|fflfflfflfflffl{zfflfflfflfflffl}

∈RW0

VðtÞ� ¼ VðtÞVðtÞ�Δit
ΩA

0Δ−it
Ω

¼ Δit
ΩA

0Δ−it
Ω ¼ Δit

Φ;ΩA
0Δ−it

Φ;Ω: ð5:23Þ

Then for all B ∈ R ∪ R0 we have

ðVðtÞΔit
ΩÞBðVðtÞΔit

ΩÞ�
¼ Δit

Φ;ΩBΔ−it
Φ;Ω ⇒ ½B; ðVðtÞΔit

ΩÞ�Δit
Φ;Ω� ¼ 0; ð5:24Þ

and hence ðVðtÞΔit
ΩÞ�Δit

Φ;Ω belongs to the center
ðR ∪ R0Þ0 ¼ R ∩ R0 ¼ fλ · 1g, which is trivial since R
is a factor. This means that there exists a function λ∶R → C
such that

Δit
Φ;Ω ¼ λðtÞVðtÞΔit

Ω: ð5:25Þ

Moreover, evaluating the above expression at t ¼ 0 we get
that λð0Þ ¼ 1. Finally, since all operators in (5.25) are
unitaries, we have that λðtÞ ¼ e−iαðtÞ for some function
α∶R → R with αð0Þ ¼ 0, and then (5.21) holds. ▪
Under the hypothesis of the above lemma, we obtain the

relative modular Hamiltonian deriving (5.21) at t ¼ 0,

KΦ;Ω ¼ i
d
dt

����
t¼0

Δit
Φ;Ω ¼ i

d
dt

����
t¼0

e−iαðtÞVðtÞΔit
Ω

¼ α0ð0Þ1þ i _Vð0Þ þ KΩ; ð5:26Þ14C1
t ðRnÞ is the set of piecewise differentiable functions.

See Appendix A 1 for a proper definition.
15A vN algebra R ⊂ BðHÞ is said to be a factor if its center is

trivial, i.e., R ∩ R0 ¼ fλ · 1g. 16They are not necessarily one-parameter groups for t ∈ R.
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where the derivative in (5.26) has to be understood as a
limit in the strong operator topology of H. This formula
gives a well-defined expression for the relative modular
Hamiltonian up to a constant. One way to determine such a
constant is using that Δit

Φ;Ω is a one-parameter group of
unitaries and must fulfil the concatenation equation

Δit1
Φ;ΩΔ

it2
Φ;Ω ¼ Δiðt1þt2Þ

Φ;Ω ; ∀ t1; t2 ∈ R: ð5:27Þ

We discuss the computation to determine α0ð0Þ in
Sec. V B 5.

4. Relative modular flow for coherent states

In this subsection, we apply lemma 5.11 for the theory of
a real scalar field. More concretely, we show that the
splitting of such lemma can be done for a general coherent
state. Indeed we have the following theorem.
Theorem 5.12: For the algebra of the Rindler wedge

RW , a Weyl unitary U ¼ WðfÞ with f ∈ SðRd;RÞ, the
vacuum vector Ω and Φ ¼ UΩ, the hypothesis in
lemma (5.11) holds. In particular we have that

Δit
Φ;Ω ¼ eiαðsÞWφðgsφ;RÞWπðgsπ;RÞΔit

Ω

¼ eiαðsÞeiφðg
s
φ;RÞeiπðg

s
π;RÞeisK1 ; ð5:28Þ

where we have denoted s ≔ −2πt and

gsφ;Rðx̄Þ ¼ −
∂Gs

∂x0 ð0; x̄ÞΘðx
1Þ; ð5:29Þ

gsπ;Rðx̄Þ ¼ Gsð0; x̄ÞΘðx1Þ; ð5:30Þ

GsðxÞ ¼
Z
Rd

Δðx − yÞ½fðΛ−s
1 yÞ − fðyÞ�ddy: ð5:31Þ

Proof.—From relations (3.34)–(3.37) we have that RW
is a vN factor. From the Reeh-Schlieder theorem, we have
that the vacuum vector Ω is cyclic and separating. And we
have already discussed that any Weyl unitary satisfies
WðhÞ�RWWðhÞ ¼ RW . From now on, we set s ¼ −2πt
and we replace U ¼ WðfÞ in (5.20)

WðfÞ�Δit
ΩWð−fÞΔ−it

Ω

¼ Wð−fÞeisK1WðfÞe−isK1 ¼ Wð−fÞWðfðΛs
1
;0ÞÞ

¼ e
iImhf;fðΛs

1
;0Þi

HWðfðΛs
1
;0Þ − fÞ ¼ eiImhf;fsiHWðfs − fÞ;

ð5:32Þ

where we have defined fs ≔ fðΛs
1
;0Þ. Applying the decom-

position (3.44) to gs ≔ fs − f we have

WðfÞ�Δit
ΩWðfÞΔ−it

Ω ¼ eiImhf;fsiHWðgsÞ
¼ eiImhf;fsiHeiImhgsφ;gsπiHWφðgsφÞWπðgsπÞ;

ð5:33Þ

with

gsφðx̄Þ ¼ −
∂Gs

∂x0 ð0; x̄Þ ¼ − coshðsÞ ∂F∂x0 ðx̄
sÞ

þ sinhðsÞ ∂F∂x1 ðx̄
sÞ þ ∂F

∂x0 ð0; x̄Þ; ð5:34Þ

gsπðx̄Þ ¼ Gsð0; x̄Þ ¼ Fðx̄sÞ − Fð0; x̄Þ; ð5:35Þ

where x̄s ≔ ðΛ−s
1 xÞx0¼0 ¼ ð−x1 sinhðsÞ; x1 coshðsÞ; x̄⊥Þ

and

GsðxÞ ¼
Z
Rd

Δðx − yÞ½fsðyÞ − fðyÞ�ddy: ð5:36Þ

Now, we explicitly split the unitaries WφðgsφÞ and WπðgsπÞ
in Eq. (5.33) defining

gsφ;Rðx̄Þ ≔ gsφðx̄ÞΘðx1Þ and gsφ;Lðx̄Þ ≔ gsφðx̄ÞΘð−x1Þ;
ð5:37Þ

gsπ;Rðx̄Þ ≔ gsπðx̄ÞΘðx1Þ and gsπ;Lðx̄Þ ≔ gsπðx̄ÞΘð−x1Þ;
ð5:38Þ

which clearly implies that gsφ;L þ gsφ;R ¼ gsφ and gsπ;L þ
gsπ;R ¼ gsπ . Moreover

gsφ;R; g
s
φ;L ∈ L2ðRd−1;RÞ ⊂ H−1

2ðRd−1;RÞ
suppðgsφ;RÞ ⊂ Σ and suppðgsπ;LÞ ⊂ Σ0



⇒ gsφ;R ∈ KφðΣÞ and gsφ;L ∈ KφðΣ0Þ: ð5:39Þ

Furthermore, we have that gsπ;R; g
s
π;L are real-valued functions and they satisfy the hypothesis in lemma (5.10). Then

gsπ;R; g
s
π;L ∈ H1ðRd−1;RÞ ⊂ H

1
2ðRd−1;RÞ

suppðgsπ;RÞ ⊂ Σ and suppðgsπ;LÞ ⊂ Σ0



⇒ gsπ;R ∈ KπðΣÞ and gsπ;L ∈ KπðΣ0Þ; ð5:40Þ

which means that the splits (5.37) and (5.38) work. Coming back to (5.33), we have that
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WðfÞΔit
ΩWðfÞ�Δ−it

Ω ¼ eiImhf;fsiHeiImhgsφ;gsπiHWφðgsφ;L þ gsφ;RÞWπðgsπ;L þ gsπ;RÞ
¼ eiImhf;fsiHeiImhgsφ;gsπiHWφðgsφ;LÞWφðgsφ;RÞWπðgsπ;LÞWπðgsπ;RÞ
¼ eiImhf;fsiHeiImhgsφ;gsπiHe−2iImhgsφ;R;gsπ;LiH|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

¼0

Wφðgsφ;RÞWπðgsπ;RÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
∈RW

Wφðgsφ;LÞWπðgsπ;LÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
∈RW0

: ð5:41Þ

Finally, replacing VðtÞ ¼ Wφðgsφ;RÞWπðgsπ;RÞ into (5.21) we
arrive at (5.28). ▪
Remark 5.13.—Using the fact that the relative modular

flow Δit
Φ;Ω is strongly continuous and that the relative

entropy SRðωfjωÞ is finite (see the discussion at the begin-
ning of Sec. V B 2) and hence the expression (4.18) holds,
it is not difficult to show that the function t↦ hΩ;Δit

Φ;ΩΩiH
is continuous differentiable. Furthermore, taking the vac-
uum expectation value on the rhs of (5.28), it can be proven
that the function αðsÞ ∈ C1ðRÞ.
Finally, from (5.26) we get the following expression for

the relative modular Hamiltonian,

KΦ;Ω ¼ 2πðα0ð0Þ1þ φðhφ;RÞ þ πðhπ;RÞ þ K1Þ; ð5:42Þ

where

hφ;Rðx̄Þ ≔
d
ds

����
s¼0

gsφ;Rðx̄Þ ¼
�
x1

∂2F
ð∂x0Þ2 ð0; x̄Þ þ

∂F
∂x1 ð0; x̄Þ

�

· Θðx1Þ; ð5:43Þ

hπ;Rðx̄Þ ≔
d
ds

����
s¼0

gsπ;Rðx̄Þ ¼
�
−x1

∂F
∂x0 ð0; x̄Þ

�
· Θðx1Þ:

ð5:44Þ

With similar arguments used above, we have that hφ;R ∈
KφðΣÞ and hπ;R ∈ KπðΣÞ.17
Before we proceed to obtain the constant α0ð0Þ we

emphasize its importance,

SRðωfjωÞ ¼ hΩ; KΦ;ΩΩiH ¼ 2πα0ð0Þ: ð5:45Þ

Thus, the constant α0ð0Þ gives the desired result for
the relative entropy. Regardless of the problem of com-
puting the value of α0ð0Þ, expressions (5.42)–(5.44) give
us an explicit exact expression for the relative modular
HamiltonianKΦ;Ω up to a constant. It is interesting to notice
that the difference KΦ;Ω − KΩ is just a linear term on the
fields operators plus a constant term. We expect that this
structure holds not just for the Rindler wedge, but for any
kind of region as long as Φ ¼ WðfÞΩ is a coherent vector.

5. Determination of α0ð0Þ and
the relative entropy

As we have already explained in Eq. (5.45), we need to
determine the constant α0ð0Þ. Most of the calculation is
straightforward and we present the detailed computations in
Appendix A 4. As in theorem 5.12, throughout this section
we set s ≔ −2πt.
We start taking the vacuum expectation value on both

sides in expression (5.27),

hΩ;Δit1
Ψ;ΩΔ

it2
Ψ;ΩΩiH ¼ hΩ;Δiðt1þt2Þ

Ψ;Ω ΩiH; ð5:46Þ

and we replace the expression (5.28) obtained for the
relative modular flow (see Eqs. (A18) and (A19). Applying
d
ds1

j
s1¼0

¼ − 1
2π

d
dt1

j
t1¼0

on both sides of (5.46) (Eqs. (A20)

and (A21),18 and matching real and imaginary parts
separately we get19

α0ðs2Þ −
d
ds2

Imhgs2φ;R; gs2π;RiH

¼ α0ð0Þ − d
ds1

����
s1¼0

Imhgs1R ; gs2R iH; ð5:47Þ

d
ds1

����
s1¼0

kgs1þs2
R k2H ¼ d

ds1

����
s1¼0

kgs1R þ uðΛs1
1 ; 0Þgs2R k2H;

ð5:48Þ

where gsR ¼ Eφðgsφ;RÞ þ Eπðgsπ;RÞ. The second equation is
useless to determine α0ð0Þ; then we concentrate in the first
one which is a differential equation for α0ðsÞ, with the
particularity that α0ð0Þ appears on it. To solve it, let us
analyze the second term on the right-hand side of
Eq. (5.47). In Appendix A 4 we compute

17An explicit computation of the strong derivative in Eq. (5.42)
shows that the vacuum vector Ω, any coherent vector and any
vector of finite number of particles belong to the domain of KΨ;Ω.

18Analytic properties of the relative modular flow ensures that
both sides of (5.46) are continuous differentiable functions on
t1 and t2.19The d

ds2
in (5.47) appears because in some terms the

dependance on s1 of the expression is through s1 þ s2.
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2Imhgs1R ; gs2R iH
¼ 2Imhgs1φ;R þ gs1π;R; g

s2
φ;R þ gs2π;RiH

¼
Z
x1>0

fφðx̄Þfs1π ðx̄Þdd−1x −
Z
x1>0

fs1φ ðx̄Þfπðx̄Þdd−1x|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
≔Pðs1Þ

þ
Z
x1>0

fs1φ ðx̄Þfs2π ðx̄Þdd−1x|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
≔Qðs1;s2Þ

−
Z
x1>0

fs2φ ðx̄Þfs1π ðx̄Þdd−1x|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
≔Rðs1;s2Þ

þ γðs2Þ: ð5:49Þ

The function γ includes all the s1-independent terms, which
they do not contribute to (5.47). In the same Appendix we
analyze P, Q, R carefully and we get

dP
ds1

����
s1¼0

¼
Z
x1≥0

dd−1xx1
��∂F

∂x0
�

2

þð∇FÞ2þm2F2

�����
x0¼0

≕S; ð5:50Þ

d
ds1

ðQ − RÞ
����
s1¼0

¼ −
d
ds2

ðQ − RÞ
����
s1¼0

: ð5:51Þ

Coming back to (5.47), we have that

α0ðs2Þ −
d
ds2

Imhgs2φ;R; gs2π;RiH

¼ α0ð0Þ − d
ds1

����
s1¼0

Imhgs1R ; gs2R iH

¼ α0ð0Þ − 1

2

d
ds1

����
s1¼0

ðPðs1Þ þQðs1; s2Þ − Rðs1; s2ÞÞ

¼ α0ð0Þ − 1

2
Sþ 1

2

d
ds2

ðQð0; s2Þ − Rð0; s2ÞÞ: ð5:52Þ

Then, integrating this last equation with respect to s2 we
have

αðs2Þ − Imhgs2φ;R; gs2π;RiH ¼ α0ð0Þs2 −
1

2
Ss2

þ 1

2
ðQð0; s2Þ − Rð0; s2ÞÞ;

ð5:53Þ

where we have used gs2¼0

φ;R ¼ gs2¼0

π;R ¼ 0 ⇒ Imhgs2¼0
φ;R ;

gs2¼0
π;R iH ¼ 0, and Qð0; 0Þ − Rð0; 0Þ ¼ 0 which follows
from the definitions of Q and R. To determine α0ð0Þ, we
use the Kubo-Martin-Schwinger condition stated in theo-
rem 4. 7. Using A ¼ B ¼ 1 in Eq. (4.14) and simply calling
GðzÞ to the underlying function, we have that

GðtÞ ¼ hΩ;Δit
Ψ;ΩΩiH !

t→−i
Gð−iÞ ¼ hΦ;ΦiH ¼ 1: ð5:54Þ

In terms of the real variable s ¼ −2πt, the function GðsÞ is
in analytic on Rþ ið0; 2πÞ, and relation (5.54) must hold
for s → 2πi. Using (5.28), we have that

GðsÞ ¼ eiαðsÞhΩ; eiφðgsφ;RÞeiπðgsπ;RÞΩiH
¼ eiαðsÞ−iImhgsφ;R;gsπ;RiH−1

2
kgsRk2H ; ð5:55Þ

and hence

iαðsÞ − iImhgsφ;R; gsπ;RiH −
1

2
kgsRk2H !

s→2πi
i2nπ; n ∈ Z:

ð5:56Þ

Taking this into account, we come back to (5.53) and
write

iαðsÞ − iImhgsφ;R; gsπ;RiH −
1

2
kgsRk2H

¼ iα0ð0Þs − i
2
Ssþ i

2
ðQð0; sÞ − Rð0; sÞÞ − 1

2
kgsRk2H:

ð5:57Þ

Before we take limit s → 2πi, we may notice that x̄s ¼
ð−x1 sinhðsÞ; x1 coshðsÞ; x̄⊥Þ !

s→2πi
ð0; x̄Þ, which informally

suggests that

gsR⟶s→2πi
0 ⇒ kgsRk2H ⟶

s→2πi
0; ð5:58Þ

fsν⟶
s→2πi

fν ⇒ Qð0; sÞ − Rð0; sÞ⟶
s→2πi

0; where ν ¼ φ; π:

ð5:59Þ

We prove in Appendix A 5 that the function

NðsÞ ≔ i
2
ðQð0; sÞ − Rð0; sÞÞ − 1

2
kgsRk2H; ð5:60Þ

of the variable s ∈ R, can be analytically continued on the
strip Rþ ið0; 2πÞ and that lims→2πiNðsÞ ¼ 0. Then, taking
the limit s → 2πi on (5.57) we get

i2nπ ¼ −α0ð0Þ2π þ 1

2
S2π: ð5:61Þ

Since α0ð0Þ; S ∈ R then it must be n ¼ 0, an hence we
finally get α0ð0Þ ¼ 1

2
S.

All these together can be summarized in the following
theorem which generalizes theorem 5.9.
Theorem 5.14: Let f ∈ SðRd;RÞ with suppðfÞ com-

pact. Then the relative entropy between the coherent state
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ωf and the vacuum ω, for the right Rindler wedge algebra
RW , is

SRðωfjωÞ ¼ 2π

Z
x1>0

dd−1xx1

×
1

2

��∂F
∂x0

�
2

þ j∇Fj2 þm2F2

�����
x0¼0

;

ð5:62Þ

where FðxÞ ¼ R
Rd Δðx − yÞfðyÞddy. In addition, for-

mula (5.62) only depends in the behavior of f in
Rd −W 0.
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APPENDIX

1. Sobolev spaces

For the definition and properties of Sobolev spaces,
we follow [36]. Here we adapt the notation to our
convenience.
Consider the test function space DðRnÞ ≔ C∞

c ðRnÞ ⊈
SðRnÞ of smooth and compactly supported functions, with
its usual topology. The n-dimensional complex Sobolev
space of order α ∈ R is defined as

HαðRnÞ ≔ ff ∈ D0ðRnÞ∶f̂ðp̄Þωα
p̄ ∈ L2ðRnÞg; ðA1Þ

where ωp̄ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̄2 þ 1

p
and f̂ðp̄Þ≔ ð2πÞ−n

2

R
Rn fðx̄Þe−ip̄·x̄dnx

is the usual Fourier transform. From the definition it
follows that H0ðRnÞ ¼ L2ðRnÞ and HαðRnÞ ⊂ Hα0 ðRnÞ
if α > α0.
The Sobolev space HαðRnÞ is a Hilbert space under the

inner product

hf; giHα ≔ hf̂ωα
p̄; ĝω

α
p̄iL2 ¼

Z
Rn

dnpf̂ðp̄Þ�ĝðp̄Þω2α
p̄ : ðA2Þ

Furthermore, for f ∈ HαðRnÞwe have that kfkHα0 ≤ kfkHα

if α > α0, and hence the natural injections HαðRnÞ ↪
Hα0 ðRnÞ for α > α0 are continuous. We also have that
the set C∞ðRnÞ ⊂ SðRnÞ is dense in HαðRnÞ.

When α ¼ k ∈ N0, there is also another useful equiv-
alent characterization of the Sobolev spaces in term of weak
derivatives,20

HkðRnÞ ¼ ff ∈D0ðRnÞ∶Dμf ∈ L2ðRnÞ; for all jμj ≤ kg:
ðA3Þ

It is useful to introduce a new norm in HkðRnÞ as

kfk0
Hk ≔

�X
jμj≤k

Z
Rn

dnxjDμfðxÞj2
�1

2

; ðA4Þ

which is equivalent to the former norm k·kHk .
The real Sobolev spaces HαðRn;RÞ are defined in a

similar manner as above, but restricting to real-valued
functions.
In general, it is easier to calculate the usual pointwise

derivatives rather than the weak derivatives. Then, the
following lemma states sufficient conditions for both
notions of derivatives coincide. Before we formulate it,
we need to introduce the notions of the Ck-piecewise
function.
Definition A.1: Let U ⊂ Rn open, f ∈ L1

locðUÞ and
k ∈ N0. We say that f is a Ck-piecewise function if there
exists a finite family of pairwise disjoint open sets
fΩjgj¼1;…;J ⊂ U such that
(a) ⋃J

j¼1 Ω̄j ¼ Ū.
(b) f ∈ CkðΩjÞ for all j ¼ 1;…; J.
(c) For all j ¼ 1;…; J, ∀ x0 ∈ ∂Ωj and for all multi-

index jαj ≤ k, the limx→x0D
αfðxÞjΩj

exist and are
finite (where Dα is the usual multiorder pointwise
derivative).

We denote by Ck
t ðUÞ the set of Ck-piecewise functions

on U.
Now, we formulate the lemma that ensures that weak

derivatives and pointwise derivatives coincide.
Lemma A.2: Let U ⊂ Rn be open and f ∈ C0ðUÞ ∩

C1
t ðUÞ. Then the (first order) weak derivatives of f

coincides with the usual pointwise derivatives.
Proof.—Since f ∈ C0ðUÞ ∩ C1

t ðUÞ we have that f is
locally Lipschitz continuous on U (see corollary 4.1.1 on
[37]). Then we have that f is locally absolute continuous on
U, and of course f ∈ L1

locðUÞ. Then f is weakly differ-
entiable and the (first order) weak and pointwise derivatives
of f coincide a.e. ▪
Now, using the above lemma and the alternative defi-

nition [Eq. (A3)] for the Sobolev space H1ðRnÞ, the proof
in lemma 5. 10 is trivial.

20The weak derivative of an element of D0ðRnÞ is its usual
derivative in the distributional sense.
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2. Calculation of hΩ;Wðf RÞ�K1Wðf RÞΩi
Take fR ∈ SðRd;RÞ and for simplicity call f ≔ fR. Then

hΩ;WðfÞ�K1WðfÞΩiH ¼
�
e−

kfk2
H

2

X∞
n¼0

if⊗nffiffiffiffiffi
n!

p ; K1e−
kfk2

H
2

X∞
n¼0

if⊗nffiffiffiffiffi
n!

p
�

H

ðA5Þ

¼ e−kfk
2
H

�X∞
n¼0

if⊗nffiffiffiffiffi
n!

p ; K1

X∞
n¼0

if⊗nffiffiffiffiffi
n!

p
�

H

¼ e−kfk
2
H

X∞
n¼0

ð−iÞnðiÞn
n!

hf⊗n; K1f⊗niH⊗n

¼ e−kfk
2
H

X∞
n¼0

n
n!

hf⊗n; ðk1fÞ ⊗ f⊗n−1iH⊗n ¼ e−kfk
2
H

X∞
n¼1

1

ðn − 1Þ! hf; k1fiHhf; fi
n−1
H

¼ e−kfk
2
Hhf; k1fiH

X∞
n¼1

1

ðn − 1Þ! hf; fi
n−1
H ¼ e−kfk

2
Hhf; k1fiHekfk

2
H ¼ hf; k1fiH: ðA6Þ

3. Calculation of hf R;k1f RiH
Take fR ∈ SðRd;RÞ and for simplicity call f ≔ fR. Then

hf; k1fiH ¼ Rehf; k1fiH ¼ Re

�
−i

d
ds

����
s¼0

hf; eik1sfiH
�

¼ d
ds

����
s¼0

Imhf; uðΛs
1; 0ÞfiH

¼ d
ds

����
s¼0

Imhf; fðΛs
1
;0ÞiH ¼ d

ds

����
s¼0

Imhf; fsiH; ðA7Þ

where we have defined fs ¼ fðΛs
1
;0Þ. As we explained in Sec. III D, there exist functions fφ; fπ; fsφ; fsπ ∈ SðRd−1;RÞ

such that

EðfÞ ¼ EφðfφÞ þ EπðfπÞ and EðfsÞ ¼ EφðfsφÞ þ EπðfsπÞ: ðA8Þ
Replacing these in (A7) we get

hf; k1fiH ¼ d
ds

����
s¼0

Imhfφ þ fπ; fsφ þ fsπiH ¼ d
ds

����
s¼0

ðImhfφ; fsπiH þ Imhfπ; fsφiHÞ

¼ d
ds

����
s¼0

�
1

2

Z
Rd−1

fφðx̄Þfsπðx̄Þdd−1x −
1

2

Z
Rd−1

fsφðx̄Þfπðx̄Þddx
�
; ðA9Þ

where we have used the relations (3.20) in the second line
and (3.46) in the last line. From the Poincaré invariance of
the distribution ΔðxÞ we have that

FsðxÞ ¼
Z
Rd

Δðx − yÞfsðxÞddy; ðA10Þ

where we have defined Fs ≔ FðΛs
1
;0Þ. Then

fφðx̄Þ ≔ −
∂F
∂x0 ð0; x̄Þ; ðA11Þ

fπðx̄Þ ≔ Fð0; x̄Þ; ðA12Þ

fsφðx̄Þ ≔− coshðsÞ ∂F∂x0 ðx̄
sÞ þ sinhðsÞ ∂F∂x1 ðx̄

sÞ; ðA13Þ

fsπðx̄Þ ≔ Fðx̄sÞ; ðA14Þ

being x̄s ≔ ð−x1 sinhðsÞ; x1 coshðsÞ; x⊥Þ, and hence

d
ds

����
s¼0

fsφðx̄Þ ≔ x1
∂2F
ð∂x0Þ2 ð0; x̄Þ þ

∂F
∂x1 ð0; x̄Þ; ðA15Þ

d
ds

����
s¼0

fsπðx̄Þ ≔− x1
∂F
∂x0 ð0; x̄Þ: ðA16Þ

Replacing such expressions in (A9), using the equation
of motion for F, and doing an integration by parts, we
finally get

hf; k1fiH ¼
Z
Rd−1

dd−1xx1

×
1

2

��∂F
∂x0

�
2

þ j∇Fj2 þm2F2

�����
x0¼0

:

ðA17Þ
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4. Explicit computations of Sec. V B 5

Defining gsR ¼ Eφðgsφ;RÞ þ Eπðgsπ;RÞ ∈ H,

hΩ;Δit1
Ψ;ΩΔ

it2
Ψ;ΩΩiH ¼ hΩ; eiαðs1ÞWφðgs1φ;RÞWπðgs1π;RÞΔit1

Ω eiαðs2ÞWφðgs2φ;RÞWπðgs2π;RÞΔit1
Ω Ωi

H

¼ eiαðs1Þþiαðs2ÞhΩ;Wφðgs1φ;RÞWπðgs1π;RÞeis1K1Wφðgs2φ;RÞWπðgs2π;RÞΩiH
¼ eiαðs1Þþiαðs2Þ−iImhgs1φ;R;g

s1
π;Ri−iImhgs2φ;R;g

s2
π;RiHhΩ;Wðgs1R Þeis1K1Wðgs2R ÞΩiH

¼ eiαðs1Þþiαðs2Þ−iImhgs1φ;R;g
s1
π;Ri−iImhgs2φ;R;g

s2
π;RiHhΩ;Wðgs1R Þeis1K1Wðgs2R Þe−is1K1ΩiH

¼ eiαðs1Þþiαðs2Þ−iImhgs1φ;R;g
s1
π;Ri−iImhgs2φ;R;g

s2
π;RiHhΩ;Wðgs1R ÞWðuðΛs1

1 Þgs2R ÞΩiH
¼ eiαðs1Þþiαðs2Þ−iImhgs1φ;R;g

s1
π;Ri−iImhgs2φ;R;g

s2
π;RiH−iImhgs1R ;uðΛs1

1
Þgs2R iHhΩ;Wðgs1R þ uðΛs1

1 Þgs2R ÞΩiH
¼ eiαðs1Þþiαðs2Þ−iImhgs1φ;R;g

s1
π;Ri−iImhgs2φ;R;g

s2
π;RiH−iImhgs1R ;uðΛs1

1
Þgs2R iH−1

2
kgs1R þuðΛs1

1
Þgs2R k2H ; ðA18Þ

and

hΩ;Δiðt1þt2Þ
Ψ;Ω ΩiH ¼ hΩ; eiαðs1þs2ÞWφðgs1þs2

φ;R ÞWπðgs1þs2
π;R ÞΔiðt1þt2Þ

Ω Ωi
H

¼ eiαðs1þs2ÞhΩ;Wφðgs1þs2
φ;R ÞWπðgs1þs2

π;R ÞΩi
H

¼ eiαðs1þs2Þ−iImhgs1þs2
φ;R ;g

s1þs2
π;R i

HhΩ;Wðgs1þs2
R ÞΩiH

¼ eiαðs1þs2Þ−iImhgs1þs2
φ;R ;g

s1þs2
π;R i

H
−1
2
kgs1þs2

R k2H : ðA19Þ
Taking d

ds1
j
s1¼0

on both expressions above we obtain

d
ds1

����
s1¼0

hΩ;Δit1
Ψ;ΩΔ

it2
Ψ;ΩΩiH ¼ iα0ð0Þ − i

d
ds1

����
s1¼0

Imhgs1φ;R; gs1π;RiH|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
¼0

− i
d
ds1

����
s1¼0

Imhgs1R ; uðΛs1
1 Þgs2R iH

−
1

2

d
ds1

����
s1¼0

kgs1R þ uðΛs1
1 Þgs2R k2H

¼ iα0ð0Þ − i
d
ds1

����
s1¼0

Imhgs1R ; gs2R iH −
1

2

d
ds1

����
s1¼0

kgs1R þ uðΛs1
1 Þgs2R k2H; ðA20Þ

and

d
ds1

����
s1¼0

hΩ;Δiðt1þt2Þ
Ψ;Ω ΩiH ¼ iα0ðs2Þ − i

d
ds1

����
s1¼0

Imhgs1þs2
φ;R ; gs1þs2

π;R i
H
−
1

2

d
ds1

����
s1¼0

kgs1þs2
R k2H

¼ iα0ðs2Þ − i
d
ds2

Imhgs2φ;R; gs2π;RiH −
1

2

d
ds1

����
s1¼0

kgs1þs2
R k2H: ðA21Þ

Matching real and imaginary parts of these two last expressions, we arrive to formulas (5.47) and (5.48).
Expressions (5.49) follow from

2Imhgs1R ; gs2R iH ¼ 2Imhgs1φ;R þ gs1π;R; g
s2
φ;R þ gs2π;RiH

¼
Z
Σ
dd−1xgs1φ ðx̄Þgs2π ðx̄Þ −

Z
Σ
dd−1xgs2φ ðx̄Þgs1π ðx̄Þ

¼
Z
Σ
dd−1xðfs1φ ðx̄Þ − fφðx̄ÞÞðfs2π ðx̄Þ − fπðx̄ÞÞ −

Z
Σ
dd−1xðfs2φ ðx̄Þ − fφðx̄ÞÞðfs1π ðx̄Þ − fπðx̄ÞÞ

¼
Z
Σ
dd−1xfφðx̄Þfs1π ðx̄Þ −

Z
Σ
dd−1xfs1φ ðx̄Þfπðx̄Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

≔Pðs1Þ

þ
Z
Σ
dd−1xfs1φ ðx̄Þfs2π ðx̄Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

≔Qðs1;s2Þ

−
Z
Σ
dd−1xfs2φ ðx̄Þfs1π ðx̄Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

≔Rðs1;s2Þ

þ γðs2Þ;

ðA22Þ
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where the function γ includes all the s1-independent terms.
The function Pðs1Þ is essentially the same as (A9) in Appendix A 3, with the difference that now the integration is over

the region Σ ¼ fx̄ ∈ Rd−1∶x1 ≥ 0g instead of the whole Rd−1. Despite this, the final result is the same and hence we get21

dP
ds1

����
s1¼0

¼
Z
Σ
dd−1xx1

��∂F
∂x0

�
2

þ ð∇FÞ2 þm2F2

�����
x0¼0

≕ S:

Now we explicitly obtain the relations (5.51). Indeed,

dR
ds1

����
s1¼0

¼ d
ds1

����
s1¼0

Z
Σ
dd−1x

�
− coshðs2Þ

∂F
∂x0 ðx̄

s2Þ þ sinhðs2Þ
∂F
∂x1 ðx̄

s2Þ
�
Fðx̄s1Þ

¼
Z
Σ
dd−1x

�
− coshðs2Þ

∂F
∂x0 ðx̄

s2Þ þ sinhðs2Þ
∂F
∂x1 ðx̄

s2Þ
��

−x1
∂F
∂x0 ðx̄Þ

�

¼
Z
Σ
dd−1x

�
−
∂F
∂x0 ðx̄Þ

��
−x1 coshðs2Þ

∂F
∂x0 ðx̄

s2Þ þ x1 sinhðs2Þ
∂F
∂x1 ðx̄

s2Þ
�

¼ d
ds2

Z
Σ
dd−1x

�
−
∂F
∂x0 ðx̄Þ

�
Fðx̄s2Þ

¼ d
ds2

����
s1¼0

Z
Σ
dd−1x

�
− coshðs1Þ

∂F
∂x0 ðx̄

s1Þ þ sinhðs1Þ
∂F
∂x1 ðx̄

s1Þ
�
Fðx̄s2Þ

¼ d
ds2

����
s1¼0

Z
Σ
dd−1xfs1φ ðx̄Þfs2π ðx̄Þ ¼ dQ

ds2

����
s1¼0

: ðA23Þ

Similarly we start with

dQ
ds1

����
s1¼0

¼ d
ds1

����
s1¼0

Z
Σ
dd−1xfs1φ ðx̄Þfs2π ðx̄Þ

¼ d
ds1

����
s1¼0

Z
Σ
dd−1x

�
− coshðs1Þ

∂F
∂x0 ðx̄

s1Þ þ sinhðs1Þ
∂F
∂x1 ðx̄

s1Þ
�
Fðx̄s2Þ

¼
Z
Σ
dd−1x

�
x1

∂2F
ð∂x0Þ2 ðx̄Þ þ

∂F
∂x1 ðx̄Þ

�
Fðx̄s2Þ

¼
Z
Σ
dd−1x

�
x1ð∇2 −m2ÞFðx̄Þ þ ∂F

∂x1 ðx̄Þ
�
Fðx̄s2Þ:

First we integrate the Laplacian term by parts,

dQ
ds1

����
s1¼0

¼ −
Z
Σ
dd−1xx1m2Fðx̄ÞFðx̄s2Þ −

Z
Σ
dd−1xx1∇⊥Fðx̄Þ ·∇⊥Fðx̄s2Þ

−
Z
Σ
dd−1xx1

∂F
∂x1 ðx̄Þ

�
− sinhðs2Þ

∂F
∂x0 ðx̄

s2Þ þ coshðs2Þ
∂F
∂x1 ðx̄

s2Þ
�
:

After a second integration by parts we get

21Following the computation of (A9) in Appendix A 3, there now appears a boundary term after the integration by parts. Fortunately,
this term vanishes since the integrand is 0 at the boundary of Σ.
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dQ
ds1

����
s1¼0

¼
Z
Σ
dd−1xx1Fðx̄Þð∇2⊥ −m2ÞFðx̄s2Þ þ

Z
Σ
dd−1xFðx̄Þ

�
− sinhðs2Þ

∂F
∂x0 ðx̄

s2Þ þ coshðs2Þ
∂F
∂x1 ðx̄

s2Þ
�

þ
Z
Σ
dd−1xx1Fðx̄Þ

�
sinh2ðs2Þ

∂2F
ð∂x0Þ2 ðx̄

s2Þ − 2 sinhðs2Þ coshðs2Þ
∂2F

∂x0∂x1 ðx̄
s2Þ þ cosh2ðs2Þ

∂2F
ð∂x1Þ2 ðx̄

s2Þ
�
:

Now we form a Laplacian term in the first line and we use the equation of motion for F,

dQ
ds1

����
s1¼0

¼
Z
Σ
dd−1xx1Fðx̄Þ ∂2F

ð∂x0Þ2 ðx̄
s2Þ þ

Z
Σ
dd−1xFðx̄Þ

�
− sinhðs2Þ

∂F
∂x0 ðx̄

s2Þ þ coshðs2Þ
∂F
∂x1 ðx̄

s2Þ
�

þ
Z
Σ
dd−1xx1Fðx̄Þ

�
sinh2ðs2Þ

∂2F
ð∂x0Þ2 ðx̄

s2Þ − 2 sinhðs2Þ coshðs2Þ
∂2F

∂x0∂x1 ðx̄
s2Þ þ sinh2ðs2Þ

∂2F
ð∂x1Þ2 ðx̄

s2Þ
�
:

Finally, a straightforward computation shows that

dQ
ds1

����
s1¼0

¼
Z
Σ
dd−1x

d
ds2

�
− coshðs2Þ

∂F
∂x0 ðx̄

s2Þ þ sinhðs2Þ
∂F
∂x1 ðx̄

s2Þ
�
Fðx̄Þ

¼ d
ds2

����
s1¼0

Z
Σ
dd−1x

�
− coshðs2Þ

∂F
∂x0 ðx̄

s2Þ þ sinhðs2Þ
∂F
∂x1 ðx̄

s2Þ
�
Fðx̄s1Þ

¼ d
ds2

����
s1¼0

Z
Σ
dd−1xfs2φ ðx̄Þfs1π ðx̄Þ ¼ dR

ds2

����
s1¼0

: ðA24Þ

Using (A23) and (A24) we arrive at (5.51).

5. Analytic continuation for NðsÞ
In order to show that formulas (5.59) hold, we need to explicitly show the analytic continuation for the function

NðsÞ ¼ i
2
ðQð0; sÞ − Rð0; sÞÞ − 1

2
kgsRk2H; ðA25Þ

or more specifically, we need to show that there exists a continuous function Ñ∶Rþ i½0; 2π� → C, analytic onRþ ið0; 2πÞ
such that

Ñðsþ i0Þ ¼ NðsÞ: ðA26Þ

To begin with, we notice that

i
2
Qð0; sÞ ¼ i

2

Z
x1>0

dd−1xfφðx̄Þfsπðx̄Þ ¼ iImhfφ;R; fsπ;RiH; ðA27Þ

i
2
Rð0; sÞ ¼ 1

2

Z
x1>0

dd−1xfsφðx̄Þfπðx̄Þ ¼ iImhfsφ;R; fπ;RiH; ðA28Þ

where the above expressions make sense regardless of fsπ;R ∉ H. This is because

hfφ;R; fsπ;RiH ¼
Z
Rd−1

dd−1p
2ωp̄

f̂φ;Rðp̄Þ�iωp̄f̂
s
π;Rðp̄Þ ¼

i
2
hf̂φ;R; f̂sπ;RiL2 ; ðA29Þ

which is convergent. The problem involving scalar products of split functions fsφ;R and fsπ;R happens only when we try to
compute the scalar product of two sharply cut test functions of the momentum operator, e.g.,

hfπ;R; fsπ;RiH ¼
Z
Rd−1

dd−1p
2ωp̄

ðiωp̄f̂π;Rðp̄ÞÞ�iωp̄f̂
s
π;Rðp̄Þ ¼

1

2
hf̂π;R; f̂sπ;RiH1

2
; ðA30Þ
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which is in general divergent. Such divergency comes from
the noncontinuity of the function fπ;Rðx̄Þ ¼ fπðx̄ÞΘðx1Þ at
x1 ¼ 0. To overcome this difficulty we introduce a family
of smooth functions (for ϵ > 0)

fεφ;Rðx̄Þ ≔ fφðx̄ÞΘεðx1Þ and fεπ;Rðx̄Þ ≔ fπðx̄ÞΘεðx1Þ;
ðA31Þ

where Θε ∈ C∞ðRÞ is a regularized Heaviside function
such that

ΘεðtÞ ¼
�
0 if t ≤ ε

2

1 if t ≥ ε
: ðA32Þ

Then

fεφ;Rðx̄Þ !
ϵ→0þ

fφ;Rðx̄Þ and fεπ;Rðx̄Þ !
ϵ→0þ

fπ;Rðx̄Þ; ðA33Þ

where the above convergence must be in a sense that we
specify opportunely below. Before we get into such con-
vergence issues, we notice that fεφ;R; f

ε
π;R ∈ SðRd−1;RÞ

and hence the scalar product (A30) is now well defined.
Then we define the function

NϵðsÞ ≔ iImhfϵφ;R; fs;ϵπ;RiH − iImhfs;ϵφ;R; fϵπ;RiH −
1

2
kgs;ϵR k2H;

ðA34Þ
which is just the regularized version of (A25). In the next
subsection we show that NϵðsÞ → NðsÞ when ϵ → 0þ.
Expression (A34) can be rewritten as

NϵðsÞ ¼ iImhfϵφ;R; fs;ϵπ;RiH − iImhfs;ϵφ;R; fϵπ;RiH −
1

2
kgs;ϵR k2H

¼ iImhfϵφ;R; fs;ϵπ;RiH þ iImhfϵπ;R; fs;ϵφ;RiH −
1

2
hfϵR − fs;ϵR ; fϵR − fs;ϵR iH

¼ hfϵR; fs;ϵR iH −
1

2
hfϵR; fϵRiH −

1

2
hfs;ϵR ; fs;ϵR iH ¼ hf−s

2
;ϵ

R ; f
s
2
;ϵ
R iH − hfϵR; fϵRiH

¼
Z
Rd−1

dd−1p
2ωp̄

��
f̂
−s
2
;ϵ

φ;R þ iωp̄f̂
−s
2
;ϵ

π;R

���
f̂

s
2
;ϵ
φ;R þ iωp̄f̂

s
2
;ϵ
π;R

�
− ðf̂ϵφ;R þ iωp̄f̂

ϵ
π;RÞ�ðf̂ϵφ;R þ iωp̄f̂

ϵ
π;RÞ

�
; ðA35Þ

where in the penultimate line we have used that fs1þs2;ϵ
R ¼ uðΛs2

1 Þfs1;ϵR for all s1, s2 ∈ R. For a moment, let assume that this
last expression converges to

NðsÞ ¼
Z
Rd−1

dd−1p
2ωp̄

��
f̂
−s
2

φ;R þ iωp̄f̂
−s
2

π;R

���
f̂

s
2

φ;R þ iωp̄f̂
s
2

π;R

�
− ðf̂φ;R þ iωp̄f̂π;RÞ�ðf̂φ;R þ iωp̄f̂π;RÞ

�
; ðA36Þ

when ϵ → 0þ. We prove this in the next subsection. The second term of the above integrand is independent on s and hence
its analytic continuation is trivial. Let us then focus on the first term. Using the Poincaré covariance and causality of the
Klein-Gordon equation, it is not difficult to show that

f̂sφ;Rðp̄Þ þ iωp̄f̂
s
π;Rðp̄Þ ¼ f̂φ;RðΛs

1p̄Þ þ iΛs
1ωp̄f̂π;RðΛs

1p̄Þ; ðA37Þ

where Λs
1p̄ ¼ ðp1 coshðsÞ − ωp̄ sinhðsÞ; p̄⊥Þ and Λs

1ωp̄ ¼ ωp̄ coshðsÞ − p1 sinhðsÞ. Then, the first integrand term of (A36)
becomes

ðf̂−s
2
;ϵ

φ;R ðp̄Þ þ iωp̄f̂
−s
2
;ϵ

π;R ðp̄ÞÞ�ðf̂
s
2
;ϵ
φ;Rðp̄Þ þ iωp̄f̂

s
2
;ϵ
π;Rðp̄ÞÞ

¼
Z
R2ðd−1Þ

dd−1xdd−1yðfφ;Rðx̄Þ − iωp̄fπ;Rðx̄ÞÞðfφ;RðȳÞ þ iωp̄fπ;RðȳÞÞeiΛ
−s
2ðp̄Þ·x̄e−iΛ

s
2ðp̄Þ·ȳ; ðA38Þ

where −iΛs
2ðp̄Þ · ȳ ¼ −ið− sinhðs

2
Þωp̄ þ coshðs

2
Þp1Þy1 − ip̄⊥ · ȳ⊥, and equivalently for iΛ−s

2ðp̄Þ · x̄. Then

− i


− sinh


s
2

�
ωp̄ þ cosh


s
2

�
p1

�
y1

→
s→sþiσ

− i


− sinh


sþ iσ
2

�
ωp̄ þ cosh


sþ iσ
2

�
p1

�
y1

¼ −i
�
− sinh


s
2

�
ωp̄ þ cosh


s
2

�
p1

�
y1 cos


σ
2

�
−


cosh


s
2

�
ωp̄ − sinh


s
2

�
p1

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

≥m

y1 sin

σ
2

�
; ðA39Þ
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where the second term provides an exponential dumping
in Eq. (A38) when σ ∈ ð0; 2πÞ because suppðfφ;RÞ,
suppðfπ;RÞ ⊂ Σ. Equivalently it can be shown that iΛ−s

2ðp̄Þ ·
x̄ also provides an exponential dumping for σ ∈ ð0; 2πÞ.
Hence we have that

Ñðsþ iσÞ is an analytic function for sþ iσ ∈Rþ ið0;2πÞ:
ðA40Þ

Looking at expressions (A36) and (A38), it is easy to
determine that

lim
σ→2π−;s¼0

Ñ ðsþ iσÞ ¼ 0: ðA41Þ

a. Convergence of NϵðsÞ
In order to show that expression (A36) holds, we need to

prove the following two limits:

NϵðsÞ !
ϵ→0þ

NðsÞ¼ i
2
ðQð0;sÞ−Rð0;sÞÞ−1

2
kgsRk2H; ðA42Þ

NϵðsÞ →
ϵ→0þ

Z
Rd−1

dd−1p
2ωp̄

��
f̂
−s
2

φ;R þ iωp̄f̂
−s
2

π;R

��

×

�
f̂

s
2

φ;R þ iωp̄f̂
s
2

π;R

�
− ðf̂φ;R þ iωp̄f̂π;RÞ�

× ðf̂φ;R þ iωp̄f̂π;RÞ
�
: ðA43Þ

To do this, we must be precise in which sense the functions
fs;ϵφ;R; f

s;ϵ
π;R converge in (A33). To begin we choose the

following smooth step function (A32)

ΘεðtÞ ¼

8>><
>>:

0 if t ≤ ε
2
;h

exp



ϵðt−3ϵ
4
Þ

ðt−3ϵ
4
Þ2−ðϵ

4
Þ2
�
þ 1

i
−1

if ε
2
< t < ε;

1 if t ≥ ε:

ðA44Þ

First we focus on the limit (A43). Looking back to (A35),
we can rewrite the rhs of that expression as

NϵðsÞ ¼ hf−s
2
;ϵ

R ; f
s
2
;ϵ
R iH − hfϵR; fϵRiH ¼ hf−s

2
;ϵ

R ; f
s
2
;ϵ
R − fϵR þ fϵRiH − hfϵR; fϵRiH

¼ hf−s
2
;ϵ

φ;R ; f
s
2
;ϵ
φ;R − fϵφ;RiH þ hf−s

2
;ϵ

φ;R ; f
s
2
;ϵ
π;R − fϵπ;RiH þ hf−s

2
;ϵ

φ;R − fϵφ;R; f
ϵ
φ;RiH

þ hf−s
2
;ϵ

π;R − fϵπ;R; f
ϵ
φ;RiH þ hf−s

2
;ϵ

π;R ; f
s
2
;ϵ
φ;R − fϵφ;RiH þ hf−s

2
;ϵ

φ;R − fϵφ;R; f
ϵ
π;RiH ðA45Þ

þ hf−s
2
;ϵ

π;R ; f
s
2
;ϵ
π;R − fϵπ;RiH|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
⊛

þ hf−s
2
;ϵ

π;R − fϵπ;R; f
ϵ
π;RiH|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

⊛

: ðA46Þ

It is not difficult to see that

fs;ϵφ;R !
ϵ→0þ

fsφ;R and fs;ϵπ;R !
ϵ→0þ

fsπ;R; inL2ðRd−1Þ; ðA47Þ

which implies that all terms in (A46) are convergent, except perhaps those pointed by ⊛. Now we concentrate in those
remaining terms, e.g.,

hf−s
2
;ϵ

π;R ; f
s
2
;ϵ
π;R − fϵπ;RiH ¼ 1

2

Z
Rd−1

dd−1pf̂
−s
2
;ϵ

π;R ðp̄Þðf̂−
s
2
;ϵ

π;R ðp̄Þ − f̂ϵπ;Rðp̄ÞÞωp̄: ðA48Þ

The convergence of (A48) is guaranteed by the fact that

fϵπ;R − f
−s
2
;ϵ

π;R !
ϵ→0þ

fπ;R − f
−s
2

π;R inH1ðRd−1Þ; ðA49Þ

⇓

ðf̂ϵπ;R − f̂
−s
2
;ϵ

π;R Þωp̄ !
ϵ→0þ

ðf̂π;R − f̂
−s
2

π;RÞωp̄ inL2ðRd−1Þ: ðA50Þ

In order to probe (A49) we remember that fπ;Rðx̄Þ − fsπ;Rðx̄Þ ¼ gsπðx̄ÞΘðx1Þwith gsπ ∈ SðRd−1;RÞ and gsπjx1¼0 ¼ 0. Then the
following lemma ensures (A49).
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Lemma A.3: Let g ∈ SðRnÞ with gjx1¼0 ¼ 0, gRðx̄Þ ¼ gðx̄ÞΘðx1Þ and gϵRðx̄Þ ¼ gðx̄ÞΘϵðx1Þ with Θϵ as (A44). Then
gR ∈ H1ðRnÞ and gϵR→ϵ→0þgR in H1ðRnÞ.
Proof.—The fact that gR ∈ H1ðRnÞ is guaranteed by lemma 5. 10. Then we prove the convergence for n ¼ 1. The

generalization to n > 1 is straightforward. Since gR, gϵR satisfies the hypothesis of the lemma A.2, their weak derivatives
coincide with theirs pointwise derivatives and hence

kgϵR − gRk02H1 ¼
Z þ∞

−∞
dxjgðxÞΘϵðxÞ − gðxÞΘðxÞj2 þ

Z þ∞

−∞
dxj∂x½gðxÞΘϵðxÞ − gðxÞΘðxÞ�j2

≤
Z þ∞

−∞
dxjgðxÞj2jΘϵðxÞ − ΘðxÞj2 þ

Z þ∞

−∞
dxjg0ðxÞj2jΘϵðxÞ − ΘðxÞj2

þ
Z þ∞

−∞
dxjgðxÞj2jΘ0

ϵðxÞj2 þ 2

Z þ∞

−∞
dxjgðxÞjjg0ðxÞjjΘϵðxÞ − ΘðxÞjjΘ0

ϵðxÞj

≤
Z

ϵ

ϵ
2

dxðjgðxÞj2 þ jg0ðxÞj2Þ þ
Z

ϵ

ϵ
2

dxjgðxÞj2jΘ0
ϵðxÞj2 þ 2

Z
ϵ

ϵ
2

dxjgðxÞjjg0ðxÞjjΘ0
ϵðxÞj: ðA51Þ

We notice that since g ∈ C∞ðRÞ and gð0Þ ¼ 0, by the Taylor theorem we have that gðxÞ ¼ g0ð0Þxþ rðxÞx with rðxÞ→x→00

and r ∈ C∞ðRÞ. We also have that maxx∈RjΘ0
ϵðxÞj ¼ 4

ϵ, which follows from the definition of that function. Then using the
above properties and assuming 0 < ε ≤ 1,

kgϵR − gRk02H1 ≤ max
x∈½0;1�

ðjgðxÞj2 þ jg0ðxÞj2Þ
Z

ϵ

ϵ
2

dxþ max
x∈½0;1�

jg0ð0Þ þ rðxÞj2 16
ϵ2

Z
ϵ

ϵ
2

dxx2

þ max
x∈½0;1�

jg0ðxÞjmax
x∈½0;1�

jg0ð0Þ þ rðxÞj 8
ϵ

Z
ϵ

ϵ
2

dxx

≤ max
x∈½0;1�

ðjgðxÞj2 þ jg0ðxÞj2Þ ϵ
2
þ max

x∈½0;1�
jg0ð0Þ þ rðxÞj2 14

3
ϵ

þ max
x∈½0;1�

jg0ðxÞjmax
x∈½0;1�

jg0ð0Þ þ rðxÞj3ϵ →
ϵ→0þ

0: ðA52Þ

▪
Then we have that all terms in (A46) converge. By continuity of the scalar product, the limit of (A46) is just this same

expression but evaluated at ϵ ¼ 0, which coincides with the lhs of (A47).
We use the same arguments to prove the limit (A42). The first two terms of (A34) are convergent due to (A47), and the

remaining term is also convergent due to (A49) and (A50). Then by continuity of the scalar product we have that

NϵðsÞ →
ϵ→0þ

NðsÞ ¼ i
2
ðQð0; sÞ − Rð0; sÞÞ − 1

2
kgsRk2H: ðA53Þ

Finally, expression (A36) holds.
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