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Thermo-optic noise is likely to be the dominant noise source in next generation ultralow noise optical
cavities. We developed three measurement and analysis methods, allowing us to estimate the level of
coating thermo-optic noise in optical cavities, including interferometric gravitational wave detectors. We
measured the shift in the broadband transmission spectra as a function of temperature for single-layer, high
index coatings in order to find the thermo-optic coefficient, βH , of a coating while assuming the thermal
expansion coefficient, αH. Our value for βH could then be used to calculate the thermo-optic noise in any
high-finesse optical cavity using coatings with the same high index layer material. We also measured the
spectra as a function of temperature of a multilayer, high-reflectivity coating where the material
composition of the layers was similar to the coatings installed in Advanced LIGO. This method has
the advantage of allowing us to calculate thermo-optic noise directly; αH and βH do not need to be known
separately, although we do need to know the value of the overall coating thermal expansion coefficient.
Finally, we used lasers of different wavelengths to measure transmission changes on the band edges of a
multilayer high-reflectivity coating. This gave measurements with high statistical precision but potentially
lower systematic accuracy. To address systematic accuracy concerns, we used a constrained Monte Carlo
application of the theory of multilayer coating transmission.
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I. INTRODUCTION

Optical phase fluctuations imparted upon a cavity beam
by thermodynamic equilibrium fluctuations [1,2] of mirrors
limits the performance of some high sensitivity instru-
ments. Equilibrium temperature fluctuations cause the
optical path lengths and thickness of high-reflectivity
coatings to fluctuate, leading to coating thermo-optic noise
[3]. Thermo-optic noise is a coherent sum of the thermo-
elastic noise [4–6] and thermo-refractive noise [7]. Coating
thermo-optic noise is now a dominant noise source in some
ultralow noise optical reference cavities [8]. Similarly, the
astronomical reach of the Advanced LIGO gravitational
wave detector [9,10] is limited in its most sensitive band by
four noise sources, three of which are driven by thermo-
dynamic equilibrium fluctuations. At its projected sensi-
tivity [11], the largest contributor to the Advanced LIGO
noise budget in the high-sensitivity band (50–300 Hz) is
coating Brownian noise (i.e., Brownian motion of the
highly reflective surfaces of the primary interferometer
mirrors) [12,13]. The preparation of coatings with low
Brownian noise is currently an active area of research
[14–17]. Quantumnoise [18] lies immediately below coating

Brownian noise. At about one-fourth of the quantum noise
amplitude minimum, substrate Brownian noise and coating
thermo-optic noise appear.
One way to estimate the level of thermo-optic noise in

an optical cavity is to apply the theory in Ref. [3]. This
requires the thermal expansion coefficients αH, αL and the
thermo-optic coefficients βH, βL of the high and low index
coating materials, respectively. In some cases, these coef-
ficients are not known very accurately. In this paper, we
describe optical transmittance measurements of coatings
for estimating coating thermo-optic noise. Since the optical
thicknesses, L, of the coating layers have the largest effect
on the coating transmittance, our measurements are sensi-
tive to the quantity

αþ β=n ¼ 1

L
dL
dT

; ð1Þ

where T is the temperature and n is the refractive index of
the coating layers. To obtain a specific value of β, n and α
need to be obtained separately.
In Sec. II A, we describe measurements of the trans-

mission spectrum of a single 5 μm, Ta2O5 coating layer
as a function of temperature. These measurements give
the combination αH þ βH=nH for the coating. They also*ejesse@optics.arizona.edu
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give the value of nH. To obtain a value for βH, we used a
literature value for αH. (Here, we use the subscript H
despite the fact that there is only a single layer because
Ta2O5 is a common high index layer material in multilayer
coatings.)
The properties of the thin layers within a multilayer

coating may be different from the properties of a thicker
single layer lying on the surface. The goal of the spectrum
measurements described in Sec. II B was to measure αH þ
βH=nH for the high index layers of a high-reflectivity
quarter-wave stack. In a multilayer coating, the optical
effects of αH, αL, βH, and βL are combined in a way that
makes it difficult to separate the effects of optical thickness
changes in the high vs low index layers. This is com-
pounded by the presence of unavoidable uncertainties in
the as-deposited layer optical thicknesses. Nonetheless,
since the low index layer material in our coatings was fused
silica, which is quite well characterized in both bulk and
thin film forms, literature values for αL and βL are likely to
be accurate. If we assume the literature values for αL and
βL, then our measurements give αH þ βH=nH as intended.
We also discovered that we could obtain an estimate for

the thermo-optic noise in a cavity directly from our
measurements without assuming any values for the individ-
ual parameters, αH, αL, βH, and βL. We just need to know the
wavelength motion with temperature of the transmission
minimum (center wavelength, λ0) of the coating and the
thermal expansion coefficient ᾱc of the coating taken as a
whole. The wavelength motion of the spectrum per unit
temperature dλ

dT is a function of wavelength

fðλÞ≡ dλ
dT

: ð2Þ

We measured fðλ0Þ, but ᾱc must be measured separately.
A significant advantage of this method is that one only needs
to measure two parameters rather than the four parameters
required to apply Ref. [3] directly.
In Sec. II C, we describe measurements to monitor

transmittance changes at laser wavelengths lying on the
high-reflectivity band edges of a multilayer coating. We then

use our measurements to find the motion of the center
wavelength with temperature. This constitutes an inde-
pendent measurement of fðλ0Þ. These measurements,
however, are more statistically precise, due to the large
reflectivity changes observed and due to the high bright-
ness of lasers as compared to broadband lamps. On the
other hand, we had some concerns about systematic
accuracy which we addressed by the use of a constrained
Monte Carlo technique.
In Sec. III, we discuss the possible influence of coating

strain on the interpretation of our measurements. While
coating strain is not expected to affect our estimates of
thermo-optic noise, it may play a role in explaining the
variation of coating β’s in the literature.
In Sec. IV, we make estimates of the thermo-optic noise.

As mentioned above, we found a way of predicting the
thermo-optic noise directly from the wavelength motion
with temperature of the coating’s center wavelength.
The theoretical treatment explaining how that works is
described in Sec. IV. In Sec. IVA, we give estimates of the
thermo-optic noise contribution to a typical ultralow noise
reference cavity with an amorphous dielectric coating,
based on our measurements. In Sec. IV B, we give estimates
of the thermo-optic noise contribution to the Advanced
LIGO noise budget.
Coating parameters found in the literature and relevant to

this paper are gathered in Table I.

II. MEASUREMENTS

A. Transmission spectra of single-layer coatings

We obtained transmission spectra as a function of sample
temperature by heating a sample in an oven while shining
light from a fiber coupled quartz tungsten halogen lamp
through the sample via small holes in the oven walls.
Figure 1 shows the setup. The samples were polished silica
disks of diameter 3” and thickness 3=32” with an ion beam
deposited coating on one surface. We made measurements
on two such samples. One had a 5 μm Ta2O5 single-layer
coating. The other had a 500 nm ZrO2-doped Ta2O5

coating; the molar fraction of ZrO2 was 34%.

TABLE I. Values of various coating parameters obtained from the literature. For the materials that are mixtures, coefficient values for
the individual materials were weighted by their molar fractions to calculate the coefficient for the mixture.

Symbol Name Units SiO2 Ta2O5 15% TiO2=85% Ta2O5

C Heat cap. per unit volume 106 J K−1 m−3 1.64 [19,20] 2.51 [21,22] 1.86 [23]
ρ Mass per unit volume kgm−3 2200 [19,20] 6850 [22] 5500 [17]
κ Thermal conductivity Wm−1 K−1 1.38 [19,20] 33 [24] 28 [25]
n Index of refraction … 1.45 [19] 2.03 [24] 2.070 [26]
α Thermal expansion coefficient 10−6 K−1 0.51 [19,20] 3.6 [27] 3.9 [28]
β Thermo-optic coefficient 10−6 K−1 8 [3] … …
E Young’s modulus GPa 72 [19,20] 140 [22] 162 [17]
ν Poisson ratio … 0.17 [19,20] 0.23 [24] 0.27 [17]
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It was important to keep the sample at a uniform temper-
ature and at the same temperature as the thermocouple.
Thiswas achieved by ensuring that all componentswithin the
oven were in thermal equilibrium with each other and with
the oven walls. The oven walls were made with fire bricks,
giving a 4” wall thickness. A large aluminum block
(3” × 5” × 1.5”) was placed under the sample holder to
provide a uniformheat reservoirwithin the oven.The thermal
time constant of the sample is about 5 min, while that of the
oven is over 1 hour. In such a setup, the components within
the oven exchange heat much more quickly than the oven
exchanges heat with the outside, ensuring that the compo-
nents inside the oven cavity are at a similar temperature. The
uniformity of the temperature within the oven cavity was
measured directly and found to vary by 5%, primarily
vertically. Since the sample and thermocouple are at a similar
height in the oven, their temperature should differ by less
than 5%.
To start a measurement run, the oven was heated to the

maximum measurement temperature (around 300 °C) and
kept there for an hour or more. The oven was then turned
off, and transmission spectra were recorded during the
cool down period. To prevent systematics, we avoided the
use of windows or fibers to couple light into or out of
the oven. Instead, 5” long glass tubes with inner diameter
1=4” were placed diagonally through the oven walls. The
air volume exchanged by the slight convection through
these openings has very small heat capacity and cannot
affect the sample temperature significantly. However, the
thermocouple’s heat capacity is small; to reduce any effect
on the thermocouple, we wrapped it tightly around a
3=8” × 3” fused silica rod.
It was also important to ensure that the sample remained

stationary relative to the beam during measurement runs.
This was achieved by constructing a “kinematic” mount

for the sample out of fused quartz, which has a very low
thermal expansion coefficient. The mount had three legs
and also three contact points with the sample.
The recorded spectra have numerous minima (maxima)

occurring at wavelengths where the coating thick-
ness corresponds to an odd (even) number of quarter-
wavelengths in the coating. The locations of these extrema
provide a measurement of the coating’s optical thickness.
To find the change in the optical thickness as a function
of temperature, we performed a parabolic fit to each
extremum in spectra taken at different temperatures.
See Fig. 2. The motion of the spectrum toward longer
wavelengths with rising temperature is clear, indicating an
increase in the coating’s optical thickness with temperature,
i.e., fðλÞ > 0.
We monitored the motion of the extrema, obtaining the

values fðλjÞ, where λj are the extrema locations,
j ¼ 1; 2;…. In this section, j ¼ 1 corresponds to the
longest wavelength extremum in a given spectrum, and j
increases toward shorter wavelengths. The optical thick-
ness of the coating at room temperature was found by
fitting the wavelengths of the extrema in the spectrum data
to the function

λj ¼
4L

N1 þ j − 1
: ð3Þ

The fit parameters are L and N1. L is the optical thickness
of the coating, andN1 is the number of quarter-wavelengths
in the coating at the longest wavelength extremum in the
spectrum data (wavelength λ1). Changes in the optical path

FIG. 1. Horizontal cross section of the oven cavity, top view.
This setup was used for measuring transmission spectra as a
function of temperature. The setup was similar for the laser line
transmittance measurements.
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FIG. 2. The inset figure shows an example of the full trans-
mission spectrum of a 5 μm thick, single-layer, Ta2O5 coating on
a fused silica substrate. The main part of the figure shows
parabolic fits to two of the extrema at multiple oven temperatures.
The extrema move toward longer wavelengths with increasing
temperature.
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correspond to changes in the extrema positions. The optical
path change with temperature (1) at wavelength λj is

αH þ βH=nH ¼
�
N1 þ j − 1

4L

�
fðλjÞ: ð4Þ

The straight line fit to the coating optical thickness as a
function of temperature for a particular run is shown in
Fig. 3. The slope gives αH þ βH=nH. We did observe a
slight (but noisy) downward trend in αH þ βH=nH toward
higher wavelength [29]. It is unclear whether this is a
physical or instrumental effect, so we averaged the optical
thickness over the extrema in the wavelength range of the
spectrometer (400–700 nm). Table II summarizes the
results obtained for two different single-layer coatings.

B. Transmission spectra of a multilayer coating

Wemeasured the temperature-inducedmotionof the trans-
mission extrema fðλiÞ of a multilayer coating deposited on a
polished fused silica substratewith diameter 3” and thickness
3=32”. In this section, we count the extrema from the center
wavelength of the coating, λ0, so the index can take both

positive and negative values (i ¼ … − 1; 0; 1;…). As
before, we fit parabolas to the extrema of the transmission
spectra at different temperatures. Figure 4 shows the shift of
the extrema as a function of optical wavelength for a quarter-
wave stack with layer material compositions similar to
the Advanced LIGO test mass coatings. We refer to this
particular coated sample as “LMA5**.” While generally
increasing with wavelength, the shift fðλiÞ varies in a fairly
complex manner, evincing the complexity of the underlying
theory of multilayer coating transmission.We fit the extrema
motion to that theory with βH and αH as fit parameters. αL,
βL, and other coating parameters were taken from the
literature (Table I). As expected, the Chi-squared distribution
for the fit has a long valley along a line αH þ βH=nH ¼
Constant, indicating that we have only measured the combi-
nation αH þ βH=nH with any accuracy and not αH and βH
individually. The fit gives the result αH þ βH=nH ¼
ð28� 8Þ × 10−6 K−1. Extrapolating the model to the
center wavelength gives the expected shift in the trans-
mission spectrum at the center wavelength, fðλ0Þ ¼
ð−20� 3Þ pmK−1. From this value, in conjunction with
the thermal expansion coefficient of the coating as a whole,
ᾱc, we can calculate the thermo-optic noise in any cavitywith
similar coatings.
We feel that this approach has the greatest promise for

characterizing thermo-optic noise in cavities as accurately
and directly as possible. Unfortunately, the wavelength
range of our spectrometers was not ideal. One should really
measure the transmittance spectrum on both sides of
the high reflectivity band. In our case, we are forced to
extrapolate quite far into the infrared. Although, the
nominal uncertainty in the final result is only about
15%, we do not know how seriously systematics affect
the extrapolation. Therefore, in this section, we concentrate
on the method and do not expect accurate results. Future
measurements, applying this same method but using a
spectrometer of which the range covers both sides of the
spectrum around the high-reflectivity band, should yield
better estimates. Table III shows the current result.

0 50 100 150 200 250 300

Temperature ( C)

10.82

10.83

10.84

10.85

10.86

10.87

O
pt

ic
al

 th
ic

kn
es

s 
of

 c
oa

tin
g 

(
m

)

straight line fit
data

FIG. 3. Optical thickness vs temperature of the 5 μm Ta2O5

coating.

TABLE II. Single-layer results. All coatings are on fused silica. The uncertainty in the individual values of n is a
few percent, dominated by uncertainty in the thickness of the coatings. We estimate that the uncertainty in the
individual measurements of αH þ βH=nH was about 10%, dominated by the fact that the estimates of the locations of
the extrema depend slightly on the exact domain chosen for the parabolic fits. For the 5 μm Ta2O5 sample for which
we have ten measurements, this implies about 3% uncertainty in β.

Single-layer coating αH þ βH=nH K−1 n� β† ðK−1Þ
Ta2O5 L ¼ 5 μm (ten measurements) 13.9� 1 × 10−6 2.17 22 × 10−6
Ta2O5 (66%) doped with ZrO2 (34%)
L ¼ 500 nm (two measurements)

18.6� 1 × 10−6 2.82 N/A

aThe index is reported at room temperature.
bAssumes α ¼ 3.6 × 10−6 K−1 for Ta2O5 coatings [6]. No value for β can be given for the Ta2O5=ZrO2 coatings

due to the lack of a measurement of α.
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C. Band edge transmittance

In this section, we describe measurements of the trans-
mittance vs temperature of the sample “LMA5**” at two
laser wavelengths. The laser wavelengths λl, λr and
corresponding angles of incidence Θl, Θr were chosen to
lie on the left and right edges of the high reflectivity band,
respectively. See Fig. 5.
The basic results of the measurements described in

this section are estimates of the spectrum motion with

temperature at these two laser wavelengths and correspond-
ing incident angles. Namely,

fðλl;ΘlÞ≡ dλ
dT

����
λl;Θl

and

fðλr;ΘrÞ≡ dλ
dT

����
λr;Θr

:

As in Sec. II B, we then obtain an estimate for the motion of
the center wavelength with temperature, fðλ0;Θ0Þ, at the
design angle of incidence Θ0 ¼ 0.
The setup was similar to that shown in Figure 1, except

that the fiber coupled lamp was replaced with a 915 nm
laser and the fiber-coupled spectrometer was replaced with
a calibrated photodiode. Also, a second set of glass tubes
was placed through the oven to accommodate a simulta-
neous measurement with a 1064 nm laser at a different
angle of incidence.
We measured the rate of transmittance changes with

temperature dTrans
dT on each side of the band edge, ðλl;ΘlÞ

and ðλr;ΘrÞ, respectively. See Fig. 6.
On the band edge, transmittance changes with temper-

ature are dominated by motion of the band edge to slightly
longer or shorter wavelengths. The desired quantities
fðλl;ΘlÞ and fðλr;ΘrÞ are well approximated by

fðλl;ΘlÞ ¼
dTrans
dT jλl;Θl

dTrans
dλ jλl;Θl

ð5Þ

and similarly for fðλr;ΘrÞ.
We used the standard theory of reflection for multilayer

dielectric coatings to evaluate the band-edge slopes dTrans
dλ

on each side of the band edge, at ðλl;ΘlÞ and ðλr;ΘrÞ,
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FIG. 4. Wavelength motion of the extrema with temperature for
the LMA5** coating. Each data point represents a transmission
minimum or maximum of the multilayer coating. The room
temperature wavelengths of the extrema are shown on the x axis.
The extrema move toward a longer wavelength with increasing
temperature (or equivalently, the wavelength axis shifts toward
the origin), so the sign of dλ

dT is negative. Typical motion is around
−10 pm=K. The fit is illustrated by the solid red line and gives
αH þ βH=nH ¼ ð28� 3Þ × 10−6. The dashed red lines illustrate
the model as extended to the center frequency of the coating
at 1064 nm. The dashed black lines correspond to the model
with plus and minus 1 uncertainty in the fit parameters. At
λ0 ¼ 1064 nm, this gives the center wavelength motion,
fðλ0Þ ¼ ð−20� 3Þ pmK−1, indicated by the grey line in the
upper right of the figure.

TABLE III. Multilayer coating result (15 bilayers). The high
index layers are Ta2O5 doped with 15% (molar ratio) TiO2. The
low index layers are SiO2. The layer materials in this coating are
very similar to those used on the Advanced LIGO test masses.
The result for dλ

dT can be therefore be used to estimate the thermo-
optic noise contribution directly.

Multilayer coating αH þ βH=nH K−1 fðλ0Þ pmK−1

TiO2-doped Ta2O5=SiO2

15 λ0=4 bilayers
λ0 ¼ 1064 nm, LMA5**

28� 8 × 10−6 −20� 3

FIG. 5. Theoretical transmittance for the LMA5** sample for
p-polarized light and nominal values of the coating parameters.
The dashed lines indicate the interrogating laser wavelengths,
λl ¼ 915 nm and λr ¼ 1064 nm.
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respectively. We found that our initial estimates of the
band-edge slopes were extremely sensitive to our choices
for the coating-layer thicknesses and the layer indices. The
estimates were also very sensitive to the angle of incidence,
so that variations in any of these parameters within their
uncertainties led to unacceptably large variations in the
band-edge slope estimates. On the other hand, we measured
the transmittance accurately and with good statistical
precision. If we only allowed combinations of coating
parameters and incidence angles that gave the measured
transmittance, we found that the band-edge slope estimates
varied much less.
Figure 5 illustrates the importance of constraining the

theory to give the correct transmittance when estimating
the band-edge slopes. Small variations in the angle of

incidence, e.g., would lead to large changes in the trans-
mittance and correspondingly large variations in our
estimate of the band-edge slope. However, if we fix the
transmittance to the measured value, in other words, if
we always sit at a known height on the band edge, this sets
the angle of incidence much more accurately than it can be
measured directly and leads to a much better estimate of the
band-edge slope. Similarly, if we allow the layer optical
thicknesses to vary within their uncertainties but fix the
height on the band edge, only small angle of incidence
changes (within the uncertainty) are required to accom-
modate the observed transmittance. The band-edge slope is
then found to vary acceptably.
Figure 7 shows the distribution of band-edge slopes from

a Monte Carlo routine which took two inputs: the high and
low index layer optical thicknesses, LH and LL. These were
taken from Gaussian parent distributions with means at
λ0=4 and with standard deviation of 1% of the mean. (In
other words, we assume 1% error in the layer thicknesses.)
The angle of incidence was allowed to vary in order to
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FIG. 6. The transmittance vs temperature for the LMA5**
sample taken at wavelengths λl ¼ 915 nm, λr ¼ 1064 nm and
corresponding angles of incidence θl ¼ ð28.1� 3.2Þ°,
θr ¼ ð47.6� 1.4Þ°. The response is largely linear, but due to
the large reflectivity changes seen, the full theory of multilayer
reflection is needed to capture the high temperature behavior for
the 915 nm measurement. The slopes dTrans

dT are taken from the fits
extrapolated to room temperature (where the fit lines meet the
vertical dashed line).

FIG. 7. The distribution of band-edge slopes constrained by
the measured transmittance. Left histogram: dTrans

dλ jλl;Θl, with
λl ¼ 915 nm, Θl ¼ ð28.1� 3.2Þ°. Right histogram: dTrans

dλ jλr;Θr

with λr ¼ 1064 nm, Θr ¼ ð47.6� 1.4Þ°.

TABLE IV. Results for the motion of LMA5** at the band edges and at the center wavelength. Note that dλ
dT is

negative in all cases, indicating motion of the transmittance spectrum toward longer wavelengths with increasing
temperature or, equivalently, movement of the wavelength axis toward the origin. The value for the motion of the
center wavelength of the coating is calculated from the measurements of the motion of the two band edges shown
in the first two lines. If one assumes the silica values, αL and βL from Table I, our result, fðλ; θÞ ¼
ð−8.7� 0.3Þ pmK−1, implies αH þ βH=nH ¼ ð12� 0.4Þ × 10−6 K−1.

ðλ; θÞ value dTrans
dλ K−1 dTrans

dT nm−1 fðλ; θÞ pmK−1

LMA5**
λl ¼ 915 nm Θl ¼ ð28.1� 3.2Þ° −0.095� 0.004 9.63� 0.3 × 10−4 −10.1� 0.5
LMA5** λr ¼ 1064 nm Θr ¼ ð47.6� 1.4Þ° 0.074� 0.002 −6.87� 0.3 × 10−4 −9.3� 0.5
LMA5** λ0 ¼ 1064 nm Θ0 ¼ 0° … … −8.7� 0.3
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obtain the measured transmittance at each band edge. The
angle of incidence varies in this manner by an amount
comparable to the uncertainty in our attempts to measure
the angle directly. The range of band-edge slopes that
emerges is thus reduced, indicating that the slope depends
mostly on the transmittance itself and is much less sensitive
to the coating layer thicknesses once the transmittance is set.
Table IV summarizes the results. The last row shows the

center wavelength motion calculated from the band-edge
motion measurements. We did this by applying the multi-
layer theory again, using another Monte Carlo method. The
coefficients of thermal expansion αH, αL and the thermo-
optic coefficients βH, βL were drawn from Gaussian
distributions centered at the nominal values (from
Table I and Sec. II A) with standard deviation equal to
50% of the nominal parameter values. (The choice of
standard deviation is somewhat arbitrary. Allowing much
larger standard deviations does not significantly affect the
results.) For each iteration of the Monte Carlo, i.e., for each
random set of values αH, αL, βH, βL, we calculated the two
band-edge motions and the center wavelength motion. The
center wavelength motion, plotted as a function of the two
band-edge motions is found to fall on a plane. By fitting a
plane to the data, we expressed fðλ0;Θ0Þ as a linear
combination of fðλl;ΘlÞ and fðλr;ΘrÞ.

III. CONTRIBUTION TO β FROM
TEMPERATURE-INDUCED

COATING STRESS

Previous measurements of the thermo-refractive proper-
ties of Ta2O5 have produced results for β that vary by about
2 orders of magnitude. The published values of β include
2.3 × 10−6 [30], 4.76 × 10−5 [31], and 1.21 × 10−4 [32].
Differences in deposition methods or annealing conditions
may result in differing values for β, but some of this
variation may be due to temperature-induced coating stress.
Temperature-induced coating stress and strain occur

when the coefficients of thermal expansion of the substrate
and coating materials do not match. The coating strain
couples to the index of refraction through the stress-optical
coefficient, which leads to a strain-induced component of
the thermo-optic coefficient. This is in addition to the
material thermo-optic coefficient seen in an unconstrained
coating. Therefore, the sample geometry and the substrate
material can affect the measured thermo-optic coefficient,
β. For example, in coated silicon cantilevers [33], this effect
changed the measured thermo-optic coefficient by a factor
of 2.
The following estimate for the size of this effect in our

own measurements assumes a semi-infinite substrate with a
thin, single-layer coating. This results in no bending of the
substrate so that coating expansion in the plane of the
coating is identical to the substrate expansion. The temper-
ature-induced coating strain ϵc is given by the difference of
the thermal expansion coefficients

δϵc
δT

¼ αs − αc; ð6Þ

where αs and αc are the substrate and coating thermal
expansion coefficients, respectively. Isotropic materials
under stress will exhibit a change in the index of refraction
of that material [34,35],

βstrain ¼
δn
δσ

δσ

δT
¼ −

1

2
n3CxEc

δϵc
δT

: ð7Þ

Here, Cx is the stress-optical coefficient of the coating, and
Ec is the Young modulus of the coating. The strain-induced
birefringence βstrain adds to the unstrained thermo-optic
coefficient βc of the coating to create an effective thermo-
optic coefficient, which is the one seen in measurements,

βeff ¼ βc þ βstrain: ð8Þ

A more general form of this result is given in Eq. (6.53) of
Ref. [35], which also allows for coating anisotropy.
To estimate the magnitude of this effect, we consider a

thin layer of Ta2O5 coated on a fused silica substrate. To the
best of our knowledge, the stress-optic coefficient is not
currently known for amorphous Ta2O5. However, many
glasses are within an order of magnitude of SiO2 [36]. If we
assume the silica value, Cx ¼ 4.22 × 10−12m2N−1 [34], we
get βstrain ¼ 7.6 × 10−6 K−1. This is the same order of
magnitude as reported values for β, so we should be
cognizant of the effect when translating laboratory mea-
surements to thermo-optic noise. In our case, the substrate
material and the sample geometry are sufficiently similar to
actual cavity mirrors that the measured βeff is appropriate
for estimating thermo-optic noise.

IV. COATING THERMO-OPTIC NOISE IN
OPTICAL CAVITIES AND

ADVANCED LIGO

Both the single-layer and multilayer results allow us to
calculate thermo-optic noise from the standard theory if we
can rely on values of αH measured elsewhere. Our multi-
layer results also allow us to go more directly to the thermo-
optic noise as described below.
The optical phase accumulated by a laser beam upon

reflection from a multilayer dielectric coating may be
referred to a plane in front of the coating. See Fig. 8.
Between this reference plane and the front surface of the
coating, the beam accumulates a phase ψ1 to approach the
coating and ψ2 departing, for a total free space phase
accumulation ψ ¼ ψ1 þ ψ2. The phase accumulated by the
beam during its actual interaction with the coating is
θ ¼ ArgðΓÞ where Γ ∈ C is the reflection coefficient of
the mirror. The total reflected phase is then

ϕ ¼ ψ þ θ: ð9Þ
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As the mirror temperature rises, the phase θ accumulated
within the coating changes because the layers expand and
because the refractive indices of the layers also change with
temperature. Our multilayer measurements lead directly to
the value of dθ

dT for the coatings considered.
We relate the value fðλ0;Θ0Þ obtained from our mea-

surements to the corresponding shift in the reflected phase,
dθ
dT. To do this, we found approximations [Eqs. (11) and (12)
below] describing the change with wavelength of the phase
accumulated in the coating, dθdλ. The chain rule then gives the
accumulated phase change with temperature,

dθ
dT

¼ dθ
dλ

dλ
dT

: ð10Þ

At the center wavelength λ0 of a high-reflectivity quarter-
wave stack with N ≳ 6 layer pairs, dθ

dλ is approximately
independent of the number of layers. If the coating has no
half-wave cap and the layer indices are arranged in the
order

nin nH nL nH nL � � � � � � ;

where nin is the index of refraction of the incident medium,
and nH > nL, we find

dθ
dλ

¼ −
π

λ0

�
nin

nH − nL

�
: ð11Þ

If the coating is covered by a half-wave cap of index ncap,

nin ncap nH nL nH nL � � � � � � ;

the result is

dθ
dλ

¼ −
π

λ0

�
nin

nH − nL
þ 2nin

ncap

�
: ð12Þ

Figure 9 shows an example of the agreement between
these analytical approximations and the full theory
evaluated numerically. These analytical approximations
for dθ

dλ are important because they show that, while dθ
dλ is

generally quite a complex function of wavelength and
dependent on accurate knowledge of individual layer
thicknesses, at the center wavelength of the coating, it
becomes a simple function depending on only a few
parameters. That allows us to estimate dθ

dλ with confidence
despite the uncertainties in the coating-layer thicknesses,
etc. Figure 9 shows that the use of this analytical approx-
imations is well justified.
The power spectral density of temperature fluctuations in

an optical coating appropriately weighted for interrogation
by a TEM00 beam with Gaussian amplitude radius r0 is
[3,7,37]

STðωÞ ¼
ffiffiffi
2

p
kBT2

πr20
ffiffiffiffiffiffiffiffi
κρC

p ω−1
2: ð13Þ

The power spectral density of phase fluctuations induced
on a beam reflected from a coating enduring these temper-
ature fluctuations is then

SϕðωÞ ¼
�
dϕ
dT

�
2

STðωÞ ð14Þ

FIG. 8. Conventions for contributions to the reflected phase
from a high-reflectivity dielectric coating. The interaction of the
beam with the coating is indicated schematically by the multiple
reflections that together accumulate a total phase angle θ. The
free space accumulation is ψ ¼ ψ1 þ ψ2. The total phase
accumulation for a round trip between the reference plane and
coating is ϕ ¼ θ þ ϕ.

900 950 1000 1050 1100 1150 1200 1250
 (nm)

-90

-45

0

45

90

 +
 1

80

coating center wavelength
analytical approximation
numerical result
(numerical - analytical)*50

FIG. 9. The reflected phase for a 13 bilayer quarter-wave stack
near the center frequency λ0. The analytical approximation to the
slope dθ

dλ from Eq. (11) at the center frequency is shown in red. The
residual, in blue, is magnified by a factor of 50 for wavelengths
near the center frequency.
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¼
�
dθ
dT

þ dψ
dT

�
2

STðωÞ: ð15Þ

dθ
dT is found from our measurements of dλ

dT and applying
Eq. (10). The free space phase accumulation ψ varies with
temperature due to the thermal expansion of the coating as a
whole

dψ
dT

¼ −
4π

λ
ᾱcd; ð16Þ

where λ is the optical wavelength, d is the coating thick-
ness, and ᾱc is the fractional thickness change of the optical
coating per unit temperature. In the absence of direct
measurements, ᾱc is most accurately calculated by the
method of Refs. [3,6], which takes into account the fact that
the layers constrain one another from expanding freely in
the plane of the layers. For simplicity, we use a weighted
average of coating-layer material values: ᾱc ≈ Σαidi=d,
where αi are the thermal expansion coefficients of the
individual coating layers and di are the layer thicknesses.
For an optical cavity consisting of two coated mirrors,

the power spectral density of coating-induced thermo-optic
noise in terms of cavity strain is then

ShðωÞ ¼
�

λ

2πL

�
2

½Sinputϕ ðωÞ þ Sendϕ ðωÞ�; ð17Þ

where L is the length of the cavity and the two terms refer
to the input mirror and end mirror, respectively. If we want
to calculate the thermo-optic noise in a Michelson inter-
ferometer like Advanced LIGO, with two identical arm
cavities, this result is multiplied by 2.

A. High-finesse reference cavities

Figure 10 shows coating thermo-optic noise in relation to
other noise sources for a typical, 10 cm long, high-finesse
reference cavity with amorphous dielectric mirror coatings
assumed to be similar to the titania-doped tantala coating
measured in Secs. II B and II C. The coating thermo-optic
noise was calculated using the method of Sec. IV together
with the measurement of dλ

dT from Sec. II C. The coating
Brownian noise and substrate Brownian noise were found
using Refs. [10,15] with typical approximations (half-
infinite substrate, coating treated as a homogeneous lossy
layer). Coating Brownian noise dominates below 10 kHz.
However, a factor of 10 reduction in coating Brownian
noise beyond the level demonstrated by the best amorphous
coatings has already been achieved in crystalline coatings.
In such coatings, thermo-optic noise dominates the coating
noise budget at frequencies above about 10 Hz [8]. Good
estimates of thermo-optic noise in crystalline coatings will
be needed to understand the noise budgets of the best high-
finesse reference cavities.

B. Advanced LIGO and beyond

Thermo-optic noise is not a significant source of noise
for the current generation of interferometric gravitational
wave detectors but is likely to be a significant source of
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Substrate Brownian

FIG. 10. Amplitude spectral density of coating thermo-optic
noise (CTO), coating Brownian noise, and substrate Brownian
noise in a typical high-finesse reference cavity. Cavity spacers
supporting the cavity mirrors can also contribute significant
Brownian noise, on the same order as the noise sources shown
here [8]. (The level of thermal noise from spacers depends on
spacer design details, and we did not consider it here.)
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FIG. 11. Amplitude spectral density of selected contributions to
the Advanced LIGO noise budget. The blue CTO curves
correspond to measurements made in this paper. Solid line:
Laser line measurement from Sec. II C. Dashed curve: Multilayer
measurement from Sec. II B. The curve corresponding to the
single-layer result of Sec. II A is not shown since it is almost
indistinguishable from the solid curve corresponding to the laser
line result. The corresponding measured values are shown in the
legend.
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noise in future detectors. Figure 11 shows thermo-optic
noise in relation to other noise sources in the current
Advanced LIGO interferometers. Three curves are shown
for thermo-optic noise corresponding to the three measure-
ments presented in this paper for Ta2O5-based high index
layers. We find that thermo-optic noise is a factor of about 4
below coating Brownian noise at 100 Hz. The Gravitational
Wave Interferometer Noise Calculator program [38] was
used to calculate the noise curves. The coating thermo-
optic noise curves were calculated from the results of
our measurements of αH þ βH=nH, assuming αH ¼ 3.6 ×
10−6K−1 from the literature (Table I) and nH ¼ 2.17 from
our single-layer measurements (Table II). Gravitational
Wave Interferometer Noise Calculator program implements
the method in Ref. [3].
With better coating materials, it is expected that coating

Brownian noise in Advanced LIGO can be signifi-
cantly reduced as has already been achieved in high-
finesse reference cavities. Quantum noise in Advanced
LIGO can also be further reduced [39]. At that point,
thermo-optic noise will need to be considered in coating
designs. As for future cryogenic interferometers, little
is known about thermo-optic noise at low temperatures.

Measurements of the relevant parameters at low temper-
atures will be needed to evaluate low temperature inter-
ferometer designs.
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