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The Sauter-Schwinger process of electron-positron pair creation from the vacuum, driven by a sequence
of time-dependent electric-field pulses, is studied in the framework of the quantum-field theoretical
approach. As demonstrated by our numerical results, the momentum distributions of produced pairs exhibit
intra- and interpulse interference structures. We show that such structures can be observed beyond the
regime of applicability of the Wentzel-Kramers-Brillouin theory, which was the focus of earlier
investigations. Going beyond these developments, we perform the analysis of the time-evolution operator
for an arbitrary eigenmode of the fermionic field. This shows that a perfect coherent enhancement of the
interpulse peaks can never be reached. A nearly perfect coherence, on the other hand, is due to nonadiabatic
transitions at avoided crossings of the phases defining the unitary time evolution. This analysis allows us to
determine the conditions under which the nearly perfect coherence is lost.
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I. INTRODUCTION

The quantum vacuum is one of the most exciting subjects
of contemporary physics. While the vacuum instability in
the presence of a static electric field, which results in
electron-positron (e~e™) pair creation, has been predicted
decades ago [1-3], there is no direct experimental con-
firmation yet. The reason being that the effect is very weak
and, even then, an enormous (for laboratory conditions)
electric field is necessary to expel real pairs out of the
vacuum. With recent and anticipated advances in laser
technology, reaching such high field strengths is becoming
experimentally feasible. Keeping this in mind, we propose
in this paper to focus on the Sauter-Schwinger pair creation
by electric field pulses as if they were generated by lasers.

A number of proposals have been put forward aiming
at enhancing the signal of Sauter-Schwinger pairs. This,
essentially, is done by tailoring the external electric field.
In this respect, the dynamically assisted mechanism was
proposed [4—11], in which the pair signal is enhanced by
orders of magnitude when superposing a slowly varying in
time but strong with a rapidly oscillating but weak electric
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fields. Other field configurations were also considered
including a combination of a static and alternating electric
fields [12] or a combination of three electric fields
oscillating in time at different scales [13]. All these studies
show that the e~e™ pair creation is sensitive to details of the
external field configuration. Hence, raising the question of
optimal control of the process [14,15].

The most relevant to our work is the idea pursued by
Akkermans and Dunne [16], later on followed also by Li
and collaborators [17,18] for boson pair creation, where a
sequence of identical time-dependent electric field modu-
lations was considered. This resulted in a multislit inter-
ference pattern in the momentum distribution of created
particles. It was demonstrated in [16] that such interference
occurs for a sequence of N alternating-sign modulations,
with the central value scaling as N> compared to the
maximum distribution originating from a single modula-
tion. This was supported by a comparison with an ana-
lytically predicted N2-enhancement law arising from the
Wentzel-Kramers-Brillouin (WKB) theory and the turning
point analysis [19,20]. Our purpose now is to develop the
aforementioned idea of Akkermans and Dunne [16] such
that it goes beyond the regime of applicability of the WKB
theory and it relates exclusively to a train of N, = N/2
identical electric field pulses. Thus, it is also different than a
modulated pulse train analyzed in Ref. [21].

Note that for electric field pulses generated by lasers, the
conditions (1) and (2) below are satisfied [22], which is not
the case for a single field modulation considered in [16].
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More detailed theoretical formulation of our problem is
given in Sec. II (see, also Appendix A), which to large
extent follows the derivation from [23,24]. Nevertheless,
we present it for convenience of the reader. Next, in Sec. I[I C,
the momentum distributions of created particles are demon-
strated, exhibiting intra- and interpulse interference patterns.
The latter show a nearly perfect N?ep-enhancement with
respect to the former one, meaning that all major interpulse
peaks (not just the central one) scale approximately like N, rzep
with respect to the intrapulse modulations. As we demon-
strate, this happens for the electric field parameters for which
the WKB approximation is not applicable, calling for a
different interpretation of the observed patterns than the one
offered in [16]. This is addressed in Sec. IV by studying the
unitary time-evolution matrix of an arbitrary eigenmode of
the fermionic field (see, also Appendix B). More precisely,
we analyze the functional dependence of the phases defining
the time evolution (J; and 9,) on the asymptotic particles
momenta. We observe that at the given values of momenta,
for which nonadiabatic transitions between both phases
occur due to their avoided crossings, very pronounced peaks
in the momentum distributions of created particles appear.
As we argue, these peaks are nearly perfectly coherent but
can be diminished by increasing the gap at the avoided
crossings. There are also actual crossings of 9; and 9,, at
which the signal of pair creation is zero. Note that our
interpretation is independent of the regime of parameters
and it explains in detail the properties of the momentum
distributions of created particles; thus, it complements the
previous investigations [16—18]. Our closing remarks are
given in Sec. V.

Throughout the paper, we keep 2 = 1. However, in our
numerical analysis we use relativistic units such that
h=m, = |e| = ¢ = 1, where m, is the electron rest mass
and e < 0 is its charge. Also, we employ the Feynman
notation ¢ = y*a, for the contraction with the Dirac
matrices y#. For our purposes, we use the standard Dirac
representation of these matrices [25] and the signature
(+———) for the relativistic scalar product.

II. THEORETICAL FORMULATION

We consider the electron-positron pair creation from a
vacuum by a homogeneous in-space, time-dependent
electric field which is described by the four-vector potential
A¥(x) = (0,A(r)) = (0,0,0,A(t)), with an arbitrary A(r)
such that

lim A(f) = lim A(r). (1)

t——00 t—>-+o0

Thus, a pulsed electric field which oscillates linearly along
the z-direction, cF*(x) = (0, &(t)) = (0,0,0, £(1)), with

/ " g () =0, 2)

is considered. (F**(x) above is the electromagnetic field

tensor.) The last condition arises as £(f) = —dAd—E”. Our
purpose now is to construct one particle solutions of the

Dirac equation in such field.

A. One particle solutions of the Dirac equation

The Dirac equation coupled to the pulsed electric field
has the form

(id — eA — m.c)¥(x) = 0. (3)

Following Ref. [26], we transform this equation into a
second order differential equation by assuming that there
exists a bispinor y(x) such that

¥(x) = (id — eA + mec)y(x). (4)
Combining the two equations we find out that y(x) solves
(8% + ie(@h + AD) — A% + (mec)’Jy(x) = 0. (5)

Note that this equation offers twice that many solutions as
the Dirac equation itself. Thus, in order to have one-to-one
correspondence between both sets of solutions, we need to
narrow down the number of solutions of Eq. (5). The way it
is done here reduces the problem to solving a differential
equation for a single scalar function.

To demonstrate this, we note first that the problem is
translationally invariant. Hence, it is justified to look for the
bispinor y(x) in the form,

x(x) = e, (1), (6)

where y,(¢) is independent of the position x and we label it
by an asymptotic momentum of a particle p. With this
substitution and accounting for the fact that the electric
field oscillates in the z-direction, Eq. (5) becomes

2

.
o Tice€W)r’r + wp(1) |1, (1) = 0. (7)

Here,
wp(1) = p1 + A (p) = eA(1)* + (mec?)*  (8)

is expressed in terms of the longitudinal p| and the
transverse p,; components of the particle asymptotic
momentum, which are defined as

py=p-e. pL=p-pe,. )

Equation (7) is further simplified assuming that y,(z)
3

remains an eigenstate of the matrix y’y>. Actually, y%

has two doubly degenerate eigenvalues +1. It turns out,
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however, that it is enough to choose one of them [23,24].
Specifically, we shall keep in the following

Xp(1) = 2pi (1) = wp (1), (10)
where y%73u; = u,. Hence, for as long as
1 0
1 0 1 -1
u = — s U_ = — 5 11
0 1

(meaning that A = %) the problem simplifies to solving a
differential equation for a scalar function y,(z),

[% +ice&(t) + a);(t)] wp(t) = 0. (12)

Finally, we also note that uz Uy = Oy

Let us now interpret the resulting solutions. It follows
from (12) that, in the remote past (1 - —o0), the scalar
function y, (1) satisfies the asymptotic equation,

{j—;w,%] (1) =0 (13)

where w, = \/c*p* + (mc*)?. This harmonic oscillator
equation has two linearly independent solutions, corre-
sponding to energy w, and —@,. In what follows, we will
label these solutions with superscripts f = + and ff = —

respectively. Namely, w,(,ﬁ >(t) will be the solution of (12)
which asymptotically, i.e., according to (13), behaves as

e—iﬁa)pr'

(#) (1) ~

Yp (14)

t——00
We will interpret these solutions as describing an electron
(f = +) and its antiparticle, i.e., a positron (f = —) in a
pulsed electric field. One can also show using Eq. (12) that
under the charge conjugation and parity transformations
(CP: e » —e and p — —p),

(=)

vy (1) = w5 ()", (15)

Finally, the corresponding solutions of (5) have the form,

20 x) = vy (D, (16)

while those of the Dirac equation are obtained according to

Pl ot

x e?*y P (),

1 0
g (x) == |iy’ ——=cp-y+ceA(t)y’ + mecz}
c

(17)

Note that asymptotically, for t — —oco, Eq. (17) is a linear
combination of either free-particle or free-antiparticle
solutions of the Dirac equation, depending on the parameter
p. Therefore, while asymptotically Eq. (17) describes an
electron or a positron with momentum p, these particles are
in a superposition of spin up and down states.

As we show next, the just constructed eigenstates of the
Dirac equation describing an electron/positron in a time-
dependent electric field [Eq. (17)] form a complete and
orthonormal set of solutions [23,24]. One can check by
direct calculations that

) I () = 24 ) i (1)
+ zc(pH - eA( )l
~ W il (1)
+ (1)l <t>]*w,8”’><t>}, (18)

where the dot denotes the time derivative. This, in turn,
allows us to prove that

SOR7A0)

d

T ([ () () =o.

pt (19)
Thus, the quantity [‘P )( )]T‘Pﬁ (x) is conserved during
the time evolution. Spemﬁcally, using Egs. (14) and (18),
one can derive that

. i rwlf 20
lim ¥, (x)]"¥,))) () = = (,

f—>—00 .24

- ﬁCPH )5,1,1’5/3/3’- (20)

This shows that the bispinors ‘I‘I(E) (x) can be normalized

and, hence, we shall assume that

[ (0] (x) = 808 (21)

Going further, the normalization condition for the eigen-
states of the Dirac equation (3) takes the form,

(2”)35@ —P')5M'5/s/;'- (22)

/ x990 (x) =

Hence, the completeness relation for these eigenstates is

g
Wy ()]
i[f ﬂ:/(

The aforementioned analysis shows that the bispinors

=6(x—x). (23)

‘I’I(ﬁ) (x) form a complete set of orthonormal solutions of
the Dirac equation in a pulsed time-dependent electric field
(3) [23,24]. These single particle solutions can be used now
to construct the Dirac fermion field operator in the second
quantization.
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B. Electron-positron pair creation from vacuum
by a time-dependent electric field

The Dirac fermion field operator W(x) is given by

dp A R
(B ()b, + PO (0)dl,). (24)

where ‘PI(,ﬁ ) (x) are the one particle solutions of the Dirac
equation (17), whereas lAap,l and 31,,1 are the annihilation
operators of electron and positron, respectively, in the
eigenmode pA. These operators define the vacuum state
at t > —oo through the conditions that @p,1|0_°o> =0 and
c;?_pl|0_°o> = 0. Moreover, they satisfy the standard fer-
mionic anticommutation relations,

w0 =

with ¢, = +/(cp,)? + (m.c?)>. With these definitions,
one can verify that lim,,_y#)(f) = fw,8sy, meaning
that in the remote past the Hamiltonian (26) is diagonal.
It becomes nondiagonal due to the interaction with the
electric field, which is manifested by the nonvanishing
terms with lAJ;/laAliM and ﬁ_pilA)M. This affects the vacuum
state which becomes unstable.

In order to trace the vacuum instability, which results in

pair creation, we introduce the Bogolyubov transformation
[27],

bpa(1) =y (1) + & (1)L (28)

~

dyy(1) = n_p(1)dy; = & (1)BL,. (29)
It introduces a new set of annihilation and, respectively,
creation operators of quasiparticles at time #, such that
the Hamiltonian is diagonal in the new annihilation and
creation operators. Hence, the instantaneous vacuum state
is defined as b,,(1)[0,) = 0 and d,,;(1)[0,) = 0. Note that
this transformation preserves the anticommutation relations
of the creation and annihilation operators provided that, at
every time 7, unknown functions 7, (¢) and &,(¢) satisty the
condition,

(D17 + 151 = 1. (30)

Hence, the temporal expectation value of the number of
created pairs in the given eigenmode of the fermionic field
can be defined [23,24],

~ ~ ~ AL

[ p/bb;w]+ = vadl;’z/h =0(p—-p)o. (25

with the remaining anticommutators being zero. Keeping
this in mind, we derive the instantaneous Hamiltonian of
the fermion field H(r) [23,24],

bT bp/l + ]/1<; )(t) A;A&ﬁ—pl

T ><>d_,,ﬁb1+y,£ J(nd_pd' ). (26)

(B (1)

where the coefficients y, are expressed as

Lm0 (1) i p=p,
Sl P (1) = i 7w (1)

(27)
if p#£P,

P(1) = (0ol by (1) s (1)]0_co)
= (0 |d’,, (Nd_pi(1)0_0) = & (1)*.  (31)

If considered as a function of p, we will refer to it the
momentum distribution of created pairs. In the following,
we will be interested in the limit of (31) when ¢ - +co.
For this purpose, one has to calculate the time-dependent
coefficients of the Bogolyubov transformation first.

To this end, we rewrite the field operator (24) as

&’p +
@ (x

L), ()],

(32)

(t)+d>

with the bispinors <I)I(,§) (x) such that

o0 () = () (x) + 509G (), (33)

o) (x) = np ()W) (x) = &, (NP (). (34)

It follows from here that @;ﬁ) (x) should have the same
spinor form as ‘I‘Iﬁ) (x). Thus, we propose that

¥ (x) =—

P —cp -y +ceA(t)y + mec?

6t
x e"'”‘-"’ff w1y, (35)

where (j)l(,ﬂ >(t) are unknown functions. Now, combining
Egs. (17) and (33)—(35), we obtain that
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v (1) =y (e O )

—é:p f dla) t/ ¢p ( )’ (36)
ws(0) = & (e L gl
R SO
These functions satisfy Eq. (12) provided that
- (38)
¢zw,, [y (1) = pe(p) — eA()]

and the coefficients 1,(¢) and &,(¢) are coupled through
equations,

(1) = C§i<(>€)l§1’() 21]1""%(#)’
ép( ) % ) —2lf dt wy( (39)

Thus, we need to solve these equations numerically.
Before we proceed with calculations, let us note that in

order for the functions (36) and (37) to fulfill the condition

(15), it must hold that under the CP transformation,

Ep(t) = =5 (0).

This is in agreement with Egs. (39). Actually, the same can
be figured out when imposing the CP transformation
requirement on the field operator W(x) [28]. The point
being that, in the second quantization, the CP transforma-

n-p (1) = 1p(1), (40)

tion of ‘i’(x) can be formulated as transformation rules for
the particle creation and annihilation operators. These rules
imposed on the operators b, (¢) and d,,; (1) lead to Eq. (40).

As we have mentioned before, the Bogolyubov trans-
formation allows one to diagonalize the Hamiltonian (26).
As we have checked this, it becomes

d
:;/ﬁ%(r)[

where ), (#) has the meaning of the instantaneous energy in
the pA eigenmode of the fermionic field ¥(x). Here, we
have treated an infinite constant by means of the normal
ordering of the creation and annihilation operators.
Actually, the system of equations (39) is not convenient
for numerical analysis, as for the considered electric field

strengths the phase factors eﬁif 0,1 oscillate rapidly.
For this reason, we introduce a new set of coefficients,

c,(,l)(t) and c,(,2>(t), such that

2 (1) +d’ (1) d_pi(1)].

(41)

by, (1),

1
sV (8) = (1)

—lf dr'w, (1)
f dta)IJ

(42)

2 (1) = & (1)’

Then, Eq. (39) can be rewritten in the form [16],
d [0 GO\ [a 0]
—wp (1) cl(,z) (1) ’

Yt
'Q‘p(t) =

. The last equation is structurally identical to the

(43)

wp (1)

- <—i£2p(t)

with the off-diagonal matrix elements given by
cle|€(1)e
2w (1)
Schrodinger equation of a two-level system which under-
goes a unitary time-evolution [16]. It will be solved for an
electric field model consisting of N, pulses (for more
details, see Sec. I C). Hence, the momentum distribution
of pairs created from the vacuum by a sequence of N,
electric field pulses is

PN = lim |§p(t>| =

P t—+o0

Jim | (DR, (45)
which follows from Eqgs. (31) and (43).

In closing this section, let us comment on another
approach which is widely used in this context and it is
based on solving the quantum Vlasov equation (QVE) [29]
(see, Appendix A). This is an integrodifferential equation
for the temporal momentum distribution of created pairs
(A13). Therefore, in light of the results presented in Sec. I C,
one may ask whether interference patterns can be observed
when solving the QVE. Since the QVE is a non-Markovian
equation, the time-evolution of the respective momentum
distribution depends on the history of the fermionic and
electric fields interaction, which is a memory effect. The
physical importance of the memory is that it carries the
information about quantum interference patterns, which has
been confirmed in [18].

C. Electric field model

Similar to Akkermans and Dunne [16], we consider
the time-dependent electric field described by the shape
function,

1

Fp(t) :m,

(46)

with a free parameter o. In contrast to their work, however,
we will exclusively study the pair creation by electric field
pulses produced by lasers, i.e., satisfying Egs. (1) and (2).
For this reason, we assume in the following that a single
electric field pulse is described by the shape function,
Fo(1) = No[Fp(t = Ty/2)

— Fp(t+To/2)].  (47)
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where F(t) is given by Eq. (46). Here, Ty denotes the
time-delay between both half-pulses, which is introduced
in relation to the parameter 7 present in [16]. If T is
sufficiently large (T) > o), in which case both half-pulses
are well separated, then N, = 1. Otherwise, the constant N,
is chosen such that

max |Fy(7)] = 1. (48)
Later on, we will compare the yield of created e~e™ pairs

when induced by a single pulse (47) and a finite train of
such pulses. The latter is defined by the shape function,

Neep
F(t) = ZFO[I+ (2N -1 _Nrep)T/z]y
N=1

(49)

representing a sequence of Ny, identical copies of (47).
Here, T is chosen such that, within the numerical accuracy,

Fo(£T/2) = 0, (50)
which guarantees that the train consists of well-separated
pulses. Thus, it has a clear physical meaning as a time-delay
between the subsequent pulses.

This shape function defines the time-dependent electric
field £(¢) of the amplitude &,

E(r) =

EoF (1), (51)

and the corresponding time-dependent vector potential

—/_; E(r)dr = /oo E(r)dr

For T such that the condition (50) is satisfied, both the
vector potential and the electric field vanish not only at
infinities, but also at times in-between the pulses, i.e.,
for t= (2N —Nyp)T/2, where N =1,....Nyg, — 1.
Keeping this in mind, we introduce the basic shape function
characterizing the vector potential fz(7) such that it
vanishes for t - +oo,

(52)

7a) = [ Fatoyan (53)

Namely,

f(t) = o[l — tanh(¢/0)],

(54)
where we have used Fg(t) given by (46). In addition, we
define the vector potential shape function for the single
pulse,

Folt) = / ™ Fo(e)dr = Nolfa(t + To/2) — falt = To/2)].

(55)
and for the train of pulses,
Neep
F@) = folt+ (2N =1 =N)T/2).  (56)
N=1
Hence,
At) = Ef (1) (57)

is the vector potential describing pulses which satisfy the
condition (1).

III. MOMENTUM DISTRIBUTIONS

In Fig. 1, we plot the momentum distributions of pairs
created from vacuum, Py . by a time-dependent pulsed
electric field, which has been defined in Sec. IIC. The
distribution denoted by the solid blue line describes the
process driven by a single pulse (N, = 1). The results
plotted as the dashed red line and the solid green line
correspond to the pair creation driven by a train of pulses
with either two (N, =2) or three pulse repetitions
(Nyep = 3), respectively. These results are scaled by Nrep
In addition, we show the momentum distribution when

-0.2 0 0.2 0.4 0.6 0.8 1
p|/mec

FIG. 1. Distributions of e”e™ pairs created from the vacuum,
PNNP, as a function of their longitudinal momentum p (with
p1 = 0), generated by a single pulse (N, = 1) (solid blue line),
or by a train of two (N, = 2) (dashed red line) or three pulses
(Nyep = 3) (solid green line). The shape function of the driving
electric field is defined by Egs. (46), (47), and (49) with the
following parameters o =5tc, Ty =407c, and T = 4007,
where 7¢ = 1/(mec?) is the Compton time. The amplitude of
the electric field & (in units of the Sauter-Schwinger critical field,
Es = mic?/le]) is & = —0.1&. The results are compared with
the pair momentum distribution induced by a half-pulse P, (solid
black envelope), characterized by the shape function (46).
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generated by a half-pulse electric field (46) (solid black
envelope). Similar to [16], this distribution is multiplied
by a factor of four, i.e., it is scaled to match the maximum
distribution for the single pulse (N, = 1). For the electric
field parameters we keep ¢ = 5t¢, Ty = 407¢, and T =
4007, which are expressed in units of the Compton time,
7c = 1/(mec?). The field amplitude &, (in units of the
Sauter-Schwinger electric field, £ = m2c3/|e|) is & =
—0.1&. The spectra are plotted as functions of the
longitudinal momentum p, i.e., for p; = 0. Such a choice
is justified as the particles are mostly generated in the
direction of the electric field oscillations. While the distri-
bution obtained for the half-pulse (46) exhibits a broad
structure, already for the single pulse (47) we observe typical
modulations in the spectrum of produced pairs. Such
modulations have been seen in Ref. [16] and attributed to
a double-slit Ramsey interference in time-domain, with each
half-pulse acting as a slit. Taking into account our definition
of apulsed electric field, which satisfies the condition (2), itis
justified to refer to such pattern as caused by an intrapulse
interference.

When applying a sequence of pulses to the QED vacuum
additional peak structures in the spectrum appear (see, the
results for two and three pulse repetitions in Fig. 1). Such
structures are much finer than the intrapulse modulations.
Typically, they consist of maxima which appear at the
same values of the longitudinal momenta p |, independently
of Niep. At these momenta, the distributions Py, approx-
imately scale to the one resulting from a single pulse
interaction with vacuum (solid blue curve), with a typical
scaling factor N%ep. In addition, these peaks become more
narrow with increasing the number of pulses in the train,
i.e., with increasing N,. Note that the main peaks in the
spectra are accompanied by secondary maxima. For a given
Niep, there is always (N, —2) of such secondary peaks.
Actually, all these features can be seen more easily in
Fig. 2. Here, the spectra are presented for the same
parameters as in Fig. 1, except that the time delays between

%1073

I |
/{l L. UM ....... |

1.5
pH/mec

FIG. 2. The same as in Fig. 1 but for ¢ = 7, Tj = 107, and
T = 1007c.

half-pulses and consecutive pulses are smaller now, Ty =
10z¢ and T = 100z¢, respectively. Also, the half-pulse
width is smaller, ¢ = 7. While modulations of the peak
structures originate from the intrapulse interference, the
peaks themselves occur only when a sequence of electric
field pulses [in the sense of Eq. (2)] is applied. Hence, we
conclude that their origin must be due to interpulse
interferences. Note that a distinction between different
patterns in the momentum distributions as being due to
either intra- or interpulse interferences is possible because
we study only those pulsed electric fields which satisfy the
condition (2).

The distinction between the inter- and intrapulse inter-
ference effects follows from the fact that, while the
interpulse interferences give rise to the pronounced and
sharp peaks in the momentum distributions of created
particles (with the separation of peaks entirely controlled
by the time delay of electric field pulses comprising the
train, not by their temporal shapes), the intrapulse inter-
ferences lead to the smooth modulations of those distri-
butions. At this point, we would like to stress that this
conclusion is independent of the electric field parameters
and so it remains valid within as well as beyond the regime
of applicability of the WKB theory, provided that the
electric field pulses are well separated from each other.

Now, let us discuss properties of the spectra presented in
Figs. 1 and 2 in relation to the electric field parameters.
First of all, already for half a pulse (46), one observes a
significant (i.e., roughly five orders of magnitude) differ-
ence when comparing the spectra. While the electric field
amplitude applied in both figures is the same, it has to be
related to the parameter o. We recall that 1/ describes the
bandwidth of the pulsed electric field (46), which is broader
in the case considered in Fig. 2. As a result, the electric field
quanta of larger energies interact with the QED vacuum,
making the process of pair creation more probable. Next,
we analyze modulations of the pair momentum distribution,
which are denoted in both figures by the solid blue curves.
These modulations are slower in Fig. 2, which is related to
the shorter time delay Ty between both half pulses driving
the pair creation. Finally, a shorter delay between the
consecutive pulses from the train 7 (Fig. 2) makes for
broader individual peaks in the momentum distributions for
Nyep > 1 and increases their separation. These fine proper-
ties of the momentum spectra (or, equivalently, of the
energy spectra) of particles can be explained based on the
time-energy uncertainty principle. Assuming that 7y and T
define characteristic times over which the energy (momen-
tum) of the system changes rapidly, more abrupt changes
should be observed for longer times, which is the case
considered in Fig. 1.

While the above analysis proves the sensitivity of the
resulting distributions to the external field parameters,
the question arises: Under which conditions do the peak
structures in the momentum distributions of the created
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particles arise when the process is driven by a train of
identical pulses? We answer this question next, when
analyzing properties of the time evolution operator.

IV. AVOIDED CROSSINGS VS CROSSINGS OF
THE EVOLUTION MATRIX EIGENVALUES

Formally, we have reduced the problem to investigating
the dynamics of the two-level system, which is governed by
Eq. (44). Now, we will use this similarity to interpret our
numerical results presented in the previous section.

The time evolution of such a system is given by a unitary

2 x 2 matrix U (1,¢), t > ¢, that satisfies the equation,

do w0 0
i O(1) = (_igp(t) Y m)U(t,t), (58)

4

with the initial condition U(7, ) = I. For a train of Niep
identical pulses driving the pair creation, the functions
w,(t) and Q, () are periodic in the interval N, T, with a
period T defining the time duration of an individual pulse
from the train. Thus, the system dynamics is determined by
its evolution over time 7. Let us denote the respective time
evolution operator as U(T + ¢, ') = U(T). It follows from
the composition condition,

O(t,¢) =0, 0", 1), (59)

where ¢’ is an intermediate time between ¢ and ¢, that
|

[ﬁ(T)]NreP = e—iNrep191p1 + e_iNrep&Zﬁz — e—iNrep190<

where we introduce 9y = (9, + 9,)/2 and 9=(9,—9,)/2.
Thus, there are four real angles 0 < 8, 9 < 2z, f, and y
which define the evolution of the system while it interacts
with the pulsed electric field. As we show next, only two of
them define the momentum distribution of created pairs.
The dynamics of each eigenmode of the fermionic field

‘i‘(x), which belongs to the momentum p, is governed by
the time-dependent Hamiltonian,

. w, (t iQ (t
Ay = (0B )
—iQ,(t) —w,(1)
Note that, in the remote past and future, it becomes
= tmam= (" ° 66
p=dm A0 =g _, ) ()

This means that, asymptotically, each eigenmode of the
fermionic field with the momentum p can have the energy

c08(Nyep?) + i sin(Nyep9) cos y
ie” sin(Ne,9) siny

U(f + NypT. ') = [U(T)] V. (60)

Keeping this in mind, we introduce the eigenvalue problem
for the operator U(T) (which is also called the monodromy
matrix [30]),

UT)j) =ej),  j=12, (61)

where the eigenvalues, e, are chosen as complex
numbers with the modulus equal to one, and |j) denote
their corresponding eigenstates. As discussed in
Appendix B, 9; are defined modulo 27 and the eigenstates
|/} can be parametrized as

o e P12 cos(y/2)
o —e~ P2 sin(y/2)
2) = e ( 2 costy2) ) (62)

where 0 <y < 7,0 < < 2z, and the global phases y/; can
be chosen arbitrary as they are irrelevant in our further
analysis. We next use the spectral decomposition of U (T),

A

U(T) = e Py + e 2P, (63)

where ﬁj = |j){j| (for j =1, 2) is the projection operator
on the state |j). It follows from Egs. (60) and (63) that

ie™# sin(N,e,d) siny )
c0S(N epd) — i sin(Ne,d) cos y '
(64)

[

w, or —w,. Hence, we interpret the upper energy eigenstate
|[+) = (1,0)7 as the one that describes an electron, whereas
the lower energy eigenstate |—) = (0,1)7 describes a
positron (here, T means the transposition). Once the electric
field is turned on, it couples these eigenstates leading to
creation of a pair. Namely, an electron occupying the lower
energy level is promoted by the electric field to the higher
energy level, which otherwise is vacant, and a real electron
and a hole are being created. Such a transition, which is due
to the interaction with N, identical electric field pulses,
leads to the momentum distribution,

Pryy = [(SI[O(T)]Yo ) P = sin’ysin’ (N 9),  (67)
where we have used Eq. (64). For completeness, we also
write down the corresponding distribution for a single pulse

(Nrep =1,

056009-8



DIFFRACTION AT A TIME GRATING IN ELECTRON- ...

PHYS. REV. D 98, 056009 (2018)

P, = |(=|0(T)|+)|? = sinysin29. (68)

These two equations allow one to interpret the modulations
of spectra, which have been presented in the previous
section.

As it follows from Egs. (67) and (68), the momentum
distribution of created pairs depends on two angles param-
eterizing the time evolution matrix (64), y and 9. The latter
is related to the phases of complex eigenvalues of the time
evolution matrix (63), as 9 = (9, — 9,)/2. If these phases
are the same modulo 27, the momentum distributions of
pair creation by a train of electric field pulses or by an
individual electric field pulse are expected to be zero. This
relates to the fact that, in such case, the time evolution of
the system is trivial. Namely, it follows from Eq. (63) that
U(T) = e~"*1], which means that the lower and the higher
energy eingenstates are uncoupled and the transition
between them does not occur. As discussed next, our
numerical results confirm this expectation.

In the top panel of Fig. 3, we show a portion of the
momentum distributions presented in Fig. 1. This time, a
dashed blue curve corresponds to the pair creation by a
single electric field pulse (N, = 1), the solid red curve is
for the sequence of two electric field pulses (N, = 2),
whereas the solid green curve is for three such pulses
(Nyep = 3). Below, in Fig. 3, we present the dependence of
the phases 9; (in blue) and 9, (in red) on the longitudinal
momentum. For visual purposes, the phases have been
defined such that 9; € (—z,0) (modulo 27) whereas 9, €
(0, 7) (modulo 27). The subsequent panels correspond to
Niep = 1,2, and 3. As confirmed by our numerical analysis,
whenever these curves intersect the momentum distribution
of created pairs is zero. For example, one of such
intersections indicated in the bottom panel by the green
arrow (the one pointing to the right) can be traced to the
zero of the respective momentum distribution for Ny, = 3
(green solid line) in the very top panel. It is also shown on
the enlarged scale in the bottom panel of Fig. 4. Note,
however, that there are such points which seem to be the
crossings of the 9; and 9, curves but actually they are
avoided crossings. These are, for instance, all points which
resemble the crossings in the second panel from the top in
Fig. 3, which is for N, = 1. Following the one marked
there by the black arrow (pointing to the left), we see that it
persists while increasing the number of pulses driving the
pair creation (see, the remaining two panels of Fig. 3). It is
also presented on the enlarged scale in the upper panel of
Fig. 4 for N, =1, 2, and 3. Remarkably, very quick
oscillations of the momentum distributions observed for
Nyep > 1 coincide with the regions where two phases 9,
and 9, exhibit their avoided crossings. On the other
hand, the same crossings occur already for N, = 1, which
does not result in sharp oscillations of the momentum

- -8
N x10
P
o - — — T T T, — — 4
I =7
< 0571
=
&
£, ‘ / ‘
& 0.7 0.71 0.72 0.73 0.74 0.75
pH/WLeC
4
S
~
N
=
< 2 <
=
=
>
0 . ) . .
0.7 0.71 0.72 0.73 0.74 0.75
py/mec

191/71' & 792/7T

0.7 0.71 0.72 0.73 0.74 0.75
p“ /WLPC

19]/7( & 192/7T
N

0.7 0.71 0.72 0.73 0.74 0.75
||/ mec

FIG. 3. The top panel shows the longitudinal momentum
distribution of particles created in the process driven by a single
electric field pulse (Ny, = 1) (dashed blue line), by a train of
two such pulses (N, = 2) (solid red line), and by three such
pulses (N, = 3) (solid green line). This panel relates to the same
parameters of the electric field as Fig. 1 except that, for visual
purposes, we consider now a smaller range of the longitudinal
momentum. Below we plot the phases 9, € (—z,0) (modulo 27)
(in blue) and 9, € (0, z) (modulo 27) (in red) which define the
eigenvalues of the time evolution operator (64), as functions of
p|- Each consecutive panel (from top to bottom) corresponds to
Nyep = 1, 2, and 3, respectively. Crossings and avoided crossings
of the §; and 9, curves correspond to either zeros of the
momentum distribution or to its maxima. A sample crossing
and avoided crossing are indicated by the green and the black
arrows, respectively.
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FIG. 4. Details of the avoided crossing and the crossing of the 9,
and 9, curves indicated in Fig. 3 by the black and the green arrows,
respectively. In the upper panel, the results are for different N .
Specifically, the dashed blue curve is for a single electric field
pulse (N, = 1), the solid red line is for a sequence of two such
pulses (N, = 2), and the solid green curve is for three such pulses
(Nyep = 3). We see in this panel that the gap between both phases
at the avoided crossing increases linearly with Ny,. In the lower
panel, the true crossing is presented for N, = 3.

distributions of pair production. Thus, it must be the
combined behavior of 9 and y which determine the
properties of the observed distributions, as we explain next.

In the lower panel of Fig. 5, we plot the dependence of
sin®y on the longitudinal momentum p. Note that sin® y
determines the momentum distribution of pair creation [see,
Eq. (67) and (68)]. As one can see, sin’ y takes in general
rather small values. However, it varies abruptly around
specific p|. As it follows from the upper panel of Fig. 5, at
these values of p| the distributions of pairs generated from
the vacuum by a sequence of pulses (N, > 1) exhibit their
local maxima. This indicates that resonant-like peaks of
sin? y coincide with the avoided crossings of the phases 9,
and 9,. As a consequence, a smooth dependence of the
momentum distribution on p| for N, =1 is observed
[Eq. (68)]. For Ny, > 1, the situation is different. We rewrite
Eq. (68) such that

sin(NrePS)] 2’ (69)

where the smooth function of p, Py, is multiplied by the
so-called diffraction term (also known as the interference

%1078
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FIG. 5. Portion of the pair creation spectra from Fig. 1 (upper

panel) and sin?(y) (lower panel) as functions of the longitudinal
momentum p|. The same color coding is used in the upper panel
as in the top panel of Fig. 3.

term). This term arises in optics when considering diffraction
of light by a grating of N, slits in the far-field zone. It also
leads to a coherent erep—type of enhancement of the light
intensity at specific values of 9. However, in our case, such
perfect erep coherence is never achieved. The reason is that,
while the diffraction factor takes the maximum value for
9, = nz (n =0, %1, ...), which equals erep, at those points
P, and PNW are zero. Instead, we observe a nearly perfect

enhancement of the pair production signal at 9, = 95 + nz
or, equivalently, at 9, = 9, + 295 (modulo 2x), with 295
being the gap between the two curves d; and J,. At those
points,

sin(Nyepd) 12 5 4
RELL A Y 1—= (N2, —1)82 7
|: sin 9 Nrep 3 (Nrep )19G ’ ( O)

where one has to assume that 5 < 1 and N,,dg < 1. If
these conditions are not satisfied, i.e., the gap between the 9,
and 9, curves becomes significant, the nearly perfect
coherence is lost. This is confirmed by our numerical results.
Specifically, one can see that in the upper panel of Fig. 6 fora
main maximum centered around 0.08m.c. In this case, the
results corresponding to different N, do not scale according
to (70). This is because the gap between the 9; and 9,
curves, as shown in the lower panel of Fig. 6, is too large and
Eq. (70) does not apply.
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FIG. 6. The same as in Fig. 1 except that in the lower panel we
plot the dependence of &; and J, [which parametrize the
eigenvalues of the evolution matrix, see, Eq. (64)] on the
longitudinal momentum for N, = 1. Although the momentum
distribution Py is a smooth broad curve, the avoided crossings of
the phases 9, and 9, for Ny, = 1 allow us to predict at which
momenta p| the momentum distribution of created particles will
peak for a train of such pulses.

In studying properties of the momentum distributions
shown in Sec. II C, we observe that the fine peaks present in
the spectra for Ny, > 1 are not equidistant. This is related
to the positions of avoided crossings of the phases 9; and
9, as functions of the longitudinal momentum p| and, as
discussed above, is determined by their behavior already
for Ny, = 1. Note that in Fig. 3, the 9, and 9, curves occur
as straight lines (for Nip =1) with same slopes; thus,
suggesting that avoided crossings are positioned at a fixed
p| increment. The reason is that the momentum region
considered there is very small. In fact, if plotted over a
larger interval of p; (Fig. 6), the phases turn out to be
nearly parabolas for small | pH| with increasingly steeper
arms at larger p|. This makes for a denser distribution of
avoided crossings for larger momenta p| and, hence, also
for a denser distribution of the interpulse peaks in Fig. 1.
The same concerns Fig. 2, but it is related to |p| instead.

Note that a very similar expression for the number of
created pairs, i.e., with a diffraction-type factor, has been
derived in [16]. Their analysis, however, was based on the
tunneling picture of pair creation which is appropriate for
6> 1/(mcc?). In such case, it is justified to use the WKB

theory and the turning points analysis in deriving the
aforementioned formula. Our approach, on the other hand,
is free of this assumption. Specifically, it also works very
well for parameters used in Fig. 2, where the quasiclassical
approximation cannot be applied. We also would like to
mention that both approaches refer to different concepts
of avoided crossings. In [16], the avoided crossings are
the turning points which are complex-time solutions of
the equation w,(z) = 0. It is the respective sum over all
dominant turning points which results in a coherent
enhancement of the number of created pairs. In our
approach, the avoided crossings correspond to the real
phases 9; and 9, of the eigenvalues of the time-evolution
operator U (T). They also introduce a dephasing mecha-
nism, which may lead to a significant loss of coherence
for sufficiently strong electric field pulses. Despite these
obvious differences, both approaches provide legitimate
explanations for appearance of the peak structure in the
signal of produced pairs, the origin of which lies in
diffraction of the vacuum at a time grating formed by a
sequence of time-dependent electric field pulses.

V. CONCLUSIONS

In this paper, we have analyzed the electron-positron
pair creation from vacuum driven by a sequence of N,
identical electric-field pulses. We have shown that intra-
and interpulse interference structures in the momentum
distributions of created particles arise in such scenario.
Importantly, this is independent of the electric-field param-
eters. For instance, the same is observed beyond the regime
of applicability of the WKB theory which has been the
focus of earlier studies [16-18].

In our paper, we have largely focused on interpulse
interferences. As we have showed, they lead to a nearly
perfect coherent enhancement of the momentum distribu-
tions of created particles. Namely, at certain momenta,
the major inter-pulse peaks scale approximately like erep
[Eq. (70)] as compared to the intrapulse modulations. This
has been related to nonadiabatic transitions between differ-
ent eigenstates of the time-evolution operator characterized
by phases 9; and 9,. While the gap between these phases
has to be sufficiently small for the nonadiabatic transition to
occur, with increasing the gap the nearly perfect coherence
is lost. Other detailed features of the momentum distribu-
tions have also been described using this interpretation.

In closing, we recall that similar—but fully coherent—
peak structures have been discussed in other strong-
field quantum electrodynamics processes such as the
Breit-Wheeler pair creation [31], the Compton scattering
[32-36], and ionization [37]. Here, instead, we conclude
that a perfect coherent enhancement of momentum dis-
tributions of the Sauter-Schwinger pairs can never be
reached. This is in contrast to the previous studies of the
Sauter-Schwinger process [16-18]. Note, however, that
there are other (i.e., noncoherent) means of amplifying the
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signal of created pairs. As we have demonstrated here,
this can be achieved when applying a broader bandwidth
pulse. In such case, more energetic photons participate in
pair production; thus, resulting in several orders of magni-
tude enhancement of the momentum distributions as
compared to those predicted in [16]. More aspects of such
investigations are going to be presented in due course.
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APPENDIX A: QUANTUM VLASOV EQUATION

The system of equations (44) is equivalent to the
quantum Vlasov equation [29], which has been solved in
the same context by various authors (see, e.g., [9,18]). To
see this better, let us 1ntr0duce the following combinations
of the coefficients c,, (t) and c,(,2 (1) defined by Egs. (42)
and (43),

fp.1) = |c£?><z>|2,
up.1) = s (O]cs” (O + [e (D] (1),
o(p. 1) = i(cy” (1)ey” (O] = [ey (0] (1))

Note that each of these functions is real. Moreover, based
on Egs. (31) and (43), we conclude that f(p, t) defines the
temporal momentum distribution of pair creation P(t),

(A1)

P(1) = f(p.1) = |ey (1)

Calculating the time derivative of the quantities (A1) and
using (44), we obtain that

F.1) = =, (Dulp. 1),
i(p.t) = =2w,(t)v(p, 1)
v(p. 1) = 2w, (t)u(p, 1),

where we have used Eq. (44) and the fact that

SV (1)]2 = 1 = £(p. 1). Since at the initial time ¢ we had
cf,z) (7') = 0, the aforementioned system of equations has to
be solved with the initial conditions: f(p,7) =0,
u(p,) =0, and v(p,?') = 0.

In doing so, we introduce a complex function {(p, ) =
u(p,t) + iv(p, t) and the following abbreviation, R(p, 1) =
2Q,(1)[1 = 2f(p,t)]. Then, the last two equations of (A3)
can be written in the form of the first-order, inhomo-
geneous, linear differential equation for the unknown
function {(p, ),

(A2)

—-2Q,(1)[1 - 2f(p.1)].
(A3)

C(p, 1) = 2imy(1E(p, 1) = R(p,1). (A4)
Solving first the homogeneous equation,
(p.t) = 2iw,(1)¢(p. 1), (AS)
we find out that
¢(p,1) = Cexp (21’ / ' drw, (1)), (A6)

where C is the integration constant. Varying this constant,
C = C(1), and plugging

C(p. 1) = C(1) exp (21’ % tdrw,,(r)), (A7)
into Eq. (A4), we arrive at
C(1) = —R(1) exp <—2i / tdm,,(r)) (A8)

The solution of this equation with the initial condition that
C(f)=01is

() = - [ 4R (z) exp (—2:’ [ Tdawp(a)) (A9)

Hence, combining (A7) with (A9), we obtain that

(p.t) = — / thR(T)exp<2i / tdaa)p(a)), (A10)

or, equivalently,

u(p, 1) :—/ﬂthR(T)cos<2ltdaa)p(0)>, (AL1)

o(p, 1) :-fdm(f) sin<2[daw,,(o)>. (A12)

Finally, the quantum Vlasov equation is obtained by
substituting (A11) into the first equation of (A3),

Fo.1) = 20,1 / 29, (2) (1 - 2/ (p. 7))

X cos <2 / ’ daa)p(a)),

with @), () and Q,(¢) defined in Sec. II.

(A13)
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APPENDIX B: TWO-DIMENSIONAL
UNITARY MATRIX

In this Appendix, we introduce the parametrization of a
2 x 2 unitary matrix, U. In general, such a matrix has the

form
N U U
0— < 1 12>’
Uy Uxp

where, from the unitary condition UY0 = I, we find that

(B1)

|Un >+ Uy > =1,
|Up* + |Unl* =1,

Ul Ui + U3 Uy = 0. (B2)
This means that a unitary 2 X 2 matrix can be uniquely
defined by four real parameters.

In addition, we know that any 2 x 2 unitary matrix has
two orthonormal eigenvectors, which we shall denote as
| /), and the corresponding complex eigenvalues A; such that

U|j) = 4jlj) (=1, 2). The eigenvalues have modulus
one, |4;| = 1, meaning that they can be represented as

A; = e~ with arbitrary real angles 9; defined modulo 2.
For the eigenvectors we can choose

o e~ P2 cos(y/2)
‘1> = eV ( b2 sin(y/2) >,
o —e~ P2 sin(y/2)
[2) = e < e2 cos(y/2) ) (53

where 0 <y <z, 0 < <2z, and the global phases y j
can be chosen arbitrary and are irrelevant in our further
analysis. We can also construct two projection operators,

Py =1i)l, (B4)

such that f’; = I3j, ﬁjﬁf = f’jéjf, and P, + P, =1. As it
follows from (B3) and (B4), they are independent of the

global phases y/; as

P _1<1+cosy e‘iﬂsiny)
"2\ efsing 1—cosy /)
. 1 /1-=cosy —e#sin
PQ:—< s y). (BS)
2\ —esiny 14 cosy

Using the spectral decomposition for the operator U,
0 - j’lpl +ﬂ.2p2, <B6)

we can write it down explicitly,

0O _il%(cos& +isindcosy
=e

ie” sin 9siny >
cosd —isinJcosy ’

(B7)

—ie sin9siny

with 99 = (9, +91)/2 and 9 = (9, — 9,)/2. Hence, the
four real angles 0 < 39,9 < 2z, 3, and y parametrize an
arbitrary 2 x 2 unitary matrix.

One can relate these angles to the elements of the matrix
U in the form given by Eq. (B1). For this purpose, we
determine the eigenvalues of the matrix (B1),

_U11+U22+\/Z
= 5 ,

_Uu+ Up— VA
= 5 ,
(B8)

A

Z8)

where
A= (U —Up)* +4UpU,y,, (B9)

and where we choose v/A such that Rev/A > 0. Hence, the
eigenvector corresponding to 4; is found,

1y = ). ®0

ei)(] ( U12
VI =UuP+|UpP \ 4 =Uy

where y; is an unknown phase. Its comparison with (B3)
leads to a set of two equations,

wi —f/2 = arg(e" Uy,) =y + arg(Uyy),
Wi+ p/2 = arg(e”1 (4 — Uyy)) = y1 +arg(d — Upy),
(B11)

where arg(z) is the phase of the complex number z. Next,
subtracting both sides of these equations, we get

mod 27.

p=arg(4 — Uy ) —arg(Uy,) (B12)

Furthermore, from the projection matrix P, we obtain

1 Up|?
+COS}/: 5 | 12| 5 (B13)
2 [Up|* + |4 = Uny
and, hence,
Upl* -4 — Uy )?
y:arccos<| 12|2 4 11|2>. (B14)
|Upa|* + 41 = U
Finally,
9; = —arg(ij), j=12. (B15)

In this way we have uniquely determined all relevant
angles.
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