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The Sydney University Giant Air-shower Recorder (SUGAR) measured the energy spectrum of ultra-
high-energy cosmic rays reconstructed from muon-detector readings, while the Pierre Auger Observatory,
looking at the same Southern sky, used the calorimetric fluorescence method for the same purpose.
Comparison of their two spectra allows us to reconstruct the empirical dependence of the number of muons
in a vertical shower on the primary energy for energies between 1017 and 1018.5 eV. We compare this
dependence with the predictions of hadronic interaction models QGSJET-II-04, EPOS-LHC and
SIBYLL-2.3c. The empirically determined number of muons with energies above 0.75 GeV in a vertical
shower exceeds the simulated one by the factors ∼1.7 and ∼1.3 for 1017 eV proton and iron primaries,
respectively. The muon excess grows moderately with the primary energy, increasing by an additional
factor of ∼1.2 for 1018.5 eV primaries.
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I. INTRODUCTION

In recent years, considerable attention has been paid to
discrepancies between theoretical models of the develop-
ment of extensive air showers (EAS), realized inMonteCarlo
simulations, and real EAS data; see e.g., Ref. [1] for a review
and Ref. [2] for a recent summary. Understanding of
fundamental reasons for these discrepancies might shed light
on the physics of hadronic interactions at energies and in
kinematical regions hardly accessible in accelerator experi-
ments. One of the best studied, though not yet understood,
discrepancies is the so-called muon excess. Analyses of the
muon content of air showers initiated by primary particles
with energies ≳1019 eV by the Pierre Auger Observatory
[3–5] and the Yakutsk experiment [6] revealed an overall
excess (several tens percent, depending on the assumed
primary composition and interaction model) in the number
of muons with energies Eμ ≳ 1 GeV in EAS, compared to
simulations performed with available hadronic-interaction
models. This is in line with earlier results of the HiRes/MIA
experiment [7] obtained for E≳ 1017 eV. While preliminary
IceTop results [8] for GeV muons and 1015 eV≲ E≲
1017 eV suggested that no excess is seen, they have been

superseded by newer preliminary results [9] demonstrating
the rise of the muon excess near 1017 eV, consistent with the
excess seen by HiRes/MIA (see also discussion in Ref. [10]).
The NEVOD/DECOR group has studied the number, multi-
plicity and energy of bundles of Eμ ≳ 2 GeV muons in
inclined showers at E ∼ 1017 eV and found the excess of the
number of bundles over the simulation [11], while the energy
deposited per bundle agrees well with models [12]. Analysis
of the muon density of EAS in KASCADE-Grande [13] for
muonswithEμ ≳ 230 MeVand1016 eV≲ E≲ 1017 eV did
not reveal the excess in the muon density, though a mismatch
in the muon attenuation length was found. Also, the analysis
of the muon data of the EAS-MSU experiment [2] did not
reveal any excess of Eμ ≳ 10 GeV muons at 1017 eV≲ E≲
1018 eV. As is discussed in Ref. [2], all these data have been
obtained in different conditions, that is for different ranges of
the primary energy E, various muon energies Eμ, at different
atmospheric depths, for different zenith angles and with data
obtained at different distances from the shower axis. A more
systematic study of the muon excess over a large range of
primary energies and zenith angle is needed with a single
experiment.
In this work, we make an attempt to use the data of the

Sydney University Giant Air-shower Recorder (SUGAR)
array, which consisted of 54 muon detectors spread over
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70 km2, for the study of the muon-excess problem. The
present note reports the first results obtained from com-
parison of published UHECR spectra measured by two
Southern hemisphere experiments, SUGAR and Auger. We
assume that, since both experiments see the same sky, the
true cosmic-ray (CR) spectra should be identical, and any
differences are due to different reconstruction methods
used. The Auger spectrum is normalized to fluorescence
detector energy measurements, a method which is
described as calorimetric with accuracy of ∼14% [14].
We, therefore, use the Auger spectrum as a proxy to the true
CR spectrum seen from the Southern hemisphere. The
SUGAR spectrum was derived from the muon-detector
data, and model assumptions have necessarily been
invoked to estimate the primary energy E from the effective
vertical muon number Nv for each shower. In this work, we
take the SUGAR Nv spectrum and fit the EðNvÞ relation in
such a way that the Auger spectrum is reproduced from the
SUGAR data. Comparison of our empirical EðNvÞ relation
with the theoretical one, ESðNvÞ, used by the SUGAR
group, reveals the excess of muons in data with respect to
the model relation: EðNvÞ < ESðNvÞ; hence, the number of
observed muons in a shower with a given primary energy is
larger than expected from the models. This is in line with
the results of the Auger and Yakutsk arrays on the muon
content and opens the possibility to study the muon excess
in more detail with SUGAR data on individual events.
While this more detailed study, tracing the origin of the
excess, will be performed elsewhere, we compare here our
empirical EðNvÞ relation with those predicted by
Monte Carlo simulations performed with modern had-
ronic-interaction models. This confirms the muon excess
in data with respect to simulations and addresses the energy
dependence of this excess: the excess grows very moder-
ately with energy over 1.5 decades in the primary energy
between 1017 and 1018.5 eV.
In Sec. II, we discuss briefly the published spectra of

SUGAR and Auger which we use as the input for this
study. We compare the spectra and derive the empirical
muon number–energy relation in Sec. III. This relation is
compared to results of simulations with three hadronic
interaction models in Sec. IV. Section V contains our brief
conclusions and discusses prospects for future work.

II. THE SPECTRA

A. SUGAR

The SUGAR experiment was in operation between 1968
and 1979 [15–17]. The array was located near the town of
Narrabri in New South Wales, Australia, at latitude
30°320 S, longitude 149°360 E and altitude ∼250 m above
sea level. The array covered an area of about 70 km2 and
consisted of 54 underground detector stations. There were
no surface-based detectors. Each detector station had two
liquid-scintillator tanks 50 m apart in the North-South
direction, buried at the depth varying within 1.5� 0.3 m
[16]. The effective area of each scintillator tank was 6.0 m2.
The threshold energy for detected muons was
ð0.75� 0.15Þ sec θμ GeV, where θμ is the zenith angle
of the incident muon. To reconstruct the primary energy,
readings of these muon detectors were used as the input.
Model-based relations between the muon number and the
energy were invoked.
Early work of the SUGAR group had been criticized for

underestimation of the photomultiplier afterpulsing effect.
However, it was subsequently taken into account properly.
In this work, we use the spectrum presented in Ref. [18],
where the afterpulsing effect was correctly taken into
account. Still, the spectrum was considerably higher than
those obtained by other groups. We believe that this is a
manifestation of the “muon excess.” Note that, in an early
work, the SUGAR group did study the surface component.
There was a spark chamber detector placed between two of
the closest array SUGAR stations, triggered by a coinci-
dence of the two stations [19]. The correction for after-
pulsing was not implemented at that time, but, qualitatively,
the results of that study agree well with those of the
present work.
We restrict ourselves to the energy range where SUGAR

had sufficient statistics, that is, far below the Greizen–
Zatsepin–Kuzmin suppression. We use the differential
vertical muon number, Nv, spectrum obtained by combin-
ing various muon-number spectra at different zenith angles
[18]. For a given EAS zenith angle θ, the effective vertical
muon number Nv in a shower is related to the reconstructed
muon number Nμ through the following relation,

log10

�
Nv

Nr

�
¼

ð1 − γv − Aðcos θ − 1ÞÞlog10ðNμ

Nr
Þ þ Bðcos θ − 1Þ þ log10ð 1−γv

1−γv−Aðcos θ−1ÞÞ
1 − γv

; ð1Þ

where the coefficients are A ¼ 0.47, B ¼ 2.33, γv ¼ 3.35,
and the normalization scale is Nr ¼ 107. This relation was
obtained in Ref. [20] empirically from the data by means of
the constant-intensity cuts method. The muon number, Nμ,
is, in turn, determined by fitting individual detector

readings by the experimentally determined muon lateral
distribution function (LDF),

ρμðrÞ ¼ NμkðθÞ
�
r
r0

�
−a
�
1þ r

r0

�
−b
: ð2Þ
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Here, ρμ is the muon density, Nμ is the estimated total
number of muons, θ is the incident zenith angle, r is the
perpendicular distance from the shower axis, r0 ¼ 320 m,
a ¼ 0.75, b ¼ 1.50þ 1.86 cos θ, and

kðθÞ ¼ 1

2πr20

ΓðbÞ
Γð2 − aÞΓðaþ b − 2Þ : ð3Þ

The resulting Nv spectrum, shown in Fig. 1, is well
described by a power law for Nv < 107.5, the range used
in this study. More details on the SUGAR data processing
may be found in Ref. [18].
According to the SUGAR procedure, the primary energy

of the shower is related to the number of vertical muons by
the following expression,

E ¼ ErðNv=NrÞα: ð4Þ

For the Hillas model [21] used in Ref. [18],

Er ¼ 1.64 × 1018 eV; α ¼ 1.075: ð5Þ

Given the power-law shape of the Nv spectrum and the
relation (4), the resulting SUGAR energy spectrum [18],
see Fig. 2 (red empty triangles), is also power law. The
systematic error of the SUGAR Nv spectrum measurement
is ∼3% as one may conclude from Ref. [17] (the dominant
source of uncertainties discussed there is related to the
determination of the shower geometry). This relatively low
value is not surprising because the dominant source of
systematics in the energy spectrum comes from relating the
primary energy to observable quantities, while here we use
the muon number measured directly at the surface and keep
the EðNvÞ relation free, see Sec. III.

B. The Pierre Auger Observatory

The Pierre Auger Observatory has been in operation
since 2004 [14]. The experiment is located near the town of
Malargüe in Mendoza Province, Argentina, at latitude
35°120 S, longitude 69°190 W and the average altitude
∼1400 m above sea level. The Observatory includes the
large surface-detector (SD) array of 1600 water-Cherenkov
detectors distributed over the area of ∼3000 km2, supple-
mented by an additional, more dense array of 61 detectors
spreading over the area of ∼23.5 km2. Jointly with SD, the
fluorescence detector (FD) consisting of four telescope
stations works in coincidence with the large SD during a
limited fraction of time (clear, moonless nights). An addi-
tional FD station, the High-Elevation Auger Telescope
(HEAT), is able to detect lower-energy showers in coinci-
dence with the dense SD array. The FD method provides
the primary energy estimates with reduced model uncer-
tainties and is, therefore, used to calibrate the SD energy
scale by means of simultaneous (hybrid) observations of a
number of events. The systematic error of the Auger energy
scale is �14% [14] and is dominated by the uncertainty in
the fluorescence yield measurement. For the present study,
we use the most recent combined energy spectrum reported
in Ref. [22]. In the energy range we use, E≲ 1018.5 eV, the
spectrum is dominated by the dense SD data, with a modest
contribution from hybrid data in the higher-energy part, and
is well approximated by a power law [22]. The spectrum is
also shown in Fig. 2 (blue filled circles).

III. COMPARISON OF THE SPECTRA

The key part of the present study is to change the EðNvÞ
relation in such a way that the SUGAR muon data produce
the Auger spectrum calibrated by the FD. This is

FIG. 1. SUGAR differential vertical-equivalent muon-number
(Nv) spectrum [18]. The line presents the power-law fit for
Nv < 107.5.

FIG. 2. The SUGAR differential energy spectrum [18] esti-
mated using the Hillas model [21] in Eqs. (4) and (5) (red empty
triangles); the Auger differential combined energy spectrum [22]
(blue filled circles); the SUGAR differential energy spectrum
estimated using the empirical EðNvÞ relation in Eqs. (4) and (6)
(red empty circles; this work). The inclined bar represents the
systematic uncertainty in terms of E, summed in quadratures.
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straightforward to do given the power-law shapes of both
spectra. We fit parameters Er and α of Eq. (4) requiring that
the SUGAR energy spectrum, reconstructed with these new
parameters, matches the Auger combined energy spectrum.
As a result we obtain the following values of parameters for
Eq. (4),

Er¼ð8.67�0.21stat�0.26systSUGAR�1.21systAugerÞ×1017 eV;

α¼1.018�0.0042stat�0.0043systSUGAR�0.0028systAuger;

ð6Þ

where the systematics discussed above was propagated.
The modified SUGAR spectrum is shown in Fig. 2 by red
empty circles and demonstrates an excellent agreement
with the Auger spectrum.

IV. COMPARISON TO THE
MONTE-CARLO SIMULATIONS

At the next step, we quantify the “muon excess” by
comparing our empirical EðNvÞ relation with those pre-
dicted by modern Monte Carlo (MC) models. We use the
CORSIKA 7.4001 [23] EAS simulation package. We
choose the QGSJET-II-04 [24], EPOS-LHC [25] and
SYBYLL-2.3c [26] as the high-energy hadronic interaction
models and FLUKA2011.2c [27] as the low-energy had-
ronic interaction model. We simulate a library of artificial
EAS with primary energies following an E−3.19 differential
spectrum [18] with 9 × 1016 eV < E < 4 × 1018 eV.
These EAS are simulated with zenith angles in the range
between 0° and 75° (as in the real SUGAR data used in
Ref. [18]) assuming an isotropic distribution of arrival
directions in the celestial sphere. The simulations were
performed with the thinning parameter ϵ ¼ 10−5 and
maximal weight limitations, cf. Ref. [28]. As it is custom-
ary in simulations with thinning for sparse ground arrays,
particles within 100 m from the core were discarded.
For each of the three high-energy hadronic interaction

models, we simulated 10000 showers for primary protons
and the same number of showers for primary iron. The lower
energy thresholds are fixed for hadrons (excluding π0) and
muons as 50 MeV; for photons, eþ, e− and π0 as 250 keV.
The standard geomagnetic field for the SUGAR array
location is assumed, Bx ¼ 24.0 μT and Bz ¼ −51.4 μT.
Sincewe are interested in themeanEðNvÞ relation and not

in its fluctuations, we estimate the number of muons with
energies above the SUGAR threshold in an artificial shower
and calculate themuon density in concentric rings around the
shower axis. As was done with the real data, we use the
experimental muon LDF in Eq. (2) and fit it to the muon
density distribution in MC, obtaining Nμ. Then, we use
Eq. (1) to express the effective number of vertical muonsNv
through Nμ and θ. As a result, Nv is determined for each
artificial shower.We note that this proceduregives, of course,

a rough approximation to the data analysis chain, since, in
reality, only a few detector stations were firing, which
reduced considerably the precision of reconstruction of
the core position, the arrival angles and the LDF. To
demonstrate that mean relations are not strongly affected
by these uncertainties, we performed a simple simulation in
which the effect of a limited number of stations was imitated
in the followingway.A random location of the showerwithin
the SUGAR arraywas generated and the meanmuon density
at each detector station was calculated from LDF and
transformed into detector readings by means of the
Poisson distribution. The true geometry was modified to
imitate reconstruction errors (50 m in the core location and
2.6° in the arrival direction, assuming Gaussian distribu-
tions). Then, Nμ was reconstructed from these data and
compared to the input one. For an individual shower, the
statistical error introduced by this procedure was ∼19% in
Nμ, symmetric with respect to the central value. As a result,
the total effect of our simplified procedure on the
reconstruction of the MC relations from 10000 artiicial
events was far below statistical fluctuations. A more detailed
study, taking into account all steps of the SUGAR
reconstruction procedure, will be performed elsewhere.
Figure 3 presents a comparison of the simulation results

for NvðEÞ with our empirical relation. The “muon excess”

FIG. 3. Mean effectivenumber of verticalmuonsNv as a function
of the primary energy. Points indicate the results of Monte Carlo
simulationswithQGSJET-II-04 (protons—red open circles, iron—
blue open circles), EPOS-LHC (protons—red open triangles, iron
—blue open triangles) and SIBYLL-2.3c (protons—red open
squares, iron—blue open squares). The dashed blue line corre-
sponds to our empiricalmodel Eqs. (4) and (6); the shaded blue area
indicates the total uncertainly (statistical and systematic errors
summed in quadrature). Statistical error bars for the Monte Carlo
points are shown where they are larger than symbols.
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is clearly seen, and its dependence on the energy may be
studied. To this end, we parametrize the ratio of empirical,
Nemp

v , and simulated, NMC
v , muon numbers in vertical

showers as a power law in energy E,

Nv

NMC
v

¼
�

Nv

NMC
v

�
0

�
E
E0

�
q
: ð7Þ

Best-fit normalizations and exponents for the relation (7)
are given in Table I for E0 ¼ 1017 eV and various models
and primaries. These relations, quantifying the muon
excess, are plotted in Fig. 4. We see that the muon excess
grows moderately with energy. It could be possible that
extrapolation of this dependence to even lower energies
may result in the disappearance of the excess at
E0 ∼ 1016 eV. We note that the discrepancy between the
data and simulations is less pronounced for heavier
primaries, though still significant. Agreement at E0 ∼
1017 eV between the three hadronic-interaction models
we use is not surprising because all three were tuned to
reproduce the Large Hadron Collider results.

V. CONCLUSIONS AND OUTLOOK

In this paper, we obtained an empirical relation between
the number of muons in an extensive air shower and the
primary energy, for energies 1017 eV≲ E≲ 1018.5 eV. To
this end, we took the SUGAR effective muon-number
spectrum and determined the relationship (4), (7) between
the energy and muon number in a vertical shower, starting
from the requirement that the Auger energy spectrum is
reproduced from the SUGAR muon data. Then, we
compared our empirical relation with the Monte Carlo
simulations performed with the help of modern hadronic-
interaction models. We found the excess of muons in real
air showers with respect to simulations, as parametrized by
Eq. (7) with parameters listed in Table I, for three hadronic-
interaction models, QGSJET-II-04, EPOS-LHC and
SIBYLL-2.3c, and two types of primary particles, protons
and iron nuclei.
In our work, we treated the Auger energy spectrum as the

true underlying primary spectrum for the SUGAR events.
This assumption is motivated by the similar fields of view
of the two Southern experiments and by the calibration of
the Auger spectrum to the FD measurements, which
suppresses model dependencies. Nevertheless, the correct-
ness of this assumption remains the main source of the
systematic uncertainties of our approach, and the system-
atic error of the experimental energy scale dominates the
uncertainties of our study.
This work represents the first step in exploitation of

unique SUGAR muon data for a detailed study of the muon
excess. The shower-by-shower SUGAR data will be
analyzed to compare real and simulated muon numbers
as a function of not only the primary energy, but also of the
atmospheric depth (zenith-angle dependence), distance to
the shower core (the LDF shape) etc., allowing us to trace
the origin of the discrepancies between data and simula-
tions. This work, currently in progress, would ultimately
affect both our understanding of hadronic interactions and
the interpretation of all high-energy cosmic-ray results.
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