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Nonequilibrium axial charge production in expanding glasma flux tubes

Naoto Tanji*

European Centre for Theoretical Studies in Nuclear Physics and Related Areas (ECT¥*)
and Fondazione Bruno Kessler, Strada delle Tabarelle 286, 1-38123 Villazzano (TN), Italy

® (Received 16 May 2018; published 18 July 2018)

Axial charge production at the early stage of heavy-ion collisions is investigated within the framework of
real-time lattice simulations at leading order in QCD coupling. Starting from color glass condensate initial
conditions, the time evolution of quantum quark fields under classical color gauge fields is computed on a
lattice in longitudinally expanding geometry. We consider simple color charge distributions in Lorentz
contracted nuclei that realize flux tube-like configurations of color fields carrying nonzero topological
charge after a collision. By employing the Wilson fermion extended to the longitudinally expanding
geometry, we demonstrate the realization of the axial anomaly on the real-time lattice.
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I. INTRODUCTION

In relativistic heavy-ion collisions, C P-violating configu-
rations of color gauge fields can be generated locally either
by gauge field dynamics at the instant of a collision or
sphaleron transitions at later times [1-5]. Quarks interacting
with such gauge fields induce the imbalance of axial charge
due to the quantum phenomenon of axial anomaly. In
presence of a strong U(1) magnetic field, which may be
generated in off-central collisions, the axial charge asym-
metry can be converted to a flow of electric current along the
magnetic field [6]. This phenomenon is called chiral
magnetic effect (CME) [7-9]. Experimental searches for
this novel phenomenon have been carried out at RHIC and
the LHC [10-12], where a charge dependence of azimuthal
correlations was measured [ 13]. However, the observation of
the CME in heavy-ion collisions still remains inconclusive
due to large backgrounds [14].

On the theory side, there have been numerous develop-
ments in the description of the transport phenomena asso-
ciated with the CME based on the chiral kinetic theories
[15-20] and the anomalous hydrodynamics [21-26]. To
make predictions of observable consequences of the CME,
some of these frameworks need the information of the axial
charge distribution as an initial condition as well as the space-
time distribution of the magnetic field. Since the lifetime of
the magnetic field is expected to be short <1 fm/c [27-29],
the understanding of the axial charge production at the early
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stage of heavy-ion collisions is indispensable in order to
make reliable predictions about the CME.

At high energies, colliding heavy-ions can be described in
terms of the effective theory of color glass condensate (CGC)
[30-32]. By a collision, strong color electromagnetic fields
are generated, and the system expands to the longitudinal
direction in a nearly boost-invariant way. Even though the
QCD coupling is weak g < 1, this system, called glasma [2],
is strongly correlated because the gauge fields are inversely
proportional to the coupling constant A ~ 1/¢g as a conse-
quence of the gluon saturation. Nonperturbative dynamics of
these gauge fields can be computed by classical (-statistical)
gauge field simulations on the real-time lattice for the
longitudinally expanding geometry [33-38]. A key feature
of the glasma is nonzero topological charge density FF,
which is comprised of longitudinal color electric and color
magnetic fields having flux tube-like structures.' Because
the typical field strength of the glasma is characterized by the

'"The physical picture of the glasma flux tube is similar to the flux
tube model that is encoded in the Lund Monte Carlo model [39].
One important difference of the glasma flux tube from the
conventional color flux tube is the existence of color magnetic
fields [2]. Besides it, a significant difference is the strength of color
sources that generate the flux tubes. In the conventional flux tube
picture, the color source is a single pair of partons, which have an
elementary charge of the order of g. In this case, once other single
pair of partons is created in the flux tube via the Schwinger
mechanism, the electric field is immediately shielded and string
breaking happens. By contrast, the color source of the glasma flux
tube is high-density gluons whose number density is ~1/g. Since
the charge density of this source is order one, a single pair of quark-
antiquarks or gluons is not sufficient to shield the color field in the
glasma. Consequently, the decay of the color field is not as sudden
as the string-breaking picture. The field is gradually diluted as
many pairs of particles are produced. Meanwhile, the produced
particles can coherently interact with the residual color field and the
collective motion of the produced particles may appear [40—42].
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saturation scale Q,, which is much larger than the light-quark
masses, quark production can happen intensely in the
glasma. Therefore, the glasma has the capability to generate
abundant axial charges through the quark production.

Since the axial anomaly is a genuine quantum phenome-
non, one needs to solve the dynamics of quantum quark
fields for a proper description of the axial charge production.
Once we approximate the time evolution of the strong gauge
fields as that of classical fields, the dynamics of the quark
fields under the strong gauge fields can be computed on the
real-time lattice [43-50]. To the leading order in the
coupling g, the quark dynamics under the strong gauge
field A ~ 1/g is governed by the Dirac equation that non-
perturbatively couples to the gauge field via the covariant
derivative [51]. To this order of the approximation, the
backreaction from quarks to the gauge field is negligible and
the gauge field can be regarded as a background field. In the
next-to-leading order of the weak-coupling and strong-field
approximation, the Yang—Mills equations couple to current
induced by the quarks representing the effect of the back-
reaction [52]. In this study, we consider the weak-coupling
and strong-field limit and thus neglect the backreaction.

The aim of this paper is to present formulation and
numerical results for the axial charge production in the
glasma gauge fields taking the expanding geometry specific
to the early stage of heavy-ion collisions into account. To
manifest the axial anomaly on a lattice, one has to take care
of the fermion doubling problem [53]. In the context of the
real-time lattice simulations, the Wilson fermion method
has been successfully applied to the description of the axial
anomaly in nonexpanding systems [47-49,54-57]. We will
employ the Wilson fermion method that is extended to the
expanding geometry, which was first introduced in Ref. [50].
Since the glasma gauge fields are produced as a consequence
of the interactions between colliding two sheets of CGC, itis
important for consistency to take the interactions of the
quark fields with the CGC fields into account, i.e., to solve
the Dirac equation under the CGC gauge fields. The Dirac
equation is analytically solvable until the time right after a
collision [43], and the solution that explicitly manifests the
boost invariance of the system has been derived in Ref. [44].
We will employ this solution as an initial condition for the
time evolution after a collision.

In the framework of the CGC, classical gauge fields are
emitted from color charges that represent hard degrees of
freedom (d.o.f.) in a nucleus, and the distributions of the
color charges are treated as random variables [30-32]. When
two nuclei collide, the longitudinal color fields are generated
depending on the color charges of each nucleus. Since the
two nuclei are causally separated before the collision and
their color distributions are random, also the topological
charge density FF has random nature: it fluctuates event by
event, and in each event it has a random distribution in the
transverse plane. As a first step to elucidate the axial charge
production in the early stage of heavy-ion collisions, instead

of the random color distributions, we consider fixed
configurations of the color charges that realize simple flux
tube—like configurations of color fields that has nonzero FF.
By this setup, we aim at simulating the axial charge
production in a domain where FF happens to be nonzero
in a single collision event.

The paper is organized as follows. In Sec. II, the
formulation of the Dirac field and the axial anomaly in
the boost-invariantly expanding system is explained. In
Sec. III, we first review the CGC initial conditions for the
gauge fields and the quarks fields, and then we explicitly
construct the color charge distribution that realizes the flux-
tube structure of the glasma color field. After we discuss the
formulation of the problem on the real-time lattice in
Sec. 1V, we present our numerical results in Sec. V.
First, we consider uniform glasma fields by taking the
limit of large flux-tube width and verify that the axial
anomaly is correctly realized on the real-time lattice in the
expanding geometry. Then we show results for the glasma
flux tube configuration. Section VI is devoted to conclud-
ing remarks.

In this paper, we use the metric ¢** = diag(1,—1,—1,-1)
in the original (¢, x, y, z) coordinates.

II. AXIAL ANOMALY IN THE BJORKEN FRAME

In the high energy limit of a heavy-ion collision, the
system right after the collision shows boost-invariant
expansion to the longitudinal direction, which can be
conveniently described in terms of proper time 7 and
space-time rapidity # defined by

1 t+2z
=1 -2, n:§1n<—t_z>, (1)

as well as transverse coordinates x| = (x,y).
In the original rest frame, the vacuum expectation of the
axial current density is given by

J4(x) = (O] (x)y*ys¥(x)|0), (2)

where W(x) denotes the quark field operator. The axial
current obeys the Adler-Bell-Jackiw [58,59] anomaly
equation

2
. U g a a
D,Js = 2m(0|Wiys'¥|0) —I—@E - B, (3)

where m denotes quark mass and the summation over the
color indices a = 1, ..., N> — 1 is implied.?

To respect the boost invariance, we compute all expect-
ation values in the Bjorken frame that moves to the

’In this paper, we consider only one quark flavor. Since we
neglect the backreaction, different flavors contribute to the axial
anomaly just additively.
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longitudinal direction with the local velocity of v, = z/t =
tanh . Moving to the Bjorken frame, the axial current is
transformed as

J5(x) = AF, (%), (4)
where
coshp 0 0 -—sinhy
0 1 0 0
Ny = (5)
0 0 1 0
—sinhy 0 0 coshpy

is the boost operator to the Bjorken frame for four-vectors.
Here and in the following, quantities in the Bjorken frame
are denoted with a hat . To solve the Dirac equation under
boost-invariant background fields, it is convenient to treat
the quark field operator boosted to the Bjorken frame,

¥ = re ¥, (6)

where e#7" is the boost operator to the Bjorken frame for
spinors. The factor /7 is just a convention to make the
following equation simpler. The Dirac equation for the
boosted field is

i ) .
(iyODT + ;y3D,1 +iy'D; — m)‘P(x) =0, (7)

with D, = 0, + igA, being the covariant derivative [44].
Here and in the following, repeated indices i imply the
summation over i = 1, 2. In terms of the boosted field
operator, the axial current in the Bjorken frame (4) is
simply rewritten as

= LM (rersb(2)[0). Q

Such expectations of fermion operators can be expressed by
fermion mode functions [54]. The mode functions are
introduced by the mode expansion of the field operator

d? pLdz/
T n, xJ_ Z/ 271_)3 prsc(T nva_> Ap | vs.c
s,¢

- ¥
+ l//pL.zx,s,c (Tv naxL)bPJ_.lAS,CL (9)
where a, , . and b, , . are annihilation operators of a

quark and an antiquark, respectively, having momentum
(p.,v), which is conjugate to (x,7), spin s and color c.
The superscripts + and — in the mode functions distinguish
the positive and the negative energy solutions. By sub-
stituting Eq. (9) into (8), we find the expression

d’pdv -
Z/ 2”3 l//vascy ySWplpsc (10)

In terms of the quantities in the Bjorken frame, the
anomaly equation (3) is rewritten as

1 ~ A 1,4 2m LSRN 92 ¢ DU
;af(fj(s))JraiJs +;3n1§27<0|‘1’1}’5w|0>+4—”215 -B*.
(11)

We note that the two terms in the right-hand side are
Lorentz scalars. In boost-invariant background fields we
consider in this study, the 7-derivative term drops. The axial
charge density per unit transverse area and unit space-time
rapidity is related with 72 as

dNs5 N
dzde” = T](S)' (12)

By integrating Eq. (11) over the proper time, we find the
relation

dN5
d’x  dn

T 2 T
= 2m/ n(7,x)dr +92/ 7E®-B%d7, (13)
0 4r” Jo

+ / 70,75 (7 x )dr
0

where we have introduced a shorthand notation for the
pseudoscalar condensate,

i = (0[¥irs®|0). (14)

In deriving Eq. (13), we have assumed that the axial charge
density is vanishing at 7 = 0, which is the case for the CGC
initial condition discussed in the next section.

III. CGC INITIAL CONDITIONS

In the CGC effective theory, hard d.o.f. in a high energy
nucleus are treated as classical sources of radiation, while
soft d.o.f. are described as classical gauge fields that couple
to the hard sources via the Yang—Mills equations

D, F] = J. (15)

The classical sources of two colliding nuclei running with
the speed of light are represented by a current

JH = 5”*5(x_)p(1)(x1_) + 5”_5(x+)ﬂ(2)(xl)v (16)

where p(,)(x ) (n = 1, 2) denote the color charge densities
of the two nuclei in the transverse plane, and x* are light
= (1% z)/V/2. With the
the Yang-Mills

cone coordinates defined by x*
initial condition A¥ =0 at t — —oo,
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equations can be solved analytically up to the =07
surface’ [60]. The solution at =0" in the Fock—
Schwinger gauge A, = 0 is

Al(=0,x1) = a(;)(x1) + ay (x1), (17)
91 i i
A"(T = O,xl) — E |:a(1)’ a(z):| ) (18)

where aén) are transverse pure gauges

. i l.
g, (x1) = —5‘/(”) (x1)0V (ny(x1) (19)
associated with gauge factors

V(n) (xL) = exp [lgvlzp(n) (xl)}' (20)

Nonzero components of the color electromagnetic fields
given by these gauge fields are only longitudinal ones,

EZ<T = O,xl) - _ig[aél),al('z)]a (21)

B.(t=0,x,) = —ige,-j[aél),afz)]. (22)
|

i 2 iq, x|
¢ eil’rxﬁril/ﬂ/ d°q, e

This color field configuration in general carries nonzero
topological charge density E“ - B and hence can generate
axial charge through quark production [2]. We emphasize
that nonzero E¢ - B¢ exists only after a collision. The CGC
color fields localized on the light cones, x* = 0, are only
transverse ones and electric and magnetic fields are orthogo-
nal to each other, ELB [2]. Therefore, the axial charge
density is vanishing at the instant of a collision, 7 = 0.

In the McLerran—Venugopalan (MV) model [61], the
color charges p(,(x,) are assumed to be distributed
randomly in the transverse plane according to a Gaussian
probability distribution. In the present study, we consider a
fixed configuration of p(,) (x1) that corresponds to a flux
tube—like configuration of the color electromagnetic fields in
order to elucidate the nonequilibrium axial charge produc-
tion in a simpler situation.

The leading order dynamics of fermions under strong
gauge fields can be described by the Dirac equation for the
fermion mode functions [51,54]. Under the CGC gauge
fields, the Dirac equation can be solved analytically up to
the 7 = 0T surface [43,44]. The mode solution at 7 = 0™
with the initial condition of the negative-energy free spinor
att - —oo is

B M2 7\ v 1 ~
{ez<m> I“<—i1/+2)V§(JCL)‘/2(‘IL)J’+

Iy vsa\X) = —
Prussal )T:m \/‘TMP (27)* Mg 2M,
_w M1%+q7 —iv . 1 + ~ _ i 0
te oy ) Tty )Vike)Vila)r™ (a7 = Myy")vs(=p L)k (23)
p

where M, = \/m* + p? is the transverse mass, v,(p) is
the negative-energy free spinor, and y, (a = 1,...,N,.) are
unit vectors in the color space [44].4 The Fourier transform
of the gauge factors V,(p ) are defined as

V.(p1) = / P V(e (24)

For the spinor satisfying v} (p)vy (p') = 2v/p* + m*8,y,
the mode functions are normalized as

/ dx dnjrp! ysalT.X . MWy oy (F%10)

= (2ﬂ)362<pi _p/J_)(S(U = V)8 0uq'- (25)

By 7 = 0", we denote an infinitesimal positive 7.

This expression is slightly changed from that given in
Ref. [44]; the sign of the transverse momentum index is flipped,
pL < —py., the integration variables are shifted as
g, —q, +p,, and the overall normalizations differ by the

factor /4.

A. Glasma flux tube

We will construct the gauge factors V,) such that the
initial longitudinal electric and magnetic fields have local-
ized x; dependences. In the following, we consider the
color SU(2) theory for simplicity.

We suppose that each of the color sources pw(x 1) has
only one color component and write

. o!
V() =exp fi0yx1) 5.

2

Vio ) = exp |i03(1) | (26)

with real functions ®,(x ) and the Pauli matrices ¢'. For
these V,,, the transverse gauge fields a’('n) are expressed as

. 1 o"
) (x1) = _gaiGn(xl)?‘ (27)

Since the color orientations of a(;) and «(,) are different, the
electric and magnetic fields right after the collision given by
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(21) and (22) can be nonzero for these configurations. In a
realistic situation of a heavy-ion collision, the color charges
P(n)(x ) are distributed randomly in the transverse plane. In
that case, the color orientations of the pure gauges ay,) at a
certain x; should be given randomly, and the value of
E“ - B¢ right after the collision fluctuates in the transverse
plane. In Egs. (26), we have chosen one of specific color
configurations that realize nonzero E¢ - B¢ right after the
collision. We note that the color configurations of each
nucleus, Egs. (26), should be understood as ones given in a
common gauge that is globally fixed. Until the instant of
collision, the color orientations of each nucleus do not have
any physical meaning because the two nuclei are causally
separated and one can apply independent gauge trans-
formations to them. However, it is not the case anymore
after the collision. Since the color fields after the collision
are generated by the interaction between the two nuclei,
they should be computed in a common gauge.

We further assume that the functions ®,(x ) depend on
x and y only through the combination of £, = xcos 0, +
v sin @, with real parameters d,,. Then, aé ) can be written as

n

n

1
a(ln)(xJ_) = _5 Qn(gn) CosS gn 0_ s

2
1 . o"
a%n)(x ) = _5 Qn (gn) sin arz 7 ’ (28)
where we have introduced
Q(é)—i@) (&) (29)
n\bn) — aén n\sn/-

x? +y* + (x* = y?) cos(0; + 0,) cos(0; — 6,) + 2xy sin(8, + 6,) cos(0, — 0,)

For these aén), the initial electric and magnetic fields
read
3

o-

1
E(t=0,x,)= ; Q1Q,co08(0; —6,) . (30)

|9,

1
B.(tr=0,x,) = = Q,Q,sin(6, — 6,) (31)

The topological charge density E“ - B® is nonzero when
6, — 6, # an/2 (n: integers).

To gain a flux tube-like structure with a Gaussian profile
for the electric and magnetic fields, we assume

N

0,(6) = % 0,08t (%), (32)

A

where Q,, are parameters that have the mass dimension one,
A characterizes the width of a flux tube, and Erf(x) is the
error function. This leads

Q,(£,) = Qnexp (— —%)- (33)

Then, the x | dependence of the electric and magnetic fields
turns out to be a distorted Gaussian,’

Q1(61):(&) = 010,exp |—

B. Uniform glasma

By taking the limit of an infinitely wide flux tube,
A — o0, we obtain a uniform color field configuration that

5Although the electric and magnetic fields are localized in the
transverse plane [unless cos(6;, — 6,) = £1], the color charges
p(n) that generate these fields have infinitely elongated structures
to the directions along (x,y) = (sin6,, —cos6,),

2 n n % "
el ) K

The electric and magnetic fields are induced in the overlapped
region of the color charges p(;) and p(,). Note that these color
charge distributions are globally color neutral, [d®x p(,)(x ) =0.
This condition is necessary for the inverse Laplacian in Eq. (20)
being well-defined.

} . (35)

A2

[

carry nonzero topological charge. In this limit, the func-
tions ©,(¢,) become linear in &,

0, (‘5n> = 0,¢0s (36)

and the electric and magnetic fields become uniform,

|95}

1 3

E(t=0,x,) :§Q1Q2005(91 —92)%1 (37)
1 . o

BZ(TZO,xJ_) = —§Q1Q2 sm(91 —02)?. (38)

On

By substituting V(,) = exp [iQ,¢, %] into Eq. (23), we
find the quark mode function at z=0" for this
background,
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z:
A — 64
Yp vs.a ()C)T_:

1 <M2_q7
+
MP—lIz M

2M

where we have introduced two-dimensional vectors
g, = (30,c086,.50,sin6,). By using this expression,
one can directly confirm that the axial charge density jg is
vanishing at 7 = 0. Nevertheless this expression is indica-
tive of axial charge imbalance that is induced right after
7= 0%, as the y™ and y~ projections are asymmetric when
q1 # 9.

IV. LATTICE FORMULATION

Since it is difficult to analytically solve the Dirac
equation and the classical Yang—Mills equation for 7 > 0
with the CGC initial conditions, we resort to numerical
computations on the real-time lattice. The lattice discreti-
zation method we employ is the same as that used in
Ref. [50]. We will review it in this section to make the paper
self-contained and also explain issues specific to the
present study. The space coordinates (x| ,#) are discretized
into N; x N; x N, grids with spacings (a,.a,,a,). The
transverse and the longitudinal system sizeare L | = N ja
and L, = N,a,, respectively. The periodic boundary con-
dition is imposed on all the fields.

A. Gauge sector

On the spatial lattice, the gauge fields are represented by
link variables U;, U, and electric fields £ i E" wherei =1,
2 denotes the transverse directions. The link variables are
related with the original gauge fields as
Uj(x) =expliga A;(x)].  U,(x)=expliga,A,(x)]. (40)
The physical electric fields in the Bjorken frame are
related with the lattice electric fields as (E,.E,.E.) =
(E'/t, E* /7, E"). The lattice version of the classical Yang-
Mills equations in the expanding geometry are
a‘r Ui ()C) =

ig%E"(x)U,-(x) (no summation over i), (41)

0.U,(x) = iga,7E"(x)U,(x), (42)

p+q>

i 1 M?
eipLxl-&-im

o /AnM, {Mp+q2 ( M,
v w . 1 ] - 62

) e2 <—W +§> T}’+ (M, +7-q2)
() (o)

— =] e[| iv+= Y
p+q p 2 2

1 MZ_ —iv N
e () (e

1462

iv o 1
_. —
) ezl ( w—+ >

r "M, -7 qn)

(M, -7y -q1)

1\ 1-¢'
3) S My ) fodpe (39)
[
afEl Zlm lJ + U i—j (x)]traceless
Loj#i
1
— Im|U,; U, _ , 43
gmla% [ l,ﬂ('x) + L ﬂ(x)]traceless ( )
and
8 E”( Im l + U l( )] raceless’
" gead lez . 1 el
(44)
where the subscript “traceless” means
1
[X]traceless =X- N—tI'(X). (45)

c

The plaquettes variables U,,(x) and U,_,(x) are
defined by

U, (x) = U, (x)U,(x + p)Uj(x + 2)US(x),  (46)

and

Uy (%) = Uy () UL (x + A =D)Ui(x = D)U, (x=D),  (47)
with i representing the unit displacement in the y direction
on the lattice. To give a definition of magnetic fields, we

further introduce other kinds of plaquettes,
U_yu(x) =

Uy (x) =

Ui(x=@)U, (x— ) Uj(x—p+0)Ul(x), (48)

Ul (x=2)Ul(x—p=2)U, (x = i=2)U,,(x— ).
(49)

Then we adopt the four-plaquettes definition of the mag-
netic fields,

B4(x) =

1

> Imtr[T9(U;, (x) + U,
n i
+U_,;(x) + U_j ()],

—j(x)

2ga,ta

(50)
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-1
- Imtr[T(U 5(x) 4+ Us (%)
gai

-+ U_2’1(x> + U—l,—2<x)>]’

o)-

B. Quark sector

Bi(x) =
(51)

where T is the generators of SU(N

The Dirac equation for the mode functions on the lattice
has almost the same form as that for the field operator in the
continuum (7),

i .
(i1°0+ 21D, + iy Dy = m+ Wiy e = 0. (52)

Z{Cl

i=1,2

yx+1) = 2u(x)

2al
+ 26, [U;(x) Uy (x + Dy (x + 20)
+ g LUy +) = 20()

Uy(x)U, (x + ) (x + 27)

+2C2[

where r| and r, are real parameters, and 7' is a quantity that
has the dimension of time. In Ref. [50], T = 7, (initial time)
was employed. In the present study, we use T = 7, which is
essential to compute the early time behavior of the axial
charge production.
On the lattice with the periodic boundary condition, the
plane wave factor is replaced as
)} . (59)

where n,,, are integers for the space coordinates;
(x,y.n) = (a,n,, a,ny,a,n,), while integers k, , , specify
the momentum modes. By the latter integers, fermion

momenta are discretized as

kyn,
Ny

k,n

Ny

Xy
N, *

, . k
ePLxLTIT 5 exp [27:1'(

Cp . kx.y 2 kx,v
Py . sin ( ﬂNl> + ls1n < ﬂNL)
(kyy=-N;/2+1,...,0,....,N /2), (56)
and
k, k,
v = sin <2ﬂ'—> + 2 in <4ﬂ—)
a, N,/ ay N,
(k, = =N,/2+1,....0,....N,/2). (57)

—2y(x) + Up(x =7

The differences are the form of the covariant derivative and
the addition of the Wilson term. To improve the convergence
to the continuum limit, we employ the O(a?)-improved
lattice derivatives [48,49]. The covariant derivative is
given by

Dyyr(x) = L [U, (x)wr(x + 1) = Uplx = ) (x = )]
+ 22U, (U, (x + Ry (x +20)

1%
— Uj(x = ) Ui(x = 2w (x — 22)],

with coefficients ¢;=4/3 and ¢,=-—1/6. As the spatial
Wilson term extended to the expanding geometry, we employ

(53)

+ Ul (x = Dy (x =)

—2p(x) + U (x = DU} (= 2wl — 2]}

+ Up(x = )y (x = 1)

(54)

The dispersion of these lattice momenta is illustrated in
Fig. 1. The regions for integers k satisfying |k| > kya &
0.286N correspond to fermion doubler modes. In
the Wilson fermion method, the doublers are decoupled
from the physical modes being made heavy by the
Wilson term.

For the initial conditions of the quark mode functions,
we replace (23) by

i o %
i Q i °
1 / a ' A i OO
doub | phys o
' ° ©
= ' 4 o
E ' o. °
= ! 4 [o]
=] ! Q
5 0 1 °
3
=1 o ! °
= [} | .o.
° i
° ! o doub
© ' o
—1/at o | o°
%, 1 ¢
Cocopes®®
N ‘ . . : . N
9 _kA _kmax 0 kmax kA 2
integer

FIG. 1. A schematic plot of the fermion lattice momenta (56)
and (57). The physical modes and the doubler modes are
separated at the integers £k, .., where k,, ~0.286/N. Modes
corresponding to integers |k| > k, (gray shaded area) are
excluded from computations to reduce the numerical cost.
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1
iy s

Uy, vsalX) =

=

eZm'(kan/NL+kyn}./NL+kbn,7/N,7) Lz E 1

o2 (xn/N L +iyny /N1

M

L pta

L ey

o (M2 T\ o1 Y
X {67 <ﬁ> F<_ll/ +§> V;(xl)Vz(qL)ﬁ
»

+e® (M) _wl“<iu + %) Vie)Vi(go)r } (17 = Mpr”)ve(=P L) (58)

2M,

where momenta ¢, = (q,, q,) are associated with integers (jy, j,). The transverse masses M, and M, , in the above

express contain the contribution from the Wilson term,

M, = \/<m +my)+pl. M

where the Wilson mass my depends on k, ,, and 7 as

o=\ my? (o1 g0 (59)

2 k 2 k, 2 k
my = Z ¢ [L sin? <lﬂ' N_x> + L 2 (lﬂ' NL> + % sin? <ln Vbﬂ . (60)

=12 L91 L

The Fourier transform of the gauge factors is discretized as

V,(g1) = @ YV, ()i simNe - (61)

Nyl

The most costly part in our numerical computation is
solving the Dirac equation for the fermion mode functions.
For general background gauge fields, the numerical cost to
solve Eq. (52) is proportional to the square of the lattice size,
(N3 N,)?, since we have to solve the equations for all the
modes and each mode function has dependence on the space
coordinates. In the longitudinally expanding system, the
longitudinal lattice size N, especially needs to be large to
resolve the longitudinal momentum scales that rapidly vary
as 1/z, and the numerical cost becomes unacceptably
expensive. One possible way to reduce the numerical cost
is the use of the stochastic method for fermions [51,62].
However, this method is not suitable to the computations of
local quantities which are not averaged over space, espe-
cially quantities related with axial anomaly, because of large
statistical errors. In this study, therefore, we stick to the
direct method of solving the Dirac equation for the mode
functions, which does not involve statistical errors.
Fortunately, the cost of the mode function method can be
reduced by the factor of N, in boost-invariant backgrounds
because the r7-dependence of the mode functions is known to
be e,

To further reduce the numerical cost, we introduce
cutoffs in the momentum space. As illustrated in Fig. 1,
the lattice fermion modes contain unphysical doubler
modes. A naive way to regulate the doubler modes in
the mode function method is just to cut off these modes
from the computation. This approach has been successfully
employed in Ref. [45] and also in Ref. [50] being combined
with the stochastic fermion method. However, this

L

n n

approach is not applicable to the computation of the axial
anomaly because it amounts to introducing a cutoff for
canonical momentum and thus breaks the gauge invariance
[47]. Therefore, in the present study we employ the Wilson
fermion, which amounts to introducing a cutoff for kinetic
momentum. Once the doubler modes are suppressed by the
Wilson term in a gauge-invariant way, we can introduce
momentum cutoffs without affecting the axial anomaly. As
depicted in Fig. 1, we put a cutoff k, for the momentum
integers between k., and N /2, and excluded the modes for
|k| > k, from the computation. We have explicitly con-
firmed for the uniform glasma configuration that this cutoff
does not alter the results for the axial charge production as
long as k, is not too close to k... We typically choose a
value of k, so that about 20% of modes is excluded in each
dimension. By this, the total numerical cost becomes about
half (0.8° ~ 0.5).

C. Axial anomaly on the lattice

On the lattice, the axial anomaly is a nontrivial issue. If
one uses a naively discretized fermion action, degenerated
doubler modes appear as shown in Fig. 1 and the axial
anomaly is not realized due to the cancellation among the
doublers [53]. For the axial anomaly, one needs to eliminate
the doublers to spoil this cancellation. As already discussed
in the previous section, we employ the Wilson fermion
method for this purpose. The Wilson term (54) introduced
in the Dirac equation (52) makes the doublers as heavy as
the lattice ultraviolet (UV) cutoff scale and decouples them
from the dynamics. In the following, we explain how the
axial anomaly is realized by the Wilson fermion.

Since we treat the time 7 as a continuum variable, the
definition of the time component of the axial current is the
same as that in the continuum,
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T

720) = - 010y #(0)0) = LY

1 = _ .
ﬂ Zl//pbv,s,c (x)yOySWpL.y,x.c ()C) (62)
Np,v

The spatial components must be modified on the lattice as [49]

Aj 1 1 ~_ i A~ 2 ~_ i AN oA— 2
J5 (X) = ; Zﬁ Z{ClRe[V/pL.u,s,c ()C)]/ 75 Ui(x)l//pl,v,s,c(x + l)] + CZRe[Wpl,v.s,c(x)y Vs Ui(x) Ui(x + l)l//pbv,s.c(x + 21)

s, LT npw

B (6= DY s = DU )05 e (x4 D]

This expression is valid also for i = 3 though the third
component does not appear in the following equations due
to the boost invariance. For this definition of the axial
current, the anomaly equation (11) is modified to

1 ~0 8] 2m _ 92 a a
;@(Us)*’vus =+ BB (64)
with V; denoting the backward difference
1 5
Vip(x) = —lw(x) —w(x 1)), (65)

1

The pseudoscalar condensate 7(x) is represented by the
mode functions as

_ 1 = L
1’]()6) = ZﬁZWpl,y,s,c(x)lySV/pL,v.s,c (X) (66)
s,c L

MTp,v

From the Dirac equation (52) that includes the Wilson
term, one can derive the relation

1 A o 2m _
—0:(e]5) + Vijs =7+ w(x), (67)
where w(x) stands for the expectation of a fermion operator
involving iys and W,

2 1 x_ e
W(x) = __Rez2—ZWpJ_,L/.&c(x)l}/SWl//pJ_,v,s,c(x>'
v s,C LJ-LW Y
5 1

(68)

Comparing this equation with Eq. (64), we notice that the
axial anomaly is realized by the Wilson fermion if

w(x) = izE“ -BA. (69)

4r
This relation has been proven to hold in the continuum limit
in the context of the Euclidean lattice gauge theory [63,64].
In the context of the real-time lattice computations, it has
been numerically confirmed for nonexpanding systems
[47-49,57].

(63)

D. Boundary condition

As already noted, we impose the periodic boundary
condition (b.c.) on the spatial lattice. For the flux tube
configuration introduced in Sec. III A, we need a special care
for the periodicity in the transverse directions. In the gauge
sector, the transverse link variables U; and the longitudinal
electric field E" must satisfy the periodic b.c. at the initial
time. Other components trivially satisfy the b.c. as they are
vanishing then. Since the initial longitudinal electric field
has a localized Gaussian profile, the field is vanishing at the
boundaries and satisfies the periodic b.c. if the flux tube is
located sufficiently away from the boundaries. In contrast,
the initial transverse gauge fields

1

. 2
2

o

. 1 1
A(t=0,x,) = —53591(3&) _Eai®2(xi)? (70)

have an elongated structure to the directions along (x, y) =
(sinf;,—cos ;) and (sin@,,—cos@,) for the functions
©,(x,) given by (32). On a square transverse lattice and
for 0, 6, # nn/2 (n: integers), it is impossible that these
gauge fields satisfy the periodic b.c. as long as there is only
one flux tube. Therefore, we put two flux tubes in the
transverse plane. In the following, we fix the angle param-
eters to be 6, =0 and 6, = x/4, with which the initial
electric and magnetic fields have the same field strength.
For these angles, gauge configuration with two flux
tubes located at (x;,y;) = (L,/4,L,/4) and (x,,y,) =
(3L, /4,3L, /4) satisfies the periodic b.c. as long as
A < L. This configuration is realized by the functions

0, (x.y)=Y"
n(X,Y) 5 X

+Erf<(x—x2)cosgn—A|— (y—yz)sin9n>] e

VZH A {Erf<(x —x;)c0s0, + (y = y1) Sin9n>

Also the quark mode functions (58) must satisfy the
periodic b.c. If the factors V,(x,) = exp[i®,(x,)c"/2]
are periodic, this requirement is fulfilled. For the angles
0, =0 and 8, = z/4, the differences of ®,(x,y) at the
boundaries are
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©(L1.y) = ©,(0,y) =2V7QA, (72)

©,(x,L,) - ©,(x,0) =0, (73)
©,(L1.y) =0,(0,y) = Vz0A, (74)
©,(x.L1) = 0,(x.0) = V7Q,A, (75)

for A < L. Therefore, in order that the factors

V,(x,) = cos B@,l(xl)] + ic" sin B@,,(xL)} (76)

are periodic, the flux is quantized as

1
\/EQIAZQJU’ID 5\/7_1'Q2A=27m2, (nl,nziintegers).
(77)

V. NUMERICAL RESULTS

In this section, we present numerical results of solving
the Yang—Mills equations (41)—(44) and the Dirac equa-
tion (52) on the lattice for the axial charge production in the
longitudinally expanding geometry.

A. Uniform glasma

As a simple test for the real-time lattice computations of
the axial charge production in the expanding geometry, we
first consider the uniform glasma configuration introduced
in Sec. III B. For background fields which are uniform not
only in the #-direction but also in the transverse directions,
the numerical cost to solve the Dirac equation is signifi-
cantly reduced since the space-dependence of the mode
functions is completely known.

We denote the typical energy scale of the glasma by Q
and initialize the gauge fields by setting Q, = Q, = 2'/4Q,
0, = 0, and 0, = n/4. This choice of the parameters results
in the initial gauge fields

O'1 0'2

gM(r=0) =207 +27 QT (T8)
o2
ghs(c=0) =270 7, (19)
gA,,(T =0)=0, (80)
and

2‘73

gE.(t=0)=g¢gB.(tr=0)=Q - (81)

Since all these fields are uniform, they trivially satisfy the
periodic boundary condition.

™) ‘
=, 08} k! E2 ———
< B}
D6t Bj =oo
>
-
S04t
N\ /"\\
&y A N
%02} /S ..

/
oL
0 1

FIG. 2. The field strength of the uniform glasma as a function of
the proper time. The longitudinal and the transverse components
are plotted separately for the electric and the magnetic fields.

As the initial condition for the quark mode functions,
we employ the expression (39) after replacing the plane
wave factor and the momenta by corresponding lattice
expressions. By the replacement (55), also the quark
initial condition (39) satisfies the periodic boundary
condition.

In actual numerical computations, we cannot take the
initial time 7 to be exactly zero. Instead we take a small
value of 7, as Oz, = 1073, We have confirmed that varying
it between 5 x 10~ and 1072 does not alter the later
time behavior. Unless otherwise noted, we use in this section
the lattice parameters N, =48, N, =512, QL, =20,
L,=60, (Qa, =0417, a,=0.117), and the Wilson
parameters are fixed to r; = r, = 2.

First, we show results of solving the Yang-Mills equa-
tions for the background gauge fields. The field strength of
the longitudinal and transverse components is plotted for
the electric and the magnetic fields separately as a function
of time in Fig. 2. The transverse components are defined as
Ef = E + E} and B} = B} + B3. In this and the follow-
ing figures, all quantities are shown in a dimensionless unit
scaled by appropriate powers of Q. Furthermore, the factor
¢* is multiplied to the field strength to make it order one.’
The result shown in Fig. 2 looks similar to that with the MV
model initial condition first shown in Ref. [2]; Initially only
the longitudinal components are nonzero. As the longi-
tudinal components decrease in time, the transverse com-
ponents are induced, and eventually all the components
decay in time. We point out that the decay of the fields is in
fact nontrivial for the uniform system. For example, if the
initial field has only longitudinal electric component
(which can be realized by e.g., 8; — 6, = 0), the field
strength stays constant even in the longitudinally

®In the leading order of the strong-field and weak-coupling
approximation, the coupling ¢ appears in the equations only
through the combination of gA,. Therefore, we do not need to
specify the value of the coupling in our computations.
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FIG. 3. Time evolution of E - B* for the uniform glasma.

expanding system.7 This is because the nonlinear terms in
the Yang-Mills equations do not play any role for that field
configuration. Therefore, the decay of the uniform glasma
seen in Fig. 2 is caused by the interplay between the system
expansion and the nonlinear interaction of the color fields.

As shown in Fig. 3, E“ - B¢ exhibits damped oscillation
in time. Due to the oscillation, E - B¢ changes its sign
leading to nonmonotonic behavior of the axial charge
density as we will discuss below.

In a uniform system, the transverse divergence term of
the axial current disappears, and the anomaly relation leads

AN
d*x | dn

T 2 T
= Zm/ n(7)dd + 9—2/ 7E°-B%7.  (82)
0 4= Jo

Each term in this equation is plotted as a function of time in
Fig. 4 for quark mass m/Q = 0.01. For such light quark
mass, the pseudoscalar condensate term 2m fof do'i is
negligible, and hence the remaining two terms must agree
for the realization of the axial anomaly on the Ilattice.
Indeed, the axial charge density and the time-integration of
the topological charge density show an agreement, though
we see some deviations especially at later time. This result
demonstrates that the axial anomaly can be described by the
Wilson fermion even in the longitudinally expanding
geometry.

In Figs. 5 and 6, numerical results for the axial charge
density computed with different lattice parameters are
shown. Both for the longitudinal (Fig. 5) and the transverse
(Fig. 6) lattice parameters, the results are nearly insensitive
to the changes of either the UV cutoff scale 1/a and the
infrared scale 1/L.

So far, we have shown numerical results for light quark
mass m/Q = 0.01, in which case the pseudoscalar con-
densate term is negligible. We now present in Fig. 7 the

"This situation is analogous to an electric field between two
(infinitely large) capacitor plates, in which the field strength of
the electric field is independent of the distance between the
capacitor plates.

0.004
0.003
0.002 |
0.001

—0.001
—0.002
—0.003
—0.0040

d1V5
3 d%z) dn
2m [y qdr’ - ]

S L [T BBy e ]

1 2 3 4 5
QT

FIG. 4. The terms in the anomaly relation (82) are plotted

separately as a function of time for quark mass m/Q = 0.01.

All the quantities are made dimensionless being divided by
the factor Q2.

dependence of the axial charge density on the quark mass.
In the computations with the quark masses m/Q = 0.3 and
0.5, we have used the technique of the Wilson parameter
averaging [49]. For lighter masses, m/Q = 0.01 and 0.1,
the curves are nearly overlapped indicating these quarks
can be regarded as almost massless. In contrast, the results
for heavier quarks, m/Q = 0.3 and 0.5, show significant
deviations from those for the light quarks. This is because
the pseudoscalar condensate term is comparable to other
terms in the anomaly relation (82) for these masses. To
illustrate it, we plot the terms in the anomaly relation (82)
separately for quark mass m/Q = 0.5 in Fig. 8. Also the
time-integral of the Wilson term contribution (68) is
depicted. The agreement between the Wilson term con-
tribution [{ 7wd7’ and the gauge field contribution

49”2 > Jg TE¢ - B*d7 indicates the realization of the axial
anomaly. For this quark mass, the pseudoscalar condensate
term is indeed as large as other terms especially at later
times. However, at very early times, Q7 < 0.5, the rise of
the pseudoscalar condensate term is slower than the other
terms. This is the reason why the axial charge densities
show little dependence on the quark masses at the early
times in Fig. 7. At the later times, both of the axial charge
density and the pseudoscalar condensate term show oscil-
lation. Interestingly, their oscillation phases are different,
and therefore the pseudoscalar condensate does not always
diminish the axial charge density in this oscillating back-
ground field.

Before closing this section, we show a rough estimate of
the axial charge density in physical units for the numerical
results obtained in this section. All the quantities so far have
been plotted in the dimensionless unit scaled by the typical
energy scale of the glasma Q. In this dimensionless unit, the

axial charge density é dz‘ilj ijnz0.004 is produced at the

time Qr =1 for nearly massless quarks. In relativistic
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"Qa, = 0417, QL = 20

ay=0234, L, =60 ——
ay = 0117, Ly =60 ———-
ay = 0234, Ly = 120 = mome
ay = 0.059, Ly = 60 —mnm-

FIG. 5.
parameters are fixed to Qa; = 0.417 and QL, = 20.

The axial charge density for different longitudinal lattice parameters. The quark mass is m/Q = 0.01. The transverse lattice

0.004
0.003f 4 %
0.002 |
|5 0.001

o © 4, =0.234, L, =60

dcx | dn

SN 0
—~[&-0.001 }
~0.002 +
—0.003 |

Qa, = 0417, QL, =20 —
Q(J,L = 03137 QLL =20
Qay = 0417, QL = 26.7 ==~
Qa, = 0.208, QL. =20

—0.004 . . ‘
0

FIG. 6. The axial charge density for different transverse lattice parameters. The quark mass is m/Q = 0.01. The longitudinal lattice

parameters are fixed to a, = 0.234 and L, = 60.

heavy-ion collisions at RHIC and the LHC, the typical
energy scale of the glasma is order of 1 GeV. For

_ 1 _dNs :
QdN— 1 GeV, the value ?WNO'O(M is translated to
5

- - ~0.1 /fm?, which means 0.1 excess of right-handed
xipan

quarks over left-handed quarks per flavor in a unit volume
with transverse area of 1 fm? and unit space-time rapidity.
Of course, these values should not be taken too seriously

because the color field configuration considered in the
calculation is not so realistic; it is uniform in the transverse
plane and the color directions of the fields are chosen such
that E* - B® is maximum for fixed energy density. As we
see in the next section, the amount of axial charge density is
reduced for inhomogeneous configurations because the

0.008 \ ‘

0.006 T i Twdr’ -
0.006 T T T . [ T odr ... 9 (T . 7 v |
m/Q:0.0l— 0.3 —mm. 2mf0 ndT ﬂrzfo‘rEBdT
0.004 (R p—— 0.5 - OO0 2~ e |
0.002 - 0.002 )
S 0 S
1) '1: 0 .\
SR —0.002 f .
~ —0.002 F .
| —0.004 |
—0.004 | —0.006 |
—0.006 - —0.008 . . . .
0,008 ‘ | | | 0 1 2 3 4 5
’ 1 2 3 4 5 QT
Qt
FIG. 8. The terms in the anomaly relation (82) are plotted
FIG. 7. Time evolution of the axial charge density for different separately as a function of time for quark mass m/Q = 0.5. Also

quark masses. the Wilson term contribution [ z'wdz’ is plotted for comparison.
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spatial divergence term of the axial current takes some
fraction in the anomaly relation. Also considering the color
SU(3) theory instead of SU(2) employed in study would
modify the results quantitatively.

B. Glasma flux tubes

In the previous section, we have confirmed that the axial
anomaly on the real-time lattice in the expanding geometry
can be described by using the Wilson fermion for the
uniform glasma configuration. In this section, we present
numerical results for the flux tube configuration, which is
inhomogeneous in the transverse plane. The results pre-
sented in this section are computed with the lattice param-
eters N | =64, N, =256, QL =30, L, =60, (Qa, =0.469,
a, = 0.234), the Wilson parameters r; = r, = 2, and the
quark mass m/Q = 0.01.

As discussed in Sec. IV D, we need to put two flux tubes
and their flux is quantized as (77) for specific values of the
angle parameters ¢; = 0 and 6, = z/4 due to the require-
ment of the periodic b.c. on the transverse lattice. In the time
range Q7 < 5 that we consider in the following, the two flux
tubes are causally separated, and thus our numerical

simulations are essentially equivalent to those of one flux
tube. We choose parameters Q; = Q, = 4\/7Q/3 and
A =3/Q. The initial transverse profile of E“-B® is
depicted in the upper left panel of Fig. 9 as a density plot.
It has distorted Gaussian shapes.

Other panels in Fig. 9 exhibit the profiles of E¢ - B* at
later times after evolved by the Yang-Mills equations. At
earlier times than the time scale characterized by the flux
tube width A = 3/Q, the propagation of the fields in the
transverse plane is not obvious. In this early time stage, the
fields possess strong coherence and show oscillation like
the uniform field. At later times, Oz =3 and 4, the
propagation of the fields in the transverse plane becomes
more apparent, and the fields lose coherence. These
observations are reinforced by Figs. 10 and 11, where
space-averaged field strength and E“ - B¢, respectively, are
plotted as a function of time. In the following, the space

averaging is denoted by an overline like E?. At the earlier
time stage, the space-averaged E“-B“ shows damped
oscillation similar to that of the uniform glasma shown
in Fig. 3. At the later time stage, the decay of E“ - B* is

0.7 -
0.6 o
) Qr=0" QT =05 *"Q, ST Ej ---
30 —— 10 30 e 2 ) < o5l B2
2 | 1 2 . JLo RS B2 ..
I \ IhE \ L S04} ! ]
20 20 - Hos SN
S5t Ho St 1Ho %03
10 | s 0r i 95 =~
\ - e I B 0.2 ~
571 ] 5 i ~15 “, FA RN
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QOr Ox 0 =y Emmm T ——
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Qr=1 QT =2 QT
30 — 2 30 N
25 | | 25 |- 04 FIG. 10. The space-averaged field strength for the glasma flux
20 ‘ J (1)5 20 L 1F 0.2 tube configuration as a function of the proper time. The
§ 15 L o 15 b o longitudinal gnd the transverse components are plotted separately
0L =05 7 oL , for the electric and the magnetic fields.
‘ 1 —-0.2
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FIG. 9. Density plots of ¢?’E® - B*/Q* in the transverse plane
for the glasma flux tube configuration at the initial time (upper FIG. 11. The space-averaged E“ - B¢ for the glasma flux tube

left) and later times Q7 = 0.5, 1, 2, 3, 4. configuration as a function of the proper time.
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much faster than the uniform case because of the
decoherence of the fields due to the transverse propagation.
We note that the fields remain coherent in the longitudinal
direction since the boost invariance is strictly maintained
in our computations. The longitudinal coherence can be
broken by instabilities if we introduce rapidity-dependent
fluctuations in the initial condition for the gauge
fields [65,66].

Next, we present numerical results of solving the Dirac
equation under the glasma flux tube configuration for the
axial charge production. First, let us look at the anomaly
relation averaged over space,

dNS g2 [
Pxidn 4 J vE Bl

(83)

where the pseudoscalar condensate term is dropped out since
it is negligible for m/Q = 0.01, and the transverse diver-
gence term of the axial current is absent as it disappears by
the space averaging. This relation is examined in Fig. 12,
where the two terms in both sides of the equation are plotted
separately as a function of time. Although there are

0.001
0.0008
0.0006
0.0004
0.0002

0 // v

\_/ 2z, dn
—0.0002

L TTEBdr ===+ |

—0.0004 : : : :
0 1 2 3 4 5
QT
FIG. 12. The space-averaged axial charge density compared
to the E“-B“ contribution in the space-averaged anomaly

relation (83).
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0.012 ¢
0.01 f
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—0.002
0

8
Qx

10 12 14 16

noticeable deviations, the overall behaviors of the two
curves roughly agree, demonstrating the realization of the
axial anomaly in this transversally inhomogeneous system.
Compared to the corresponding result in the uniform system
shown in Fig. 4, what is remarkable is the nearly monotonic
increase at later times Q7 2 3. In the uniform glasma,
E? - B continues to oscillate even at the later times, and
hence also its time integral does. In the flux tube configu-
ration, E* - B® decays faster, and this decaying behavior
rather helps nonzero axial charge density remain at the later
times. For example, if E%-B* decays as 1/7, the time-
integral [§7E“ - B“d7 increases linearly in time. A similar
observation, axial charges persist to be present after coherent
gauge fields die out due to an instability, has been made in
Ref. [47] for a nonexpanding system.
Lastly, we examine the anomaly relation (13) as a function
of the space coordinate. In Fig. 13, all the terms in Eq. (13)
are plotted separately as a function of the coordinate x for
fixed y = L, /4 at times Q7 = 0.5 and Q7 = 1. Also the
Wilson term contribution [ 7'wd’ is plotted for compari-
son. The pseudoscalar condensate term is not depicted since
it is negligible. Now, the relation

—I—/ T’f),-jédr’zZm/ ﬁdr’—l—/ wdt  (84)
0 0 0

is trivially satisfied as we solve the lattice Dirac equa-
tion (52). Therefore, the agreement between the terms
J§ZE*-BYd7 and [ 7wd7 is the condition for the
realization of the anomaly relation (13). Both at Q7 = 0.5
and 1, the overall behavior of the curves for these two terms
roughly agree although at the most 20%—40% of deviations
are present. We infer that these local deviations are due to
insufficient resolutions at UV scales. In an inhomogeneous
system, resolutions at small scales in the coordinates space,
or equivalently UV scales in the momentum space, is more
important than in a uniform system. Since the Wilson term
changes the UV sector of the theory, space-dependent
quantities may be more affected by it. In our system, the
situation is further complicated by the fact that the

dNs
d*x  dn

0.008
0.006
0.004
0.002

dNs
A2z dn

Jrogiar == |
f‘r’wd‘r’ ——

—0.002 |
—0.004 |
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FIG. 13. The terms in the anomaly relation (13) are plotted separately as a function of the transverse coordinate x for fixed
y-coordinate, y = L, /4. Left: at Qr = 0.5. Right: at Q7 = 1. Also the Wilson term contribution [ z'wd7’ is plotted for comparison.
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longitudinal momentum scales vary rapidly in time as 1/7.
We expect that the use of finer lattices would improve the
accuracy. However, it is extraordinary challenging due to
expensive numerical cost for the mode function method.
Improvement of the computational method is desirable. We
leave these issues for future investigations.

Having compromised with this accuracy of the anomaly
relation in the present study, let us compare the axial charge

d;iN qu and the spatial divergence term of the axial
L

current [§7'0;jid7’. The latter term characterizes the out-
flow of axial charge. At the very early time, Oz = 0.5, the
outflow term |7 7/9;j.d7’ is much smaller than other terms.
In this case, one can compute the axial charge density
directly from E¢ - B without solving the Dirac equation
similarly to the uniform system. Already at Q7 =1,
however, the outflow term becomes comparable to other
terms signaling the propagation of the axial charge in the
transverse plane. When the outflow term is not negligible,
one cannot predict the amount of axial charge anymore
directly from the anomaly relation. It is necessary to
compute the full quantum dynamics of the quark fields
by solving the Dirac equation as we have done in this study.

density

VI. CONCLUSIONS

In this paper we have investigated the axial charge
production in the early stage of heavy-ion collisions by
using the real-time lattice simulation method for classical
gauge fields and quantum quark fields. To consistently
include the effects of the colliding nuclei on the evolution
of the quark fields, the solution of the Dirac equation under
the CGC gauge fields has been used for the initial condition
of the numerical computation for the time evolution after
the collision.

First, we considered the uniform configuration for the
glasma gauge fields and demonstrated that the Wilson
fermion method generalized to the expanding geometry can
correctly describe the axial anomaly on the lattice. In case
of the uniform configuration, the color electromagnetic
fields continue to coherently oscillate. Consequently, the
axial charge density per unit rapidity exhibits oscillating
behavior. Next, we computed the evolution of the glasma
flux tubes. Due to the longitudinal expansion and the
dynamics in the transverse plane, the color fields show
decoherence at later times leading to the decay of the
topological charge. The oscillating behavior of the axial
charge density seen at earlier times is terminated by the
decoherence. We find that the decay of the fields rather
helps nonzero axial charge persists to be present at later
times.

The present work may provide an important basis for
future investigations, which include first-principles-based
simulations of the CME in real-time along the lines of
[48,49]. Tt is also important to consider more realistic
configurations of the gauge fields in heavy-ion collisions.
In that case, the net axial charge would be vanishing after
space or event averaging, and one has to investigate
fluctuations of axial charge and their possible connections
to observables.
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