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Weakly interacting massive particles (WIMPs) are a leading candidate for dark matter and are expected
to produce nuclear recoil (NR) events within liquid xenon time-projection chambers. We present a
measurement of the scintillation timing characteristics of liquid xenon in the LUX dark matter detector and
develop a pulse shape discriminant to be used for particle identification. To accurately measure the timing
characteristics, we develop a template-fitting method to reconstruct the detection times of photons.
Analyzing calibration data collected during the 2013-2016 LUX WIMP search, we provide a new
measurement of the singlet-to-triplet scintillation ratio for electron recoils (ER) below 46 keV, and we
make, to our knowledge, a first-ever measurement of the NR singlet-to-triplet ratio at recoil energies below
74 keV. We exploit the difference of the photon time spectra for NR and ER events by using a prompt
fraction discrimination parameter, which is optimized using calibration data to have the least number of ER
events that occur in a 50% NR acceptance region. We then demonstrate how this discriminant can be used
in conjunction with the charge-to-light discrimination to possibly improve the signal-to-noise ratio for

nuclear recoils.

DOI: 10.1103/PhysRevD.97.112002

I. INTRODUCTION

Liquid xenon time projection chamber (TPC) experi-
ments are leaders in sensitivity to the interactions of weakly
interacting massive particles (WIMPs), a class of as-yet-
unobserved particles that have been proposed as a solution
to the dark matter problem [1-3]. In such experiments, the
WIMP is predicted to scatter elastically from a xenon
nucleus, resulting in a nuclear recoil (NR). The primary
backgrounds are electron recoils (ER) from gamma
and beta radiation released by residual radioactivity in
the detector materials, with a small contribution from
neutrino-electron scattering. Interactions in liquid xenon
produce scintillation photons and ionization electrons that
can be measured to reconstruct information about the
interaction. TPC experiments measure both the ionization
and the scintillation signals and use this information to
reconstruct the energy deposition, the particle type, and the
position of the interaction.

Background rejection is paramount to the success of
liquid xenon dark matter searches. Material screening and
shielding are the primary methods to mitigate backgrounds;
detectors are constructed from highly radiopure materials
and are operated in well-shielded underground environ-
ments to reduce backgrounds from cosmic rays and
environmental sources. Position reconstruction allows
fiducialization and the rejection of multiple-scattering
events. The former eliminates ER backgrounds from
detector materials stopping close the edges of the sensitive
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volume, while the latter removes event topologies incon-
sistent with WIMP scattering. Background events that
remain in the data can be rejected through particle-type
discrimination between ER and NR [1]. In liquid xenon
TPC experiments, this last step is typically done using the
ratio of ionization charge to scintillation light in the event,
which is higher for ER events than NR events. The present
work explores enhancing the ER background rejection
using pulse shape discrimination (PSD) applied to the
scintillation signal alone.

Scintillation light is produced by the self-trapping of
excited xenon atoms (Xe*), created when a particle deposits
energy in the liquid. Direct excitation and recombination of
electron-ion pairs create excited atoms, which combine
with a neutral ground-state Xe atom to form the molecular
dimer Xej;. The dimer decays to the monatomic ground
state via emission of a vacuum ultraviolet photon
(A =175 nm) [4,5]. These two processes are shown sche-
matically in Eq. (1.1) (direct excitation) and Eq. (1.2)
(recombination of electron-ion pair):

Xe" + Xe — Xej
— Xe + Xe +7, (1.1)

Xet + Xe — Xej,
Xey 4+ e~ — Xe** + Xe,
Xe™ — Xe* + heat,
Xe* + Xe — Xe;
— Xe + Xe +7. (1.2)
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The decay of the dimer is observed to have both a fast and a
slow component, which are interpreted as deexcitation of
the singlet 'S and the triplet 3% states, respectively [6,7].
There are conflicting measurements of the lifetimes of these
states in the literature; measurements of the singlet time
constant 7; range from 2 to 4 ns, while measurements of the
triplet time constant 73 range from 21 to 28 ns [7,8]. Both
components have been observed for electron recoils, alpha
recoils, and recoiling fission fragments.

For electron recoils, some experiments operating without
an applied electric field have observed a time profile that is
best fit with a single exponential with 7 = 30-45 ns
[7,9,10]. This is attributed to an additional time delay
due to electron-ion recombination. This interpretation is
supported by measurements that show that the scintillation
time structure reduces to the characteristic singlet/triplet
shape under an applied electric field (which suppresses
recombination) [6]. In addition, recent measurements,
without an applied field, show an energy dependence of
the long component, correlated with the energy dependence
of recombination [11]. No field dependence is observed for
alpha particle or fission fragment recoils, suggesting that
recombination-related timing effects are only significant at
low ionization densities. At the energies (0-50 keV) and
electric fields (100-1000 V/cm) relevant for modern liquid
xenon TPC experiments, there are no direct measurements
of the effects of recombination on ER scintillation timing.
However, extrapolating to this regime using the empirical
model given in Ref. [12] suggests that recombination may
not play a significant role in scintillation emission timing
in these experiments, and that pulse shapes can be well-
described purely in terms of the singlet and triplet emissions.

The ratio of singlet emission to triplet emission varies
with particle type, opening up the possibility for ER/NR
discrimination using PSD. Multiple groups have studied
liquid xenon PSD in small R&D detectors [10,13,14],
and it was successfully used to reduce backgrounds in
early liquid-xenon-based dark matter searches [15-18].
However, these studies are restricted to small detectors
or detectors with spherical photosensor coverage of the
xenon volume. Current and future TPC experiments have
meter-scale dimensions and make extensive use of reflec-
tors to maximize light collection [19,20]. In such detectors,
scintillation pulse shapes are subject to significant distor-
tion from scattering, reflection, and absorption of photons
by detector materials. In addition, previous studies have not
attempted to reconstruct the singlet/triplet ratio for both ER
and NR pulses at the low energies relevant to dark matter
searches. Attempts to simulate scintillation pulses must
therefore rely on measurements at higher energies, which
may not accurately reflect xenon microphysics in the region
of interest.

In this work, we present a measurement of scintillation
characteristics and PSD in the LUX detector, a ~0.5 m x
0.5 m cylindrical liquid xenon TPC [21]. We study both ER

and NR calibration data taken throughout the LUX WIMP-
search campaign. First, a template-based photon recon-
struction algorithm is used to deconvolve the response of
the electronics and photosensors in order to reconstruct the
time when a photon strikes a photomultiplier tube. The
spectra of photon detection times are added across many
pulses to construct average pulse shapes for both ER and
NR events. Second, we develop an analytical model to
decouple detector effects from xenon scintillation emission.
This model is fit to data to extract physical parameters that
can inform simulation packages such as NEST [22]. Finally,
we construct a pulse shape discriminant using the prompt-
fraction technique and compute the power of PSD back-
ground rejection in LUX. Using the best-fit parameters
from the analytical model, we construct a simulation that
accurately reproduces PSD measurements from data. The
discrimination power improves with recoil energy, and we
demonstrate how PSD can be used in conjunction with the
charge-to-light ratio to further improve background rejec-
tion. These features make it attractive for exotic dark matter
searches in which low-energy recoils are suppressed, such
as searches for momentum-dependent and inelastic dark
matter scattering from nuclei [23,24]. These measurements
allow estimation of the PSD capabilities of the current and
next generation of liquid xenon dark matter experiments,
and can be applied to future dark matter searches using the
LUX data set.

II. THE LUX EXPERIMENT

The LUX detector is a dual-phase xenon TPC designed
to detect WIMP scattering with xenon nuclei. It was
operated from April 2013 through June 2016 in the
Davis Cavern at the Sanford Underground Research
Facility (SURF) in Lead, South Dakota [25]. Dark matter
search data were acquired in two exposure periods, denoted
WS2013 and WS2014-16 [1]. To meet the stringent low-
background requirements required for the dark matter
search, the detector is located deep underground
(4,300 m water equivalent overburden), is surrounded by
a 7.6 m tall by 6.1 m diameter water shield, and is
constructed from materials that have been carefully
screened for radiopurity. The sensitive volume is approx-
imately 48 cm in height and 24 cm in radius, and contains
~250 kg of liquid xenon. Each end of the TPC is
instrumented with an array of 61 Hamamatsu R8778
photomultipler tubes (PMTs) to detect light signals gen-
erated in the TPC. Twelve polytetrafluoroethylene panels,
>95% reflective at 175 nm [26], line the walls to increase
the light collection efficiency. The scintillation signal,
denoted S1, is detected directly by the PMTs. Ionization
electrons are drifted under an applied electric field and
extracted into a gas region at the top of the detector
producing an electroluminescence signal, denoted S2.
The (x,y) position of the events is reconstructed using
the pattern of S2 light on the top PMT array [27], while the
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depth is reconstructed from the time delay between the S1
and S2 signals. The energy deposition of the event is
reconstructed from the magnitudes of the two signals.

The PMT signals are routed to an external electronics
breakout box for processing, before digitization. Signals
are amplified in two stages at the pre- and postamplifiers,
which provide a total effective gain of 7.5. The signals are
shaped by a 30 MHz low-pass filter. The resulting single
photoelectron (SPE) pulses have a full width at half
maximum (FWHM) of >20 ns [28]. Signals are digitized
using a 100 MHz Struck SIS3301 8-channel fast analog to
digital converter. The average digitized area of an SPE is
~100 mV ns [21]. Recently, it has been shown that vacuum
ultraviolet photons have a ~20% probability of generating
two photoelectrons at the photocathode of the R8778 PMT
[29]. S1 and S2 pulse areas are therefore measured in units
of detected photons (phd) rather than photoelectrons. In
addition, a “spike count” has been employed in the LUX
dark matter analyses to improve resolution for very low-
energy S1 pulses [1,30]. This method is not used in the
present work, as we are focused on higher energy events.

Calibration campaigns were conducted throughout the
exposure period to monitor detector stability and response.
Detector stability, electron lifetime, and signal corrections
were measured using a 3*™Kr source dissolved in the xenon
[31]. These calibrations occurred weekly throughout both
exposure periods. The low-energy NR and ER responses
were periodically calibrated in sifu using fast neutrons from
deuterium-deuterium fusion (DD) [32] and electrons from
the beta decays of tritium [33]. Neutrons from the DD
generator traveled through an air-filled collimating pipe
suspended in the water tank and were approximately
normally incident on the detector at a level ~7.5 cm below
the LXe surface in the TPC. The tritium source was
deployed in the form of tritiated methane (CH;T) and,
as with the 83Kr, was mixed into the detector through the
xenon circulation system. Both DD and CH;T calibrations
were performed at the end of each WIMP search run, as
well as 3 times during WS2014-16. To calibrate the depth-
dependent response to NR events, DD calibrations were
conducted at different heights at the start and end of
WS2014-16. Additional calibration campaigns were car-
ried out at the end of WS2014-16, including an injection of
14C into the xenon circulation system. The higher energy
beta spectrum provided by '“C (end point at 156 keV)
provides a source of ER events beyond the 18 keV end
point of tritium.

We use all of the DD, CH5 T, and '“C calibration data in the
analysis presented here. Because of limited statistics in the
lower portion of the detector, we developed our analysis and
fit our analytical model using the data in the top drift bin from
the WS2014-16 WIMP analysis (74 = 40-105 us) and
demonstrate consistency between data and simulations in the
lower drift bins.

III. PHOTON TIMING

In past studies, the time structure of detected scintillation
light was typically obtained by measuring the shape of
pulses summed over all channels in a detector. However,
the ~20 ns shaping time constant and 10 ns sampling
period of the LUX data acquisition are similar to the
timescale to the deexcitation process of liquid xenon and
may therefore mask underlying scintillation characteristics.
For this analysis, we developed a photon timing algorithm
and a channel-to-channel time calibration technique that
accurately reconstructs a photon’s detection time by
deconvolving it from the electronic pulse and correcting
for relative offsets.

A. Photon timing algorithm

Precise timing is achieved with an analysis technique
that separates pulses into individual detected photons,
similar to the approaches in Refs. [11,34]. After baseline
subtraction and normalization by PMT gains, the wave-
forms in individual PMT channels were analyzed in three
steps: (1) template model fitting, (2) template model
selection, and (3) reweighting of the reconstructed photons.

In the template fitting stage, the waveform in a single
channel is fit with five separate n-photon models, com-
posed of the sum of up to five single-photon template
functions (the restriction to n < 5 is expected to be more
than 99% efficient for scintillation pulses up to 300
detected photons). The single-photon template is an
empirical model constructed from an average of 1,000
waveforms with areas between 0.5 and 1.5 phd. The fit is
performed using the Migrad routine built into the TMinuit
class in ROOT [35], with the amplitude and the arrival time
of each template as free parameters. Initial values for times
and amplitudes are given by the time and height of the
peaks in the waveform, defined as maxima above a
threshold of 0.1 phd/sample (~5¢ above baseline fluctua-
tions). When there are fewer than five peaks, the photon fit
is repeated with all possible permutations, allowing multi-
ple detected photons piling up to form a single spike. The
resulting fits must meet two criteria: none of the recon-
structed photons may have an area less than 0.15 phd, and
the time separation between all pairs of photons must be
greater than one sample. The first criterion removes fits in
which we reconstruct fluctuations in baseline noise.
Roughly 2% of real photons fall below this threshold.
The second criterion removes fits with multiple photons
reconstructed within a single sample, where our algorithm
is unable to accurately separate photons (a correction is
applied later to account for unresolved pileup). If a
particular fit fails one or both of these cuts, the best-fit
times, areas, and likelihood values for each of the remain-
ing n-photon models are passed to the next stage of the
algorithm for comparison and selection.
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The model comparison stage uses Bayes’ theorem to
assign a likelihood score to each n-photon model, and the
model with the highest likelihood score is selected. The
likelihood score is the product of the maximum likelihood
from the fit and a prior probability calculated using the
measured area. For a given waveform (denoted D) and n-
photon model (denoted M,,), Bayes’ theorem can be used
to calculate the probability of M, given D, with

P(D|M,)P(M,)

P(Mn|D) - P(D)

(3.1)

Here, P(D|M,,) is the maximum likelihood given by the
fit, P(D) is a flat normalization constant which we ignore,
and P(M,,) is the prior. The prior P(M,,) is the probability
of measuring the observed area if there were actually n
detected photons in the channel. This is calculated using a
single-photon area response probability density function,
averaged over all PMT channels, which incorporates the
~20% probability of xenon scintillation light producing
two photoelectrons in the R8778 PMTs [29]. The P(M,,)
prior discourages overfitting by applying a penalty to
models composed of many reconstructed photons with
improbably small areas. The model with the largest overall
likelihood score P(M,,|D) is selected, and we return the
best-fit arrival times and amplitudes.

To correct for unresolved pileup, we assign a weight to
each reconstructed photon that is equal to the area of the
fitted template. Pileup occurs when the fitting algorithm
fails to split a single peak, usually when two photons arrive
in a single channel within one sample. The total number of
photons counted in the pulse is given by

N
Corrected photon count = C Z Wi, (3.2)
=1

l

where w; is the weight of the ith photon, N is the
uncorrected number of photons returned by the fits in all
channels, and C is an overall correction factor. The latter
accounts for inefficiencies that may arise due to the fit
threshold or inexact area matching of the template function
with true pulses. To find C, we fit a linear model of the form
y = mx to the DD neutron data, where x is the pulse area
(in phd) and y = > w;. Then C = 1/m. We find that C =
1.04 = 0.01 reproduces the total number of photons
obtained from the pulse area. A comparison between our
corrected photon count and the pulse area using these
values is shown in Fig. 1. The pulse area and the corrected
photon count agree throughout the 0-200 phd pulse area
range used in this work.

The times of the photons returned by the fits correspond
to the photon detection times, deconvolved from the
shaping of the detector electronics. The algorithm is
demonstrated visually in Figs. 2 and 3. Figure 2 shows
an example best-fit model with a simulated pulse. Although

Corrected Area
Pulse Area

0.21

0.0 1 1 | 1 I 1 1
0 25 50 75 100 125 150 175 200

Pulse Area (phd)

FIG. 1. Ratio of corrected to raw S1 pulse area in detected
photons (phd) for both tritium (blue) and DD neutron (red)
calibration data. The corrected photon count is computed using
Eq. (3.2) with C = 1.04. The black dashed line has a slope m = 1
and is shown for comparison.

there are only two peaks in the pulse, the model selection
algorithm correctly prefers the three-photon model and
reconstructs the times to within 0.1 samples (1 ns) for each
photon. Figure 3 shows the algorithm applied to a real S1
pulse from the tritium calibration data. We estimate the 1o
uncertainty of the photon detection time from the fit to be
1.6 ns, calculated from the average uncertainty returned by
the Migrad fitter when our algorithm is applied to the CH;T
calibration data.

0.7

phd / sample

— 1 1 1 1 1 1 1
01— =5 0 5 10 15 20

Time (samples)

FIG. 2. Example simulated waveform (black curve). Three
photons arriving at ¢t = -0.75, 1.60, and 6.50 samples
(1 sample = 10 ns) are used to generate the simulated signal.
The photon timing algorithm described in Sec. III reconstructs
three photons arriving at t = —0.76, 1.51, and 6.45 samples

(grey).
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1.4r-

1.0-

0.8

0.6

phd / sample

0.4

OOte{'\'M ‘VA, = |

-871 —8710 —8705 —8700 —8695

Time (samples)

—8690 —-8685

(a) Measured Scintillation Pulse

2.0

1.5F

Assigned Weight

0.5

1 1 1
-8705 —-8700 —-8695
Time (samples)

0.0

| 1
—-8715 —8710 —8690 —8685

(b) Reconstructed Photon Times

FIG. 3. (a) A scintillation pulse from a CH;3T calibration event,
separated by the PMT channel. (b) The reconstructed peak times
for the photons in the pulse are shown. The times are weighted by
the fitted area of the template to correct for unresolved pileup of
multiple photons arriving in a single channel.

B. Channel-to-channel time calibration

There are several factors that affect relative timing
between PMT channels. The R8778 PMTs are specified
to have an electron transit time of 41.0 & 1.7 (o) ns at
1500 V; this transit time varies inversely with the square
root of the bias voltage [36]. Gain matching of the PMTs in
LUX requires operational voltages to vary between 1000
and 1500 V, which causes the electron transit time to vary
between 41 and 50 ns. Differences in cable lengths can
cause further differences in signal arrival times. The
shaping filters on the pre- and postamplifiers further
degrade timing accuracy and may add relative delays
between channels. Finally, a 100 MHz clock pulse is
propagated to each digitizer that can cause synchronization

0.8r-

0.6

Normalized Amplitude/2ns

0.2F

i
100

Lo
0.0q 20 40

Time (ns)

FIG.4. Anexample of a photon detection time distribution for a
PMT located on the bottom array, facing the strobed LED on the
top array. The photon detection times shown are measured
relative to the LED trigger and are histogrammed in 2 ns bins.
The points between the data are interpolated with a linear spline,
which is shown with the dotted red trace. The dashed blue line
shows 10% of the peak height and is compared to the spline fit to
obtain the offset for that channel, shown by the solid green trace.

delays between digitizers [21]. All of these relative offsets
must be measured and corrected for in this analysis so that
coincident photons are correctly aligned in time.

We measure the combined effect of these time offsets
using LEDs mounted on the top and bottom PMT arrays.
The LED system includes twelve 440 nm diodes, capped
with polytetrafluoroethylene diffusers, that are used for
gain and after-pulsing calibrations of the PMTs. To
measure relative time offsets, pulses with a FWHM of
20 ns, a rise/fall time of 5 ns, and a peak amplitude in the
range 3.36-3.80 V are propagated to individual LEDs
within the chamber. The resulting single photoelectron
pulses in each channel are fit with the single-photon
template to determine their arrival time relative to the
LED strobe. The direct-path travel time for a photon from
an LED to a PMT is subtracted to remove photon path
length differences from this calibration. If the PMT is
located on the same array as the LED, there is no direct
optical path from the LED to the PMT; we therefore assume
that the shortest path is via reflection off the liquid-gas
interface. For each channel, a distribution of the path-
corrected photon detection time, relative to the LED trigger,
is obtained. A typical distribution is shown in Fig. 4.

A common reference time needs to be selected for each
channel to serve as the correction to be applied to that
channel. Tails longer than the strobe time of the LED are
observed in these time distributions and are attributed to
photons scattering within the detector volume. To avoid
these effects from biasing our measurement, 10% of the
peak amplitude on the rising edge of each distribution is
used to define the correction time for each channel. These
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corrections vary by up to 20 ns (two samples) from channel
to channel. Measurements are repeated with two LEDs in
the top array and two LEDs in the bottom array to test for
systematic effects from PMT coverage. The corrections
between different LED measurements agree to within 2 ns,
which represents the resolution of the measurement; we
take this as our lo uncertainty. The corrections are
subtracted from the reconstructed photon times in the
analysis presented in Sec. V.

IV. LIQUID XENON SCINTILLATION
IN THE LUX DETECTOR

A. Analytical model of photon detection times

The analytical model of photon detection time in LUX is
built from three components: scintillation emission, optical
transport, and a model of instrument response.

The scintillation emission distribution is assumed to be
of the form

P (t) = Cie/7 + C3e7'/™, (4.1)
where 7| and 75 are the time constants governing the decay of
the singlet and triplet states. In this parametrization, the ratio
of singlet photons to triplet photons, referred to as the
intensity ratio or the singlet/triplet ratio in the literature, is
given by (C,7,)/(Cs73). Additional timing effects in elec-
tron recoils due to electron-ion recombination are neglected
in our model as they are expected to be suppressed by the
applied electric field and the high linear energy transfer at low
energies. For the calibration data used to constrain the
model (~300 V/cm and ~10 keV), an empirical formula
in Ref. [12] predicts a recombination timescale of
Tree < 0.7 ns. As this is significantly smaller than the other
timescales in this analysis, we neglect a full treatment and
simply use two different triplet time constants for ER and NR,
73, and 73 . Any recombination effects will be absorbed by
73, and will result in 73 slightly larger than 73 .

The optical transport distribution is constructed using
photon-tracking simulations which take into account physi-
cal and geometrical effects on xenon scintillation light
inside the LUX detector [37]. Photon transport times
depend on several physical properties of the detector
internals: reflection and absorption at internal surfaces,
reflection and transmission at the liquid/gas interface, and
absorption and scattering in the liquid. The values for these
parameters are constrained in situ using #3™Kr calibration
data [38]. Photon transport is simulated using the LUXSim
package [39], a GEANT4-based Monte Carlo code [40,41].
Figure 5 shows the optical transport distributions in each of
four height bins used in the LUX WIMP search analysis
with the WS2014-16 exposure [1]. The differences between
the simulations reflect the depth-dependent probability, due
to the combination of geometric efficiency and reflection at
the liquid-gas interface, for photons to travel directly to

-
<)
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._\
o
b

Photon Transit Time (ns)

FIG. 5. Simulated time distribution of photons detected in the
LUX detector, calculated using the ray-tracing capabilities in the
LUXSim GEANT4 simulation package. The photon sources are
10 cm thick, 20 cm diameter cylinders, centered at different
depths below the liquid surface: 42 cm (grey curve), 32 cm (green
curve), 22 cm (orange curve), and 12 cm (blue curve. These slices
in depth correspond to the drift time bins used in the WS2014-16
dark matter search [1]. Solid lines show the second term in
Eq. (4.2), fitted to these simulations. The excess in the first bin
from direct-path photon arrivals is parametrized by a constant A
and is not reflected in the curves shown. Values of the parameters
for each position are given in Table 1.

PMTs. To include optical transport in the analytical model,
we introduce the empirical distribution

B B
P,(t) = As(t) + (1 - A) Tie—r/ru +7:e_,m ,

(4.2)

where A, B, t,, and 7, are fitted to the simulated distribu-
tions. The first term is a Dirac delta function which para-
metrizes the light that travels directly to a PMT, while the
second term parametrizes the time distribution from light that
reflects and scatters from the detector internals. Nor-
malization requires B, = 1 — B,. The uncertainties in the
optical parameters, given in Ref. [38], are a source of
systematic error in our analysis. We discuss this further in
Sec. V B.

Finally, we treat instrumental effects as normally dis-
tributed variables, parametrized by an overall width o.
There are two leading sources of random timing fluctua-
tions in our data: the transit time spread of the R§778 PMTs
o0, = 1.9 ns (at the average operating bias of ~1300 V)
[42], and the uncertainty in the reconstructed detection time
from the photon timing algorithm, oy = 1.6 ns. There is
also the 2 ns uncertainty in the channel-to-channel time
corrections, o,.. While this is a fixed time offset for each
channel rather than a random pulse-by-pulse fluctuation,
the result is a net smearing of the pulse shape when
averaging pulses together across all of the channels.
Using simulations, the net effect of the time correction
uncertainties on average pulse shapes was determined to be
equivalent to normally distributed random fluctuations.
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Therefore, the overall width added to photon time spectra
by the effects in the electronics and the data reduction
pipeline can be described by adding these three effects in

quadrature:
_ /52 2 2
o = Otts + Ot + Ofit-

The total analytical model for photon detection time is
given by the convolution of Eq. (4.1), Eq. (4.2), and a
Gaussian distribution of width o, given by Eq. (4.3):

(4.3)

P =Y Y A fen(2)]

i=13 j=a.b

L Gl-A)B, —{H f<f—i’—f)]
——e er
2(2-1) V2

2

Ci(1-A)B; =+ ==
—7'(,. ) Lo " {1+erf< 7)}

2(L-1) V2

(4.4)

B. Scintillation pulse Monte Carlo Simulations

We developed a Monte Carlo (MC) simulation method
that uses the analytical pulse shape model as an input and
generates channel-level simulated signals. For a given
scintillation pulse size, the number of photons that arrive
at the top and bottom arrays are drawn randomly from a
binomial distribution, using the top/bottom light collection
asymmetry measured with the CH;T calibration data. The
number of photons in a single PMT channel is drawn from
a binomial distribution, where we assume the probability of
a photon landing in any given channel is p = 1/61. This is
a good approximation for S1 light detection by the 61
PMTs in each array for events in the fiducial volume. The
areas of each photon are independently drawn from the
single-photon pulse area distribution, averaged across all
PMTs. Each photon is then randomly assigned a detection
time, drawn from the distribution in Eq. (4.4). Photon
template functions with the appropriate amplitudes and
arrival times are added together to construct a simulated
signal. Noise is added to this signal by adding sine waves
with frequencies and amplitudes given by the measured noise
power spectrum and random phases drawn uniformly on the
interval [0,2z]. The bandwidth of the data acquisition is
therefore included in both the noise and the signal by using
data-driven signal and noise distributions. The simulated
waveform is then sampled at 100 MHz, with the starting point
given by a uniform random number between 0 and 10 ns to
simulate timing jitter due to the digitizer’s sampling. This
MC method is used in the following sections to simulate
scintillation pulses for error analyses and discrimination
calculations.

V. ER/NR DATA ANALYSIS AND RESULTS

A. Photon time spectrum

We study scintillation characteristics in ER/NR calibra-
tion data by constructing photon time spectra that are
averaged over many events. Event selection is based on the
dark matter search analyses: we study only single-scatter
events, defined as events with a single S2 preceded by a
single S1 within the maximum drift time (330 us). To
reduce the position dependence of optical transport, indi-
cated by Fig. 5, we select only events in a rectangular prism
around the beam path of the neutron calibration source, at a
median depth of ~7.5 cm below the liquid surface. The
average electric field in this region, calculated using COMSOL
electrostatics simulation software [43], is 410 V/cm. The
times of detected photons in these events are corrected using
the channel-to-channel time calibration, and the direct-path
travel time from the event site to the PMT is subtracted and
weighted by the w;’s. To align time spectra from different
events, we define acommon reference of the sample at which
the summed waveform crosses 5% of the total pulse area
(hereafter denoted TOS). The photon time distribution for
many events are used to produce average time spectra. As our
analysis is focused on the true number of photons arriving in
a given pulse, we use S1 pulse areas that are not corrected for
position dependent effects in the LUX detector unless
otherwise noted.

Average time spectra for the three calibration sources
with pulse area between 40 and 50 phd are shown by the
data points in Fig. 6. The two electron recoil sources (!C
and tritium) show identical spectra, while the nuclear recoil
source (DD neutrons) has a spectrum with a sharper peak in
time. This difference is explored in the context of our
analytical model in Sec. VB and is used for ER/NR
discrimination as discussed in more detail in Sec. VI A.

The field and position dependence of the pulse shapes
were studied in the tritium calibration data. The electric
fields within the detector volume changed significantly
between WS2013 and WS2014-16: in the former, the drift
field was ~180 V/cm throughout the detector, while in the
latter, the drift field is highly nonuniform, varying from an
average of ~50 V/cm near the bottom to ~400 V/cm near
the top of the detector. For a fixed event position and fixed
pulse area, we do not observe a significant difference in the
average time spectra for any of the tritium calibrations from
WS2013 or WS2014-16. We therefore conclude that there
is no significant field dependence within the limits of our
sensitivity. We observe a depth dependence in the average
time spectra, consistent with the expectations from the
optical transport model. Since photons from S1 pulses are
preferentially detected in the bottom PMT array due to
reflections at the liquid-gas interface, we attribute depth
dependence of the pulse shapes to the depth dependence of
the geometric efficiency of the bottom array. The effects of
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FIG. 6. Average photon detection time spectra for events with
pulse area between 40 and 50 phd (~11-13 keV,,.). The
probability distribution of NR events, from DD neutron data,
is shown by the red diamonds, and the MC simulated NR time
spectrum is shown in red. The measured distributions for ER
events from tritium and '“C are shown in green and blue,
respectively. The ER time spectrum generated from MC simu-
lations is shown in blue. The time at which the pulse area reaches
5% of the total, denoted TO5 in the text, is used as t = 0. The
vertical uncertainties in each bin are calculated from Poisson
statistics, while the horizontal error bars represent bin width.

the depth dependence on ER/NR discrimination is dis-
cussed in Sec. VI A.

B. Fits to analytical model

The analytical model was fitted to the average time
spectra in both ER and NR data to extract physical
scintillation characteristics. To measure energy dependence
in the model parameters, we fit the average time spectra
binned by the reconstructed ER-equivalent energy (given in
kevee)9

S1 82
Erec :W<_+—>, (51)

a9 9

where g; and g, are the detector-specific gains for the
83mKr-corrected S1 signals and S2 signals, and W =
13.7 eV is the average energy required to create either
a scintillation photon or an ionization electron in
liquid xenon [44]. Over the period of the experiment,
the parameters ¢, varied between 0.100 % 0.002 and
0.097 £ 0.001 phd/photon, and g, varied between 18.92 +
0.82 and 19.72 £ 2.39 phd/electron. For ER events, we
separate the data into bins of 4 keV,, in E. . from 5 to
45 keV,,. For NR events, we use bins of 2 keV,, from 5 to
17 keV,,. To obtain the true energy of events contributing
to each E. bin, the distribution of recoil energies for each
source is simulated using the NEST light and charge yield
models tuned to LUX data, given in Ref. [33] (for ER) and

Ref. [32] (for NR). We report the mean and the +1¢ of the
simulated distributions as the true energy and its error.
This analysis includes ER events with true energies from
~5 to 46 keV and NR events with true energies from ~25
to 74 keV.

Several of the fit parameters are expected to remain
constant across energies and particle types. The singlet
time constant 7; and the Gaussian fluctuation parameter o
are expected to be the same across all energy bins and for
both ER and NR data, as they are dependent solely on the
scintillation physics of the Xe3 dimer and the timing
resolution, respectively. Similarly, the optical transport
parameters (A, B,, 7,, and 7,) depend solely on photon
transport in LUX and should be constant across all spectra
for a fixed position inside the detector. The values used in
these fits are given in Table I for the DD beam location
and are constant for both ER and NR spectra across all
energies.

In contrast, the ratio of C;/C5 is allowed to vary
independently for each energy bin in both ER and NR
data. This allows our model to capture the difference in
the singlet/triplet ratio between ER and NR events, as well
as any possible dependence on recoil energy. We also allow
73 to vary between ER and NR data sets to allow it to
capture any small recombination effects, as discussed
in Sec. IV.

In addition to the timing effects built into the analytical
model, the photon time spectra experience a spread due to
statistical fluctuations in TOS. These depend on the scin-
tillation emission distribution and the total number of
detected photons, and produce an additional smearing that
could be mistaken for an energy dependence in the
underlying time spectra. We model this effect using the
MC to simulate events in each energy bin. The distribution
of TOS in the appropriate energy bin is convolved with the
analytical model before fitting to the measured average
time spectra.

In order to fit all of these parameters with the appropriate
constraints and correlations, we simultaneously fit the
average time spectra at all energies using a global log-
likelihood given by

TABLE 1. Optical transport parameters at different locations
inside the LUX detector [see Eq. (4.2)]. The first four rows
correspond to the drift bins used in the WS2014-16 dark matter
analysis [1], while the D-D beam location is used to constrain our
pulse shape model in Sec. V B.

Position A B, 7, [ns] 7, [ns]
Top 0.0544 1.059 11.2 2.80
Top center 0.0489 1.017 11.2 5.21
Bottom center 0.0586 0.906 11.2 1.56
Bottom 0.120 0.798 11.1 1.68
D-D beam 0.0574 1.062 11.1 2.70
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TABLE I

Summary of parameters used in fitting our photon time spectra. Expected values in column 2 come

from the literature where appropriate: the predictions for the triplet and singlet times come from the average values
in Ref. [12], while the prediction for C,7,/C373 comes from the measurement in Ref. [11]. The expected value of &
is calculated from Eq. (4.3). The best-fit parameters are shown with +1¢ statistical uncertainties (stat.), calculated
from the fit. The systematic error from the analysis procedure (Analysis sys.) is computed by performing the same fit
procedure on simulated data with known input parameters. The systematic uncertainty from the optical model
(Optical transport sys.) is calculated by varying the optical model used in the fit, i.e., fitting A, B, 7,, and 7, to
optical simulations with the +1¢ extremes on optical parameters from Ref. [38].

Parameter Expected Fit constraint ~ Best fit & stat. Analysis sys.  Optical transport sys.
(Cy11)/(Cy3) ~0.1 (ER) None 0.042 4 0.006 +3.1% I
None (NR) None 0.269 + 0.022 +3.1% e
7 3.1+0.7 ns 0-10 ns 3.27 +0.66 ns +1.0% o
75 24 + 1 ns (ER) 18-35 ns 25.89 + 0.06 ns +1.9% Ho.%
24 + 1 ns (NR) 18-35 ns 23.97+£0.17 ns +1.9% ol
A 0.0574 Fixed et
B 1.062 Fixed v
7, 11.1 ns Fixed i
o 2.70 ns Fixed S
c 3.2 ns None 3.84 £ 0.09 ns +1.1% +1.2%

—1.2%

i A _(Yj_Ycélc)2:|’ (5.2)

ou() ~ | A

ERNR i=1 j=1

where N is the number of bins in energy, M is the number of
bins in the average pulse timing distribution for each energy
bin, Y; is the number of photons in bin j of the timing
distribution, and Y . is the height of bin j, calculated by the
model. The singlet and triplet times are constrained to vary
within [0 ns, 10 ns] and [18 ns, 35 ns], respectively, to avoid
degeneracy. We maximize log (L) using the Minuit opti-
mizer class provided by the ROOT framework [45].

The results of the global fit are summarized in Table II.
The statistical errors are those returned by the fit routine.
In addition, there are two main sources of systematic
error: errors introduced in the analysis and fit procedure,
and errors from uncertainties in the optical model used
to produce A, B,, 7,, and 7,. We quantify the first by
performing the analysis on simulated events with known
input parameters. Shifts between the input parameters and
the reconstructed parameters are quoted as the systematic
errors shown in the fifth column in Table I, and are O(2%).
The errors due to uncertainties in the optical model are
quantified using the y? distribution of the optical model fit
given in Ref. [38]. Of the seven free parameters in the
optical model, we find that only two affect the photon
transport times: the liquid xenon absorption length and the
reflectivity of the Teflon immersed in the liquid. We run
new optical transport simulations allowing these parame-
ters to vary along the Ay?> =8.18 (lo) contour of the
optical model parameter space. We then propagate these

new simulated distributions into our pulse shape model
and redo the analysis to extract new pulse shape parameters.
We report the variations from the best-fit values as the
systematic error, which is listed in the sixth column of
Table II. This is the dominant error in our analysis.

The best-fit singlet/triplet ratios as a function of
energy are shown in Fig. 7. For electron recoils we find
(Cy71)/(Cst3) = 0.042 £ 0.006(stat) 032 (sys), averaged
across all measured energies, which is lower than existing
results in the literature. We note this is the first measure-
ment of the singlet/triplet ratio with both a low energy ER
source and an applied electric field. The energy dependence
at zero field, measured by the XMASS Collaboration
(shown by cyan diamonds in Fig. 7), is correlated with a
lengthening of the long time constant from 28 ns to 32 ns,
which suggests that they are observing an increase in the
recombination-related time constant with energy which is
not explicitly accounted for in their model. We do not
observe an energy dependence in either the time constant or
in the singlet/triplet ratio, consistent with the hypothesis
that the applied electric field in our experiment sup-
presses recombination contributions to the pulse shape.
For nuclear recoils, we find (C,7;)/(Cs73) = 0.269+
0.022(stat)f8jé§§(sys), averaged across all energies probed
in this analysis. The only analogous measurement in the
literature uses recoiling fission fragments and finds
(Cy71)/(C373) = 1.6 £ 0.2, though in a vastly different
energy regime at O(100 MeV) [7]. Our result is therefore,
to our knowledge, the first nuclear recoil singlet/triplet ratio
measurement that is directly relevant for dark matter TPC
experiments.
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FIG. 7. Singlet/triplet ratio (C,7,/C373) measured for nuclear

recoils (top) and electron recoils (bottom) using LUX calibration
data. Only statistical uncertainties of the data are shown.
Calibration sources are DD neutrons (red), tritium (blue), and
14C (green). Measurements in different energy bins are shown by
the square points, and the best fit constant model by the solid line.
The shaded region indicates the statistical uncertainty on the
constant model. The shaded gray bar indicated the systematic
uncertainty of the constant model. A power law is also fit to the
data and is presented by the dashed line. We also show
measurements of the ER singlet/triplet ratio at zero field from
Ref. [11] (cyan diamonds), and a measurement using a 2’Bi
internal conversion source at 4 kV/cm from Ref. [8] (purple
diamond). In Ref. [11], the singlet fraction (denoted F;) is given
rather than the singlet/triplet ratio. For direct comparison to this
work we make the conversion (C7;)/(C373) = F /(1 + F)).

We test for energy dependence of the singlet/triplet ratio
by fitting both a constant value and a power law depend-
ence, the latter given by (C;7,)/(Cs73) = aEP. Such an
energy dependence is well established in liquid argon [46],
but has never been directly explored in xenon. For electron
recoils, the best-fit values of the power law give a =
0.063 keV~! and g = —0.12. The y?/d.o.f. for the constant
and power law models are 16.6/9 (p = 0.06) and 13.7/8
(p = 0.09), respectively. For nuclear recoils, the best-fit
values of the power law give a=0.15keV~' and
f =0.15. In this case, the y*/d.o.f. for the constant and
power law models are 4.6/5 (p=0.47) and 3.2/4

(p = 0.52). We conclude that our data are statistically
consistent with both models, and both are compared to data
in Figs. 7, 9, and 10 for completeness.

Our best fits of the triplet and singlet time constants, 7,
and 73, agree with previously measured values. The
expected values, listed in Table II, are the error-weighted
averages computed in Ref. [12] based on a survey of
measurements in the literature. The only value in slight
tension is the triplet time constant that we measure for
electron recoils, which is higher than both the expected
value and our best fit for nuclear recoils. This is consistent
with small recombination effects that are not accounted for
in our model. If we assume 73, = 73 = 23.97 ns and take
the recombination time distribution derived in Ref. [8]
(P(1) & [1 + (t/75)]™), simulations reproduce our best-fit
distribution with 7z &~ 0.6 ns. This expression for recombi-
nation time may not be directly applicable here, as it is
derived by solving a diffusion equation with no applied
electric field. However, we note that the qualitative agree-
ment with the empirical prediction of 7z = 0.7 ns from
Ref. [12] is encouraging. Regardless, our result for 73 is
still within the range of 73 measurements available in the
literature [6,11], indicating that recombination plays a
minor role in the pulse shapes for electron recoils in our
experiment.

VI. PULSE SHAPE DISCRIMINATION

A. Prompt fraction discriminator
To discriminate between ER and NR events we use a
prompt fraction discriminator (PFD), a standard technique
that has been successfully adapted for use in other liquid

xenon and liquid argon dark matter experiments
[11,16,17,47,48]. The parameter is defined as

0 S1(r)dt _ _ Prompt Photons
J5S1(¢)dt >~ Total Photons

PF =

(6.1)

The four variables 70, t1, 12, and 3, are allowed to vary
independently in the range of —30 to 170 ns to minimize the
leakage of ER events into the 50% NR acceptance region
[defined as everything above the NR median (NR)]. No
additional constraints on these parameters were imposed,
and cases where 10 > 12, etc., were explored.

We apply an additional weighting scheme to avoid a bias
in the optimization due to the energy dependence of the
source. Since the yield at the calibration sources is energy
dependent, we divide the data into 10 phd-wide bins. Each
10 phd bin is weighted equally when calculating the total
leakage and is not weighted by the number of events in that
particular bin. Doing so allows us to optimize the PFD for a
flat distribution in pulse area.

To calculate the performance of the PFD, we separate the
calibration data sets into two groups. Events in all data sets
are randomly assigned to either a training or a testing
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FIG. 8. Normalized prompt fraction distributions for NR (red)
and ER (blue) events with raw S1 pulse areas from 40 to 50 phd.
Solid red and blue traces are the simulated NR and ER prompt
fraction distributions for this pulse area. The vertical error bars
indicate the Poisson uncertainty, while the horizontal error bars
represent bin width. The solid black line indicates the median of
the NR distribution, and the prompt fraction region above the
DD median is considered to be the NR acceptance region. The
26+2% of the ER distribution was found to lie within this region.

group. Both groups contain 50% of the data across all of the
calibration campaigns, and there is no statistically signifi-
cant difference between their average detected photon time
spectra, position, or energy distributions. The training
group of events are used to optimize our PFD. The
optimized discriminant is then applied to the events in
the testing group to quantify leakage and discrimination
power below.

Carrying out the PFD optimization using the events in
the training group gives an optimal prompt window of —8
to 32 ns and a total window of —14 to 134 ns. An example
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of the optimized PF values in the 40-50 phd bin, applied to
events in the festing group, is presented in Fig. 8. This PFD
is also applied to events generated using the MC simulation
and shows consistency with data. When this PFD is trained
on the individual campaigns the optimal windows are found
to vary up to 6 ns and are consistent with statistical
fluctuations rather than real changes in the photon detection
time spectrum.

Figure 9 shows the PF vs pulse area distributions
calculated from DD, CH;T, and '“C calibration data. At
small pulse areas, there is a large spread in PF due to the
low photon statistics in each event. At larger pulse areas,
more photons are reconstructed and the photon time spectra
for individual events will appear more ER- or NR-like,
reducing the spread in PF. This effect provides improved
ER/NR discrimination at higher energies. We also use the
MC code to simulate prompt fraction values for both ER
and NR, using the best-fit parameters found in Sec. V B to
model the underlying scintillation and propagation physics.
The bands in Fig. 9 are produced assuming a constant
singlet/triplet ratio. We see that the simulated distributions
match the data well.

Figure 10 shows the fraction of ER events that leak into
the 50% NR acceptance region. The DD calibrations were
used to compute the 50% NR acceptance region while
the '“C and CH;T calibrations were used to calculate the
leakage into this region. For the distributions shown, the
leakage in the lowest energy bin of 10-20 phd is
39.4 £ 2.7%. In the 40-50 phd bin, the highest bin used
in the WS2013 and WS2014-16 analysis, the leakage
fraction is reduced to 26.1 + 2.0%. The leakage fraction
continues to decrease at higher energies.

We also use calibration data at different depths to study
the vertical position dependence on our discrimination
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(b) ER data and the constant value model.

FIG. 9. PF distribution for NR events (left), and ER events (right). The red and blue dots indicate the NR and ER bands, respectively
(median and median £34 percentile), calculated from data. The traces indicate the bands calculated from simulated data using the
constant value model fitted to the singlet/triplet ratio (Fig. 7). The power law model produces bands similar to the constant value model
in this energy region and is omitted for clarity. The solid traces indicate the medians, and the dashed lines indicate the median +34
percentile. We define the region above the NR median as the NR acceptance region.
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FIG. 10. Fraction of ER events that leak into the NR region. The
points show the leakage fraction obtained from the data while the
solid trace indicates the leakage fraction calculated from simu-
lation. The NR median is used to define the ~50% NR acceptance
region. The horizontal error bars indicate the bin widths. The
counting errors from Poisson statistics and the errors in the NR
median are added in quadrature to calculate the error in the
leakage fraction. For both data and simulations, the same PFD
windows are used.

power. At greater depths in the detector, the PFs move to
larger values as more photons are detected at the bottom
PMTs with less scattering. This geometric affect applies to
both the ER and NR events and causes both bands to move
by a similar value in PF for a given number of detected
photons. As a result, we do not measure any significant
depth dependence in the leakage fraction. While some
depth dependence is expected due to less scatter in the
scintillation distributions, simulations indicate that this
effect only changes the leakage fraction 0.6% throughout
the LUX fiducial volume, well within our statistical
uncertainty. The overall simulated leakage fraction for a
flat distribution up to 200 phd is 22.9%.

B. Two parameter discrimination
for dark matter searches

The PFD can be used in conjunction with the charge-to-
light ratio [log;o(S2/S1)] to develop a two-dimensional
discriminant against ER backgrounds in LUX. This is
shown in Fig. 11 for events with pulse areas between 40
and 50 phd. An elliptical region, centered at the median
values of the NR distribution, is chosen to include ~90% of
the total distribution. In this two-dimensional space, a line
passing through the median of the NR population defines a
linear cut to discriminate between the two populations of
events. The region above this linear cut, away from the ER
population, is defined as the NR acceptance region. In this
manner, ~50% of the NR acceptance region is preserved by
the ellipse and the vertical cut.

For each 10 phd bin in the pulse area, the three free
parameters of the ellipse (inclination and two radii) and the
one free parameter of the linear cut (x or y intercept) vary to
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FIG. 11. (Top) Two parameter event discrimination using PFD

and log;((S2/S1). The distribution contains NR (red) and ER
(blue) events with S1 pulse areas between 40 and 50 phd. The
yellow ellipse indicates the 90% NR region, and the solid black
line indicates the discriminator. These events are projected onto
the dashed black axis perpendicular to the NR median. (Bottom)
The distance of these events from the NR median is presented. The
region to the left of the solid black line is defined as the NR
acceptance region and is chosen to preserve 50% of the ellipse’s
NR region while minimizing the number of ER events in this
region.

minimize the ER leakage into the NR acceptance region. To
test leakage, a line is drawn through the center of the ellipse
with either an x intercept between 1.25 and 2.75 or a y
intercept between 0 and 1. In this way, a cut that closely
resembles just the charge-to-light discrimination is also
tested. When this method is applied to 10 phd wide bins
between 10 and 100 phd, the ellipse’s inclination and x
intercept with the least leakage are often very similar. For
each of these bins, the optimal inclination of the NR
population and x intercept are close to 30° counterclock-
wise with respect to the vertical. and 1.7, respectively. As
the pulse area of the event gets smaller, the distribution of
possible PF and charge to light increases, and thus the
optimal radii for the ellipses vary to capture this change.

For the example shown in Fig. 11 for 40-50 phd, the
measured number of ER events appearing in the NR
acceptance regions is reduced compared to just the
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TABLE III. Summary of ER leakage into the NR acceptance region using different methods. The data presented here are from all the
DD, CH;T, and '“C calibrations from the volume around the DD beam. The average and +1c nuclear recoil energy for each bin is
simulated for a flat energy spectrum using a NEST model tuned to LUX NR calibration data [32]. In all cases the leakage is defined as the
number of ER events that occur within the NR acceptance region. The errors indicated are from Poisson statistics. Column 3 presents the
charge-to-light yield discriminator from Ref. [1] applied to these calibration data. The charge-to-light discriminator above 50 phd is
the subject of study. Column 6 presents performance of the PFD calculated from simulations using a linear singlet-to-triplet ratio.

S1 pulse area [phd]  Energy [keV,,]  Log;((S2/S1) [%]

PFD data [%]

PFD simulation [%] Two parameter data [%]

10-20 16.1757 0.540.2
20-30 237153 0.4+0.2
30-40 311780 04£02
40-50 384162 03+0.2
50-60 45.017,
60-70 51.870¢
70-80 58.917]
80-90 654752
90-100 72.215]

39.3+2.7 327 04£02
31.3+£22 29.4 0.3+0.1
289422 26.9 0.2£0.1
25.6+2.0 24.5 0.1 £0.1
22.7£2.0 22.9 0.1 £0.1
21.7+1.9 21.3 0.0+ 0.1
192 +1.8 20.2 0.0£0.1
20.1 £ 1.7 19.3 0.1+0.1
179+ 1.5 18.5 0.0£0.1

log,((S2/81). Using the log;((S2/S1) bands for this
population of events [1], an overall ER leakage of 0.4 £
0.1% is achieved. When the log;((S2/S1) and PFD are
combined to produce a new discrimination parameter, as
described above, the overall ER leakage reduces to
0.3 £ 0.1%. The comparison of the various discrimination
methods are presented in Table III.

VII. CONCLUSION

We have described an analysis of liquid xenon scintilla-
tion pulse shapes and the discrimination power in the LUX
dark matter experiment. We have developed software that
allows for the precise reconstruction of photon detection
times within a pulse with an accuracy of 3.8 ns. LUX
calibration data from DD, CH;T, and 14C sources are used
to characterize the photon detection time spectra for NR
and ER events at various depths in LUX. Average time
spectra are fitted with an analytical model to extract singlet-
to-triplet ratios and singlet and triplet decay times. It is
found that the singlet-to-triplet ratio for ER events is
consistent with the literature within errors. We have made
a first measurement of the NR singlet-to-triplet ratio at low
energies and a nonzero applied electric field. Different 75
time constants are found for ER and NR events. We
interpret this as residual recombination timing effects,
which are not included in our model, adding a small
smearing to the ER pulse shape that gets captured by
the 73 parameter in our fits. These measurements and the
reconstructed physical properties of xenon scintillation are
relevant for liquid xenon dark matter search experiments
and can inform simulation packages, such as NEST, that are
used by the community to compute event distributions in
current and future experiments.

The template-fitting timing algorithm is applied to
calibration data to construct photon detection time spectra.
The difference between ER and NR time spectra is

exploited to formulate a ratio of prompt to total photons
to discriminate ER and NR events. This discrimination
parameter (PF) is optimized, using a training data set, to
minimize the leakage of ER events into the ~50% NR
acceptance region. The photon detection time and the
prompt fraction distributions are shown to agree with those
generated from the MC simulations using the best-fit
analytical model, allowing us to extrapolate to energy
regions where no calibration data are available. The
discrimination power of the PFD improves with energy.
For a flat distribution of events in the WS2013 and
WS2014-16 analysis region from 10 to 50 phd, the ER
leakage is found to be 31.3%. Between 10 and 200 phd, the
average leakage is 25.2%.

In the two-dimensional parameter space composed of
charge-to-light ratio [log;,(S$2/S1)] and PF, an improved
discriminator is developed. This discriminator is required to
preserve ~50% NR acceptance while reducing the ER
leakage into the region. Over the WS2013 and WS2014-16
analysis region of 10-50 phd, the ER leakage, measured
using the charge-to-light discriminator, is 0.4 £ 0.1% and
reduces to 0.3 + 0.1%, measured using the two parameter
discriminator. Given the increase in photon statistics in both
the singlet and the triplet scintillation, we expect the
discrimination power would increase at higher energies.
If this expectation holds true after conducting appropriate
calibrations, this approach would be an attractive back-
ground reduction technique for dark matter searches look-
ing for nuclear recoils at energies higher than the traditional
WIMP search. Examples of these dark matter searches
include models in which dark matter scatters inelastically,
or with a momentum-dependent cross section. Using the
parameters from the analytical model, the pulse shape
discrimination bands can be extrapolated out to higher
energies than accessible by calibration sources, or can be
extrapolated to assess the pulse shape discrimination power
in future liquid xenon experiments.
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