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We construct the holographic renormalization group (RG) flow of thermoelectric conductivities when the
translational symmetry is broken. The RG flow is probed by the intrinsic observers hovering on the sliding
radial membranes. We obtain the RG flow by solving a matrix-form Riccati equation. The RG flow provides
a high-efficient numerical method to calculate the thermoelectric conductivities of strongly coupled systems

with momentum dissipation. As an illustration, we recover the AC thermoelectric conductivities in the

Einstein-Maxwell-axion model. Moreover, in several homogeneous and isotropic holographic models
which dissipate the momentum and have the finite density, it is found that the RG flow of a particular
combination of DC thermoelectric conductivities does not run. As a result, the DC thermal conductivity on

the boundary field theory can be derived analytically, without using the conserved thermal current.
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I. INTRODUCTION

“GR = RG” [1]. In the holographic theory, this short
“equation” highlights that the renormalization group (RG),
an iterative coarse-graining scheme to extract the relevant
physics [2—-4], is essential in generating the bulk gravity
dual from the boundary field theory. Although the precise
process of coarse graining is not clear, it is evident that the
anti-de Sitter/conformal field theory (AdS/CFT) corre-
spondence provides the geometrization of RG flow, in
which the radial direction in the bulk can be identified with
certain energy scale [5—17]. As an important implication of
this picture, one can expect that some low-energy univer-
sality of strongly coupled systems is captured by the near-
horizon degrees of freedom alone.

On the other hand, as Pauli said, “Solid state physics is
dirty.” The disorder is one of the fundamental themes
in condensed matter theories (CMT). It is an important
progress that the AdS/CMT duality can dissipate the
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momentum and thereby get close to the real materials. The
simplest way to break the translational symmetry in the
holographic theories is to introduce the linear axion fields [ 18].

Recently, some of us studied the holographic RG flow
for the strongly coupled systems with finite density and
disorder [19-21], where the charge and energy transport are
coupled and the transport coefficients are finite. The partial
motivation of the work came from Ref. [22], where the
authors have not obtained the explicit flow when facing
with the coupled transport. By introducing a square matrix
of coupled sources, we illustrated that the coupled second-
order equations of linear perturbations can be reduced to a
first-order matrix Riccati equation, which can have the
direct physical meaning of the RG flow equation of two-
point correlation functions [21]. In addition, the boundary
condition of the matrix Riccati equation can be simply
determined by the regularity of correlation functions on the
horizon. As a result, the holographic RG flow provides a
new method for calculating the coupled transport in holo-
graphic systems, particularly with translational symmetry
breaking. Compared with the traditional method that
solves the coupled second-order perturbation equations
directly, the new method can greatly simplify the numerical
calculation, particularly for the AC transport or spatially
inhomogeneous systems. This is mainly because it only
needs a simple Runge-Kutta marching instead of the
inconvenient shooting method or the resource-consuming
pseudospectral method.

Published by the American Physical Society
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In [19-21], however, the holographic RG flow was
mainly used to study the DC transport on the boundary.
In this paper, the first aim is to translate the matrix Riccati
equation to the RG flow of AC thermoelectric conductiv-
ities, from which one can read the AC thermoelectric
conductivities on the boundary. As an illustration, we will
calculate these conductivities in the Einstein-Maxwell-
axion (EMA) model. The results are in agreement with
the previous work [23] that solves the coupled second-order
equations directly.

The second aim is to explore whether the holographic RG
flow could imply some interesting physics about the
thermoelectric transport in strongly coupled systems. One
important lesson learned from the studies on the holographic
RG flow is that the universality of the transport in the
holographic models may be correlated to the similarity of all
horizons and the existence of certain quantities which do not
evolve between the horizon and the boundary [24]. Two
benchmark examples are the trivial RG flow of the DC
electrical conductivity for the systems dual to neutral black
holes and the ratio between shear viscosity and entropy
density in a wide class of holographic theories. Notably, the
trivial RG flow interpolates the classical black hole mem-
brane paradigm [25,26] and AdS/CFT smoothly. Based on
this universality argument, Blake and Tong identified a
massless mode in the massive gravity and obtained the
analytical expression of the DC electric conductivity [27].
Furthermore, Donos and Gauntlett constructed the electric
and thermal currents that are radially conserved. Combined
with the choice of sources that are linear in time, they found
an analytical relation between the DC thermoelectric con-
ductivities on the boundary and the black hole horizon data
[28]. However, unlike the conserved electric current that
usually can be read from the Maxwell equation, the con-
struction of the conserved thermal current is considerably
more subtle. Noticing this problem, Liu, Lu, and Pope
recently suspected that the Noether current with respect to
the diffeomorphism symmetry might be a general formula
for the radially conserved thermal current [29].

We will show that the RG flow of a particular combi-
nation of DC thermoelectric conductivities, namely, the
electrical conductivity at zero heat current, does not run in
several homogeneous and isotropic holographic models
which dissipate the momentum and have the finite density.
Since the zero-heat-current (ZHC) conductivity at zero
density is reduced to the electrical conductivity, the trivial
flow of ZHC conductivity can be naturally viewed as the
nontrivial extension of the zero-density electrical conduc-
tivity flow [24]. Furthermore, given the analytical expres-
sion of electric and thermoelectric conductivities that can
be obtained from the conserved electric current, we can
derive the thermal conductivity analytically by using the
trivial RG flow of ZHC conductivity and the infrared
boundary condition of the matrix Riccati equation. The
radially conserved thermal current is not required.

The rest of this paper is organized as follows. In Sec. II,
we will develop a general framework for the holographic
RG flow of the thermoelectric transport. In Sec. III, we will
take the EMA model as an example which exhibits how the
RG flow can be used to calculate the AC thermoelectric
conductivities on the boundary. The RG flow of the DC
thermoelectric conductivities will be studied in Sec. IV. By
the numerical method, one can find that the ZHC conduc-
tivity has a trivial flow in various holographic models. This
further induces an analytical expression of the DC thermal
conductivity, as will be shown in Sec. V. In the last section,
the conclusion will be given. In two Appendices, we will
present the thermodynamics on the membranes and a
semianalytical proof for the trivial RG flow, respectively.

II. THERMOELECTRIC RG FLOW:
A GENERAL FRAMEWORK

One of the well-known approaches to the holographic
RG is the (sliding) membrane paradigm proposed in [24].
It is technically convenient to relate the linear response
measured by the observers hovering outside the horizon to
that of the boundary theory. Such relation is also exhibited
in the Wilsonian approach to fluid/gravity duality [30]. The
flow equations obtained in [24] can be retrieved as the
p-functions of double-trace couplings by the holographic
Wilsonian RG approach which integrates out the ultraviolet
geometry [31-33]. The equivalence between the membrane
paradigm and the holographic Wilsonian RG has been
further discussed in [22,34].

Until now, the holographic RG flow of the complete
thermoelectric transport has not been studied and we will
develop the previous membrane paradigm to fill this gap.
Our essential idea is to associate a positioned action with a
sliding membrane and reformulate the classical equations
of motion (EOM) to the RG flow of transport coefficients
which are measured by intrinsic observers.

In linear response, the change in the expectation value of
any operator O; is assumed to be linear in the perturbing
source ¢;

5(0;(w)) = G} ()¢ (o). (1)

where G is the retarded Green’s function

Gl (@) = —i / ® dte (0,1, 0,0)). ()
0

In holography, by recasting the on-shell quadratic action as
the form

1 [dw

s§) = 2 E(b,(—a))GU(a))(ﬁJ(a)), (3)

the retarded Green’s function can be extracted [35], up to
the contact term [36]. In [21], it has been shown that the
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coupled perturbation equations in the bulk can be reformu-
lated as a matrix-form Riccati equation:

["=M-NI'-TN-TOT. (4)

Here I';; = Gy;/(iw) is referred to the canonical response
function and the matrices M, N, N and O are independent
of perturbations. They are the functions of radial coordinate
r and the prime denotes the radial derivative. In the
following, we will translate G;;(r) and hence I';;(r) into
the RG flow of thermoelectric conductivities. Note that the
process is general for any theories of gravity which will be
considered in this paper.

In terms of the standard AdS/CFT correspondence, the
(d + 1)-dimensional field theory lives on a conformal class
of the asymptotic boundary of the (d + 2)-dimensional
bulk spacetime. The radial coordinate in the bulk can be
identified with certain energy scale. As a direct extrapo-
lation, we assume that the field theory at certain energy
scale is associated with a fictitious membrane at the radial
cutoff r = r,., with the line element

1
ds* = W}/uh(rc)dx“dxh. (5)

Here y,, is the induced metric, with a,b € {0,...,d}.
To be simple, it is assumed to be homogeneous and
isotropic. Its spatial component is denoted as y;;, with
i,j€{l,...,d}. We define 1., = y,,/A(r.)* as the mem-
brane metric, which is determined up to a conformal factor
A(r,)?* that will be specified later.

Consider that the observers on the membranes are
equipped with the proper intrinsic coordinates,

SRR R

Put differently, the intrinsic observers measure the physical
quantities by the orthonormal bases. For the sake of brevity,
we will describe the positioned physical quantities as
“observed” when they are measured by the intrinsic
observers lived on the membranes. To be clear, we hat
on all observed quantities. We choose to hat the vector or
tensor on the index.

We need to define the positioned on-shell action, which
involves three parts

Sos = (Sbulk + SGH + Scl)|on—shell' (7)

The first is the bulk action

Shulk = / - dde\/ —gL. (8)

In the AdS/CFT correspondence, the field theory lives on
the boundary and the ultraviolet limit (that we suppose to
be r. — o) is imposed. Here we consider the bulk region
from the horizon r, to certain cutoff surface with r, > r_,
giving rise to the r.-dependence of the action. Second,
to implement a well-defined variational principle, the
Gibbons-Hawking term on the cutoff surface is necessary.
The last is the counterterm, which is required in AdS/CFT
to cancel the ultraviolet divergence. To obtain a continuous
RG flow, we extend the counterterm to arbitrary slices
following Ref. [22].

We proceed to define the electric current and energy-
momentum current on the membranes, which are covariant,

188y w2 88y
/=164, ERVAY YT

where 4 is the determinant of the membrane metric. For our
purpose, we set x = x! and focus on the relevant compo-
nents (J,,7,.). They are observed by

A — \/711 L(SSOS

a

©)

) V71 e Vv Y00 \//Td5Ax ’
A A \/ 1 68
T?;‘ _ _ Y11 - 0s (10)

T, = .
VY11 vV ~Y0o ' A \//Tdfs/ltx

where 61,, = 64,, has been used. With these quantities at
hand, the observed thermoelectric conductivities can be
defined through the generalized Ohm’s law

Ji 6 Ta E;
N <A 1 >< /1 )’ (11)
J Ta Tr)\=-V.T/T

where the Tolman temperature on the membrane is deter-
mined by the Hawking temperature and the redshift factor,

that is, T(r,) = T—AU)_

~Yoolre
ature is the only observed thermodynamic quantity which is
necessary for calculating the observed thermoelectric con-
ductivities. Nevertheless, we will study in Appendix A the
complete and self-consistent observed thermodynamics,
which should be important in itself.

We will relate the sources E; and V7 to the fluctuations
0A; and 64;;, following Sec. 2.7 in [37]. Consider the
spacetime associated with the metric 4,; that is nothing
but the Minkowski metric. Rescale the time by 7 — 7/T
and then the metric has A;; = —1/72. Turn on a small
constant thermal gradient 7" — T — 2V, 7" It implies 64;; =
—2&V,T/T3. The fluctuation can be compensated by the
diffeomorphism 64;; = 207;&; with the parameter & =
i*V;T/(@T?). Here we have endowed all quantities with
a time dependence e~'®’. Taking & = 0, the diffeomor-
phisms 6;; = 0:& and 6A; = A;0;& can induce 64;; =
iViT/(@T%) and 6A; = —iA;ViT/(@T), respectively.

=210

. Note that the Tolman temper-
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Rescaling back to the original time 7, one can obtain the
net effect of the thermal gradient i®d4;; = —V;CT/ T and
i®6A; = A;V,T/T. Combined with the relation E; =
i@w6A; when the electric field is turned on, we can read

A A

E; + AV T/T = idbA;, ViT/T = =iwdls;.  (12)

Furthermore, the variation of the on-shell action takes the
form

oS oS
8Sos = [ d¥ix[==6A =6
oS / X <5Ax X + 5ytx 7tx>

= / A =A(J¥6A, + T™*SA,,)

A E N =0 (JE5A; + T64:4)

~| . E;
:/d‘”lfc V-2 {Jx_f—
lw

. . =V.T
(T + A7) — ] (13)
ivT

In the second line, we have used Eq. (9) and 64, =
87,/ A(r.)%. The third line denotes a coordinate trans-
formation. In terms of Eq. (12) we obtain the last line,
where the heat current can be recognised

J¢ = =(Tiz + Aidy). (14)

Putting Egs. (10) and (14) into Eq. (11), we can represent
(6,a,%) by

5= 1 Y11
io gAY
b= 1 (=Gi2roo — GurnA)
iw VIN2T ’
1 1
kK=— (G171 A7 + (G12 + Gap)roor i A
lw 711\//1_dA\/—700T e t
+ (Gan — Co2)7o)- (15)

Here we have defined the correlator G;; by Eq. (3). The
sources ¢; = (ay. h,,) come from.'

e =y (r)hy(r)e™™,  6A, = ay(r)e™.  (16)

It should be noted that the contact term Cp, = G»,(0) (that
appears in all the models of this paper) has been subtracted
in Eq. (15), otherwise there is a pole at @ =0 in the
imaginary part of & [23]. The observed ZHC conductivity is
defined by

'Hereafter, we will drop the index ¢ in r, for brevity.

J; Ta?
<A [ i (17)
Exljo—o K

O'OE

From Eq. (15), it can be expressed as

5 — L ~roG

O o g2
G11(G1z = Go))r11A, = [G11(Gay — Cop) = Ghylyo0
G1iAH 4 (Gia+ Go)roor 1A + (Gaa — C)7dy

(18)

We need to specify the conformal factor A2, In order for
the RG flow to meet the AdS/CFT on the boundary,
the conformal factor should have A> — y,; as r — 0. To
determine it completely, we note that the definition of the
membrane electric conductivity in the first line of Eq. (15)
is different from that in [24], which is G;/(iw). The
difference comes from three aspects: (i) our currents (9) are
covariant on the membrane; (ii) our physical quantities are
measured by the intrinsic observer; (iii) we have rescaled
the induced metric. Except the last one, our formulation is
close to Refs. [26,30,38], which treat the membrane as an
effective physical system, so the physical quantities should
be more suitably defined as intrinsic tensor (vector, scalar)
fields and measured by the intrinsic observer. However, the
difference might not be substantial, since it can be removed
by a simple scaling transformation on the membrane (at
least when it is homogeneous and isotropic). Moreover, the
definition in [24] is interesting at least because its flow
(with zero charge density) does not run. Keeping these in
mind, we can require both definitions to be consistent by
conveniently selecting the conformal factor as

A = =711 (19)

=
Nz
U

where the isotropy has been imposed.

III. AC THERMOELECTRIC CONDUCTIVITIES
ON THE BOUNDARY

A simple holographic framework with momentum
relaxation was presented in [18]. The model contains linear
axions y; along spatial directions. We consider the four-
dimensional EMA theory described by the bulk action

1 2
Sbu]k:/dx\/_{R+6——F2 5; (Ox:) } (20)

Here the AdS radius L and the Newton constant 167G are
set to unity. The EMA theory allows a (homogeneous and
isotropic) black-brane solution:
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1
ds> = —h(r)dt* + —dr* + rz(dx% + dx%),

h(r)
_ 2_&_ AV
h(r)=r . <1 r><4r'u +2ﬂ>,
A= ;4(1 - %) dt, g = px;. (21)

The Hawking temperature and the charge density can be
read off:

1 2 2
T <3r+ 4 q ), qg=wur.. (22)

"~ 4x C2r, 4R

Perturb the background by the vector modes along
x = x; direction, which we write as

8Gs = r*hy(r)e™™, SA, = a(r)e™",
& =B x(r)em, (23)
The relevant EOM are

2
(qhtx =+ ha;c)/ + %ax =0,

2

(P = (P + ) =0,
7 = (qa+ rhiy) = 0. (24)

By setting w = r>hy’/w one can reduce the EOM to

(ha,) = Apa, + Apy,

(r?hy') = Ay a, + Ay, (25)
where
@ _ ¢ iq
VG A
A= 2 ig 1 (e® _ P (26)
a2

Now we will reformulate the EOM (25) as a matrix-form
Riccati equation. Define an auxiliary transport matrix = by

—hd', T Ti2 iwa,
<—”_2h‘l//> <721 722) < iy ) 27)
It is different from the canonical response function I". We
adapt this noncanonical representation since the numerical
calculation is more simple. We stress that 7 is required to be
regular on the horizon by the suitable selection of the left-

hand side in Eq. (27). After a little matrix calculation, one
can obtain the radial evolution equation

1
7 = —A + iwtBr, (28)
iw

where

-1 (10) -

The simple equation (28) is a matrix-form Riccati equation
which has been derived previously in [21]. It should be
noted that a key technique to build up Eq. (28) is to
introduce two auxiliary modes @, and  to double two
2 x 1 matrix in Eq. (27) as two 2 x 2 matrix. Then the
matrix manipulation is fluent.

Applying the regularity of 7 on the horizon, we read off
the horizon value of 7 from (28):

1 0
)=y 1. (30)
r
Taking z(r, ) as the boundary condition, the flow z(r) can
be integrated out.

We write down the Gibbons-Hawking term and the
counterterm [23]

SGH - —2/d3X\/—]/K, (31)

12
Se = /d3x\/—_y(—4+521/”b8a)(iab)(i)v (32)
i=1

where K is the external curvature. Then we have the
positioned on-shell action S, from which we can calculate
the one-point functions®

oS,
5—OS = _qhtx - hafw
ax
5S4, i}
# = r*hi, + Cyh,,. (33)
tx

Here we have defined a real radial function

Cyy = 413 <1 - ﬁ) (34)

Its details is useful only in Appendix B. Applying Eqs. (24)
and (27) to eliminate the derivatives of sources in Eq. (33),
we can obtain

2 . . .
In this paper, we neglect the terms ~y in all one-point
functions. They do not affect the thermoelectric conductivities.
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Re[0]&Im[0] Re[aj&Im[a] Re[K/TI&IM[K/T]
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FIG.1. AC thermoelectric conductivities in the EMA model. The red and blue curves denote real and imaginary parts, respectively. We
plot (6, &, ) as the functions of @/T on the boundary r, /r = 10~*. We fix the dimensionless parameters /T = 6 and /T = 5 in order
to compare with the green curves given in Fig. 2 and Fig. 8 in Ref. [23].

G, = iw (Tn B 112121>’ Gp = — <i 5 iy n q), A. Einstein-Maxwell-axion model
20 T2 In Fig. 2, we plot the trivial line that describes 6,(r) and
iy, _ i? compare it with the nontrivial RG flow of three thermo-
Gy = <—— Q>, Gy =Cn +F- (35) electric conductivities. It is amazing that the nontrivial
2 evolution of (8, &, k) exactly cancels each other to produce

= . 6o(r) = const.
One can see that C,, is part of the contact term o(r)

Cy, = Gx(0). Inserting Eq. (35) into Eq. (15) with

Yoo = —h, y1; = 12, and Ay = 1, (6,4,%) can be related B. Gauss-Bonnet curvature

to 7. For instance, The higher derivative corrections appear generally in any
quantum gravity theory from quantum or stringy effects.
These corrections may be holographic dual to 1/N or 1/4
corrections in some gauge theories, allowing independent
values of two central charges a and c. This is in contrast to

Now we can implement the numerical calculation and the standard ' = 4 super Yang-Mills theory where a = c.
plot the AC thermoelectric conductivities. We focus on the ~ Actually, the Gauss-Bonnet (GB) correction has been
limit r — oo, see Fig. 1. They are denoted by (o, a, k). The  (reated as a dangerous source of violation for the feature

results are same to Ref. [23]. Note that we fix r, = 1 in all that is universal in the Einstein gravity [39]. In the
numerical calculations of this paper. following, we will use GB gravity as a good test for the

universality of RG flow.

Consider the GB correction to the EMA theory, with the
IV. RG FLOW OF ZHC CONDUCTIVITY bulk action [40—43]

IN THE DC LIMIT

It is direct to show numerically that the RG flow of ZHC
conductivity does not run in the DC limit. This is what we
will do in the following for various holographic models. In
Appendix B, we will present an alternative semi-analytical
method. As a bonus, we will obtain the analytical expres- T
sion of the contact term.

1 T12721
6=—G =1 -
110} T2

(36)

3

1 1
_ 5 R FHv | 2
Spuik = /d x\/—g{ + 12—1 . /41/_5 E (3)(1')

i=1

R (37)

(SRS

(R —4R™R,, + R

HUAp

6&09 a Ky

7 ol
o 10

-12 -10 -8 -6 -4 -2 -12 -10 -8 -6 -4 -2

FIG.2. (6,4a,%) and & as the functions of v = log(1 — 7, /r) at @/u = 10~* in the EMA model. The coordinate v is used to highlight
the near-horizon behavior. For (6, &, k), we fix the parameters 7/u = 1 and f/u = 1 (red), or T/p = 1/2 and /u = 2 (blue). The green
lines depict 6, for both groups of parameters. They merge in the EMA model. But it is not the case for other models.
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where @ is the GB coupling constant.” The isotropic black-brane solution can be written as [43]

1
ds* = —h(r)df* + —dr* + rz(dx% + dx% + dx%),

f(r)
o _2(rrP-r3)
72 _Leffq
h(r) = L f(r). A= Zri (1

Here L%, = @ is the square of the effective AdS
radius. In contrast to the GB metric that is usually used in
the literature, we have rescaled t — tL.;. Thus, the RG
flow that we will construct can match on the boundary to
the AdS/CFT result. For instance, the observed temper-

ature is 7(r) = —=~
") NG
to the Hawking temperature 7 at r — oo due to our

rescaling of time. The temperature and charge density
can be written as

L 5 :
T: eff<r+_—/ — q5>, q:2r3,'u .
T 8r+ 24r+ Leff

(39)

Consider the relevant modes along x = x; direction,
which are given by

8Gs = r*hy(r)e™™, SA, = a,(r)e™™,
& =P x(r)en. (40)

Define an auxiliary transport matrix 7 by

< —rvhfd, > B (T” 112) <ia)ax> (41)
—3Vhfw' )\ ioy )’
where y = r3\/hfy' /. From three EOM

(qhy + r\/_a

—I——w a, =0,

7

iw
¥ =107 = 2af)h + Aja) =0,
(VTR + 2 (g = 0 =0, (32)
r —(wy —i =0,
)( \/ﬁ )( 29
one can construct a matrix-form Riccati equation
*Without the axions, there exists a constraint — ¢ < & < 155 by

requiring the causality of field theories on the boundary [44] or
the positivity of the energy flux [45]. Moreover, it has been
pointed out that any nonzero & requires an infinite number of
massive higher spin fields to respect the causality [46]. But see
[47] for different arguments. The disorder parameter can also
affect the causality [48].

[q* + 37 (B2 —4r* = 4r7)] |,
2
——3) dt,  yi=px, i=123. (38)
;
/ 1 .
7 = —A + iwtBr, (43)
iw
where the matrix A and B are
4.2 ’h igh
1 ro”—= rz(iZ&f _rzl—quf
- Pfh iqfh 2 _ph
sl pa T = 7)
1 1 0
= . 44
r /fh <O I"4) ( )

Applying the regularity of = on the horizon, one can extract
the horizon value of z from Eq. (43) directly:

=5 2)

Using 7(r, ) as the boundary condition, we can integrate
out the RG flow z(r).

To obtain the positioned on-shell action S, we need the
Gibbons-Hawking term and the counterterm [40—43]

(45)

SGH ==-2 / d4X\/—}/K, (46)

1 3
S = / d*x\/=y (—6 +3 > y”baa;(ﬁb;(,») . (47
i=1

Taking the variation of S, one can calculate the one-point
functions

0S5
oa,

rv/fhd,,
0S,s

: f - -
% = 7'3 \/%(rz - 2af)h;x + C22htx’

where we have neglected some terms that do not contribute
to the DC conductivities. The function C,, is given by

- _qhtx -

(48)
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FIG. 3.

The RG flow of (6, @&, &) and 6, in the GB model. The coupling constant is @ = 9/100. In this and other remaining figures,

the parameters 7 and f and the color scheme are same as those in Fig. 2.

r? [
LY —8r(2+ V1 —4a)
4Leff\/ﬁ "

+ 8L/ F(35 = 2af)} . (49)

622 =

Applying Egs. (41) and (42) to eliminate the derivatives
of sources in Eq. (48), we can obtain

. T12T AT
G :za)<111— 2 21>, G12:—<l/32£+fI>,
0 20
i

G22 = 622 + - . (50)
T Ty

Interestingly, they have the same form as Eq. (35), up to
C»,. Inserting them into Egs. (15) and (18), (6, &, k) and &,
can be inferred from z. We plot their RG flow in Fig. 3.

C. Dilaton field

Adding the dilaton is natural from the dimensional
reductions of consistent string theory. In the AdS/CMT
duality, the dilaton theory is particularly appealing as
it provides various distinctive physical properties [49].
We will consider an Einstein-Maxwell-Axion-Dilaton
(EMAD) theory. Its bulk action is given by

Soulk = /d4x\/—_g [R —@F"”Fw - %vﬂiv”)(,‘
1
~ 3V, + V(¢)} : (51)

where the gauge field coupling and the scalar potential are
taken as [50],

Z(p) = exp(¢/V3), V() =6cosh(¢/V3).  (52)
In Ref. [51], the Einstein-Maxwell-Dilaton theory with
the massive graviton has been studied. Using Eq. (52), the
analytical black brane solution has been found. We notice

that there is a similar black brane solution in the EMAD
theory

ds®> = r’f(r)(=h(r)di* + dx* + dy*) + mdﬂ,
h(r) =1 —ﬁ <m+ o’ +?>
rn=(1+2)
W \/3Q(;1:r(i3 -5 rQ—+r: i
d(r) = ?log (1 + %) xi = Px;. (53)

where m and Q are two parameters. The temperature,
chemical potential, and charge density can be written as

VIE6(Q +ry)* = B _q
8z(Q+r. )3 7 =07,

om0 -5
B O+r, ‘

T =

’

q (54)

Next, we will derive the EOM of vector modes and build
up the Riccati equation. Note that a general EMAD model
would allow various background solutions. For the poten-
tial application in the future, we will set a general metric
ansatz

ds® = g, (r)dr* + g,,(r)dr* + g (r)(dx® + dy?).  (55)
Consider the perturbation modes

8Gex = Gux(N)hec(r)e™™ 6, = a(r)e™™",
1 =B x(r)e7". (56)

The relevant EOM are
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[ g "oy
(qh,x + —iZa;) + /= w*Za, = 0,
9rr it
/
<\ / —&gm/> —iw, | Iy (Phy + iay) =0,
Grr it

1
7+ iw(khéx - /—&—qax> =0. (57)
G Gtr xx
They imply a matrix-form Riccati equation
1 .
7 = —A + iwtBr, (58)
iw

where the 7 matrix is defined by

— /=74 -
[ T T lwa
:( 11 12><. x)’ (59)
— [ Gu L T T [10)]
gI‘V g)(){ W 21 22 W
and
2 _ Tz, 2
A= V4 —9u9rr —-q - ZTZCO —lq
Gix if*q B — %wz ,
Lo
B= —@<Z ) (60)
9Gu \O g,
On the horizon, the regularity of 7 induces
zZ 0
T(r+) - 0 1 (61)
YGxx r=r,

The holographic renormalization of the Einstein-Maxwell-
Dilaton model given in [50] has been studied recently in [52].
Adding the axions does not lead to qualitative differences.
Then we can read off the counterterm

1 2
Se = /d3x\/—y <—4 T3 ;:1 r“"0uiOnii
+1¢ "0 4)—14’2 (62)
3PP )

8&0¢

where n” is the radial component of the outward unit vector
normal to the cutoff surface. Note that the Gibbons-Hawking
term is same to one in the EMA theory. As a result, we can
derive the one-point functions

Pos Gy~ Z, [~ 2a,
6ax rr
iij =G \/ﬁh;x + Cohryy. (63)
where
=~ 0,92, P? b/

4+ +

- 3@). (64)

o _ G (
N "I9u9rr "9

Applying Eqgs. (57) and (59) to eliminate the derivatives of
sources in Eq. (63), we can obtain

W”>, Grz = —(iﬂzm + q>,
T2 T2

it ~ i
Gy = (Zl—fl>v Gy =Cyp+ ;

G” = ia)<1'11 -

65
T2 (C1%)) ( )

which are still same to Eq. (35), up to C»,. Inserting them into
Egs. (15) and (18), we can deduce (6, @, k) and 6, from 7.
Their RG flow is depicted in Fig. 4.

D. Nonminimal coupling

In all of the above models, the translation-breaking
sector is minimally coupled to the gravitational and
electromagnetic sectors. There are novel models which
involve the nonminimal coupling between the Maxwell
term and the axions [53-55]. We will focus on one of these
models, i.e. the model 1 in [54], which has more nontrivial
conductivities than others. This model is so distinctive that
it breaks various bounds on the viscosity [56], electric
conductivity [57] and charge diffusivity [58]. The action is
given by

7

-2 -10 -8

FIG. 4.

-6

-4 -2

The RG flow of (6, a,k) and 6, in the EMAD model.
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Shulk = /d4x\/—_9<R+6—%F2—£‘7Tr[XF2] —Tr[X]) ,
(66)

where the coupling constant belongs to 0 < 7 < 2/3 by
the causality requirement and

12
Xy = Ezaﬂliay)ﬁ- (67)
i1

®?* 27

(qh, + hd') +—a, +

W - )

ior:

(Phy) =5 (B, + o) -

2
r
(r4h;x + qax)/ - ﬁ (ﬂzhl‘x + lw)() -

The background solution is same as Eq. (21). Suppose that
the background is perturbed by the vector mode along
X = X!

5gtx — r2htx(r)e—imt’ 5Ax :ax(r)e—imt’ 5X:ﬁ_ l)((l")e_imt.
(68)

Due to the nonminimal coupling, the number of the relevant
EOM is not three but four:

[6%(qhyx + hdl) + iwgy] =0,

2T gr

g (iwf*a, +2qhy’) =0,

J )
ﬁ [A*(qhyy + hd'y) + iogy] =0,

iw 4 leq 4 2 _
x = o (qa, + r*hly) + Zhar + 74 lq(qa, + r*hi,) + p*rta,] = 0. (69)
|
To deal with these EOM, we define a 3 x 3 auxiliary 4r2=Jp 0 0
transport matrix 7 by _ 442r2j , g
(ry) = %’;—rzﬁ (r) LT eC (73)
—%haﬁc T T T iwa, 0 e r -
. — I+
rh, =| 71 T2 ™3 iwhy, (70)
—2hy T3 Tz TR iwy To determine 7,(r,), one can rely on the last line of
Eq. (69), which leads to the constraint
The former three EOM can be recast as
0 0 0 T Tiz T2
, 1 A c - 0 0 0 To1 T2 123
= — 1 B . 7 4 4
7 =-—A+iotBr+ Cr (71) 0 iwe 0) \zyy o3y 7
0 0 0
where — 0 0 0 (74)
2 4r=Jp"
—qr 0 0
4P-gR o JPeh  iedgh AT
4r? @ 273 273
A 71 0 4+ T ¢ i I Combining the above two equations, one can obtain
- h 477 4r? ’
2iwJfrqrh - 2 2,2 .
S —iwpr r° 454 2
T o) = S EIT e a9)
42 0 =78 w 4r
1 m O 0 4r2
B=— 0 -kLol, C:i4 % 0 0 Using the bulk action (66), the Gibbons-Hawking term
h " | r 1745 (31) and the counter term (32), we calculate the one-point
0 U 0 0 PrTE functions®
(72)

The regularity on the horizon gives

“We have not taken into account any additional counterterms
(if existed) due to the nonminimal coupling. This is reasonable
since the DC conductivities have already been finite [55].
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FIG. 5.
58Sy 42— TP
gos =TT 42 (qhy + ha'),
0S8

= CZthx + r4h;x’

76
oh,, (76)

where C», is same to Eq. (34). Substituting Eq. (70) into
Eq. (76), one can extract

4r* — Jp?

G =iwt, —q
452 ’

Gy = iy,

G21 == i(i)Tz], G22 == 622 + i(l)122. (77)
Inserting them into Egs. (15) and (18), we can deduce

(6, a,R) and 6, from 7. Their RG flow is depicted in Fig. 5.

V. ANALYTICAL DC THERMAL CONDUCTIVITY

We have exhibited a trivial RG flow 64(r) = 64(r,.). As
a result, the DC thermal conductivity on the boundary can
be expressed as

To?

0—30(r+).

(78)

]Z':

We argue that this provides an analytical method to
calculate %, if 6, a, and 6y(r,) have been obtained
analytically. The first two (o, @) can be derived in terms
of the conserved electric current [28]. With the help of the
regularity of the Riccati equation on the horizon, we can
write down the analytical expression of the latter one
6o(ry) for all the models which have been studied.
More simply, by observing the RG flow in above figures,
one can find that the ZHC conductivity meets the electrical
conductivity on the horizon. So let’s write down the
expression of oy =6(r) in those models. Using the
infrared boundary condition (30) and the relation between
the electric conductivity and the auxiliary transport matrix
(36), we can read oy = 1 for the EMA model. It is changed
as oy = r. for the GB gravity. The change comes from the
increase of the spacetime dimension instead of the GB
coupling. For the EMAD theory, one can see the effect from
the gauge field coupling, oy = Z(r, ). For the theory with
nonminimal coupling, oy = 1 — Jf?/(4r2). Combining

-6

-4 -2

The RG flow of (6, a,k) and 6, in the theory with the nonminimal coupling J = 2/3.

the analytical expression of the electric conductivity on
the horizon and the boundary thermoelectric conductivities

that have been derived in [28,43,55], e.g., 0 =1 —I—r{’—;z,

a= 4#, K= 167;;;2; for the EMA model, one can check
k =Ta*/(6 — oy), as it should be.

VI. CONCLUSION

We constructed a holographic RG flow of the thermo-
electric transport in the strongly coupled systems with
momentum dissipation. The essence of the RG flow is to
reformulate the classical EOM in terms of the transport
coefficients measured by the intrinsic observers on the
sliding membranes. The reformulation involves two steps:
recast the perturbation equations into a Riccati equation of
an auxiliary transport matrix 7 and then translate 7 into the
thermoelectric conductivities observed on the membranes.

The RG flow is useful for the field theory on the boundary.
First, it provides a new method to calculate the AC
thermoelectric conductivities. Compared with the traditional
method that solves the second-order perturbation equations
directly [23], the new method simplifies the numerical
calculation by just solving the first-order nonlinear ordinary
differential equation. Second, it can be used to derive the
analytical expression of the DC thermal conductivity,
provided that in the DC limit the RG flow of the ZHC
conductivity does not run and the electric conductivity and
thermoelectric conductivity have been obtained analytically.
Compared with the well-known Donos-Gauntlett method
[28], the RG flow method does not need to construct the
thermal current that could be subtle.

Besides the application to the boundary, the RG flow
itself is interesting. As we have shown, the RG flow of the
ZHC conductivity in the DC limit does not run for some
holographic models at finite density. This generalizes the
well-known result of the membrane paradigm: the DC
electrical conductivity for neutral black holes has the trivial
flow [24]. We hope that our result might provide some hints
for understanding the universal thermoelectric transport in
various strongly correlated systems [59]. In particular, the
T-linear resistivity in cuprate strange metals can persist
from near 7', up to as high a temperature as measured. The
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quick crossover from the microscopic chemistry to the
macroscopic strange-metal physics near the “ultraviolet”
temperature indicates one decimation along the RG flow
in essence [60]5

In the future, we would like to explore whether or not the
trivial RG flow is universal when the holographic model is
inhomogeneous and anisotropic.
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APPENDIX A: THERMODYNAMICS ON
THE MEMBRANES

Here we will present the observed thermodynamics on
the membranes. We start from the positioned on-shell
action. Analogue to the AdS/CFT, we define the observed
grand potential by

Q=-Ts,,, (A1)
where the Tolman temperature
A A(r,
() = 72 (A2)

vV ~voo(7e)

has been invoked. We write the proper spatial volume as
V = Vy/Ag where V, denotes the spatial coordinate
volume and will be set to one for convenience. The grand
potential density gives the observed pressure p = —f)/ V.
The observed chemical potential should be conjugate to
the observed electric charge. Based on Eq. (9), it can be
written as

(A3)

Also, one can see that the observed energy density is
e=Ti

To be clear, we will apply the observed thermodynamics
to the EMA model. The application to other models should
be similar. Using the action (20), (31), and (32), we have
found

*We thank Prof. Jan Zaanen for clarifying this point to us.

p=A

[ 2vh B e =1y
L (e | IS

Using Eqgs. (A2) and (A3), one can express p as the
function of 7" and /i. This can further induce

R A2 R [\2
(01P)p = — 5, (OaP)y =54

c c

(AS)

where s = 4zr%. Keeping in mind \/4; = r2/A” in the
present, we can obtain the expected relation for the
observed thermodynamics:

0pp)y =3, (9P) =17 (A6)
where § = s/+/14 and § = q/+/4, are the observed entropy
density and charge density, respectively. In particular, it
implies that the total entropy S = §V is conserved along
the flow. This result recovers the assumption (the radial
variation is isentropic) proposed in Ref. [30]. Furthermore,
by calculating the observed energy density

€:A3<4—4\/E—'B—§>

re re

(A7)

and collecting all the observed thermodynamic quantities
above, one can also establish the Euler relation

e+p=T5+pq. (A8)
Note that the consistency of the observed thermody-

namics does not depend on the choice of the conformal
factor A2

APPENDIX B: SEMIANALYTICAL PROOF

Here we will verify semianalytically

It is based on an assumption: up to the pole from the contact
term C»,, the canonical response functions I';; = G,/ (iw)
are finite in the DC limit. The assumption can be justified
using the numerical method.

Let us illustrate Eq. (B1) in the simplest EMA model. We
have to translate the noncanonical response functions z into
the canonical response functions I'. However, it is difficult
to inverse Eq. (35) since it is nonlinear. Therefore, we adopt
Eq. (77) with J = 0 by which 7 can be represented by G
readily. Then the canonical response functions can be read
from I' = %G. To subtract the pole in I', we define

) 1
Ty = —(Gyp — Cn). B2
22 la)( 22 22) ( )
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FIG. 6. C, asthe functions of u = r, /rate/p = 10~ for three models. The GB coupling is fixed as & = 9/100. The curves denote
the numerical functions C,, = lim,,_,(G,, — C», and the points denote the analytical expressions.

which is finite at @ — 0 and will be used to replace I'5, in the calculation below.
Putting Egs. (15), (71), (77), and (B2) together, we can derive

F (T ~ ~ -
0,50 =) (4 (g2 4 22— hThy) ~ Coh] 4 D)2 + Coa)h = ] + o) (83)
where Cy, = C,, — C,, denotes the rest of the contact term, and
2AT) =T ph)?
Fi(T) = ———— (rzrn 12h) .
r [I" A,F” —r A,(Flz —|— Fz])h + Fzzl’l ]
Fy(I) = A(PAT —Tph)[PAT (T =Toy) =TT + o)k = 2F11f22] ‘ (B4)

Using the EOM for background fields 4 and A;, one can
find that both terms in Eq. (B3) vanish if

!

C22 = (_:22 + r3 (%-2) (BS)
In the left panel of Fig. 6, we have checked numerically
that Eq. (B5) is the contact term Gy, (0) indeed. Thus, we
have demonstrated Eq. (B1) by a semianalytical method.
As a bonus, we have obtained the analytical expression of
the contact term. To be more clear, we input Eq. (34) into
Eq. (BS). Then the contact term is

r rh’
Cpro =21 =—+—1. B6
2 r ( \/ﬁ+ 2h> (B6)
On the boundary, one can find
Cy(r — o) =¢/2, (B7)

where ¢ is the energy density. The relation (B7) has been
obtained previously using the conserved current and the
sources that are linear in time [28]. Alternatively, it can

r2[74At2F11 - rzAt(FIZ + Ty )h + 1:22}12]2

|
be derived in terms of Ward identities [61,62], if other
correlators have been known. This result can be taken as a
self-consistent check of our theory.

The semianalytical method also works for other theories.
To avoid the repetition, we neglect the details of the
derivation but only give the results. For the GB gravity,
the contact term is

Cyy = Cyp + 1 \/];(r2 —daf) <r7h’ - 2). (B8)

For the EMAD theory with the metric ansatz (53), the
contact term can be written as

_ h
Cyp=Cxn+ V4fzz- (B9)

They are both consistent with the numerical results, see the
middle and right panels in Fig. 6. On the boundary, one can
check that they are equal to ¢/3 and ¢/2, respectively. At

last, note that the nonminimal coupling does not change the
contact term (B6).
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