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One of the major goals of future cosmic microwave background (CMB) measurements is the accurate
determination of the effective number of neutrinos Neff . Reaching an experimental sensitivity of
ΔNeff ¼ 0.013 could indeed falsify the presence of any nonstandard relativistic particles at 95% C.L.
In this paper, we test how this future constraint can be affected by the removal of two common
assumptions: a negligible running of the inflationary spectral index nrun and a precise determination of
the neutron lifetime τn. We first show that the constraints on Neff could be significantly biased by the
unaccounted presence of a running of the spectral index. Considering the Stage-IVexperiment, a negative
running of dn=d ln k ¼ −0.002 could mimic a positive variation of ΔNeff ¼ 0.03. Moreover, given the
current discrepancies between experimental measurements of the neutron lifetime τn, we show that the
assumption of a conservative error of Δτn ∼ 10 s could cause a systematic error of ΔNeff ¼ 0.02.
Complementary cosmological constraints on the running of the spectral index and a solution to the
neutron lifetime discrepancy are therefore needed for an accurate and reliable future CMB bound ofNeff at
the percent level.
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I. INTRODUCTION

In the past decade, measurements of the cosmic micro-
wave background (CMB) anisotropies made from satellite
experiments such as the Wilkinson Microwave Anisotropy
Probe (WMAP) [1] and Planck [2] have spectacularly
confirmed the theoretical expectations of the standard
model of structure formation based on inflation, cold dark
matter, and a cosmological constant. This nearly perfect
agreement between theory and observations is now letting
cosmologists use the CMB data to constrain several aspects
of fundamental physics (see e.g. [2]).
Among these parameters, a key observable is the

effective neutrino number, Neff , that determines the number
of relativistic degrees of freedom during the epoch of CMB
anisotropies formation, at the last scattering surface (see
e.g. [3]). A change in the neutrino effective number affects
the epoch of equality and modifies the CMB horizon and
damping scales, yielding a characteristic imprint on the
CMB [4]. The latest measurement made by the Planck
satellite [2,5] constrains this parameter to Neff ¼ 2.91þ0.39

−0.37
at 95% C.L. in agreement with the standard model

expectation of Neff ¼ 3.046 (corresponding to three active
neutrinos) and with a σðNeffÞ ∼ 0.2 accuracy.
While currently there is no observational indication for

a nonstandard value of Neff , there are several physical
mechanisms that can change its value. Sterile neutrinos [6],
gravitational waves [7], axions [8], gravitino decays [9],
and self-interacting dark matter [10] (just to name a few)
can indeed all modify Neff.
As discussed in [11], any particle that decouples from the

primordial thermal plasma before the QCD transition will
contribute with ΔNeff ¼ Neff − 3.046 ≥ 0.3. This number
has already been tested with Planck, and near future data
can fully falsify this hypothesis. If, however, the coupling
happens after the QCD transition, then any relativistic
particle will contribute with a minimum value of
ΔNeff ¼ 0.027. More precisely, the minimum contribution
for a single real scalar particle is ΔNeff ¼ 0.027, for a Weyl
fermion it is ΔNeff ¼ 0.047, and for a light vector boson
it is ΔNeff ¼ 0.054 [11]. It is therefore clear that future
CMB experiments reaching an experimental sensitivity of
σðNeffÞ ¼ 0.013 will have the potential to rule out the
existence of any relativistic particle beyond those predicted
in the standard model at more than 95% C.L.
Reaching an accuracy on Neff that is almost 15 times

better than current uncertainties is clearly an ambitious and
difficult task. In [12] (see also [13]) it has been shown that,
in principle, CMB observations could reach this sensitivity,
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provided we have a perfect foreground removal, an angular
resolution of ∼10, a sampled sky fraction above fsky > 0.6,
and a noise detector in temperature of 0.2 μK-arcmin (see
Fig. 25 in [12]).
While the signal could indeed be present in the CMB

sky, in this paper we highlight two key assumptions made
in the forecasts that could undermine the possibility of
reaching this sensitivity even for an ideal experiment.
The first assumption concerns inflation. In the forecasts

made in [12], the power spectrum of primordial perturba-
tions has been assumed to follow the usual power law form
PðkÞ ¼ ASknS , where k is the perturbation comoving
scale, and AS and nS are the inflationary scalar amplitude
and spectral index, respectively (see e.g. [14]). However,
inflation generally predicts the presence of a running
spectral index nrun ¼ dnS=d ln k of the order of
ð1 − nSÞ2 ∼ 0.001. Varying nrun produces a similar effect
in the CMB spectrum of a variation in the neutrino number.
The inclusion of the running in the analysis introduces a
degeneracy between nrun and Neff that significantly weak-
ens the achievable ΔNeff . Moreover, an unaccounted for
negative running could mimic a value for ΔNeff > 0,
suggesting the presence of new light particles.
The second assumption we investigate is related to

the value of the primordial helium abundance. It is well
known that the helium abundance parameter Yp is strongly
degenerate with Neff (see e.g. [4]). Letting Yp also vary
freely in the analysis would greatly weaken the bounds on
Neff . The most stringent forecasts presented in [12] or [13]
assume a helium abundance derived from standard big bang
nucleosynthesis (BBN). However, even the most accurate
BBN code, given a value of the baryon density and Neff ,
will produce an estimate of Yp that is affected by a small
uncertainty. This uncertainty mainly comes from the
current experimental error on the neutron lifetime τn.
According to the latest Particle Data Group (PDG) edition
[15], the neutron lifetime is known with a precision of τn ¼
880.2� 1.0 s at 68% C.L., but this is an averaged value
over different experimental constraints that are discrepant at
the level of 4 standard deviations. A larger, more
conservative uncertainty on the value of τn can therefore
affect the precision in Yp and the final accuracy in ΔNeff .
The goal of this paper is therefore to assess the impact of

these two assumptions in future determinations ofNeff from
CMB anisotropies.

II. METHOD

In this paper, we forecast the ability of future CMB
experiments to constrain the effective neutrino number Neff
in different theoretical frameworks.
Following the now common approach already used, for

example, in [13], we perform Markov chain Monte Carlo
(MCMC) analyses on mock data for several possible future
experimental configurations, assuming a fiducial, vanilla,

flat ΛCDM model compatible with the recent Planck 2015
results [5]. More specifically, we assume baryon and
cold dark matter densities of Ωbh2 ¼ 0.02225 and
Ωch2¼ 0.1198, respectively, an optical depth τ¼0.0596,
an inflationary spectral index ns ¼ 0.9645, and 3 neutrinos
with effective number Neff ¼ 3.046. While we consider
ΛCDM as the fiducial model, in our MCMC analysis we
also varied the neutrino effective number Neff and the
running nrun.
We use the publicly available Boltzmann code, CAMB

[16], to compute the theoretical CMB angular power
spectra CTT

l , CTE
l , CEE

l , and CBB
l for temperature, cross-

temperature polarization, and E and Bmodes polarization.1

In our simulations we make use of an instrumental noise
given by the usual expression

Nl ¼ w−1 expðlðlþ 1Þθ2=8 ln 2Þ; ð1Þ

where θ is the experimental full-width-at-half-maximum
(FWHM) angular resolution, and w−1 is the raw exper-
imental sensitivity expressed in ðμK-radÞ2. The total
variance of the multipoles alm is therefore given by the
sum of the fiducial Cl’s with the instrumental noise Nl.
We consider two experimental configurations: a

Stage-IV experiment as in [17] and a futuristic/optimistic
“Stage-IV+” configuration with improved angular resolu-
tion and sensitivity as suggested in [12]. We generate
fiducial and noise spectra with noise properties as reported
in Table I. Since we are mainly interested here in the impact
of theoretical assumptions, we assume negligible beam
uncertainties and no foreground contaminations. However,
we limit the temperature and polarization power spectrum
from Stage-IV data in the range 5 ≤ l ≤ 3000. As we
report in the next section with the Stage-IV configuration
reported in Table I, we get forecasts on Neff with uncer-
tainties that are about ∼20% larger than those reported in
[12]. For the more optimistic Stage-IV+ configuration, we
consider lmax ¼ 5000. For both configurations we consider
a sampled sky fraction of fsky ¼ 0.4. We do not include
simulated Planck data with fsky ¼ 0.2 as in [12].
The simulated experimental data are then compared with

a MCMC method with a theoretical model assuming a
Gaussian likelihood L given by

−2 lnL ¼
X

l

ð2lþ 1Þfsky
�
D
jC̄j þ ln

jC̄j
jĈj − 3

�
; ð2Þ

where C̄l and Ĉl are the assumed fiducial and theoretical
spectra plus noise, respectively, and jC̄j and jĈj are the

1We neglect the non-Gaussianity of the lensed B modes, and
we do not delense. Our assumptions are therefore slightly more
conservative than those presented in [12] where simulated Planck
data were also considered.
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determinants of the theoretical and observed data covari-
ance matrices given by

jC̄j ¼ C̄TT
l C̄EE

l C̄BB
l − ðC̄TE

l Þ2C̄BB
l ; ð3Þ

jĈj ¼ ĈTT
l ĈEE

l ĈBB
l − ðĈTE

l Þ2ĈBB
l ; ð4Þ

where D is

D ¼ ĈTT
l C̄EE

l C̄BB
l þ C̄TT

l ĈEE
l C̄BB

l þ C̄TT
l C̄EE

l ĈBB
l

− C̄TE
l ðC̄TE

l ĈBB
l þ 2ĈTE

l C̄BB
l Þ: ð5Þ

For our MCMC runs we use the publicly available Markov
chain Monte Carlo package CosmoMC2 [18], sampling
parameters with the Metropolis-Hastings algorithm, with
a convergence diagnostic based on the Gelman and Rubin
statistic.

III. RESULTS

In this section we present our findings, discussing the
impact of the two mentioned assumptions in the determi-
nation of Neff .

A. Impact of the running of the spectral index

We first analyze the case of a possible presence of
running of the inflationary spectral index. We remind the
reader that the slow-roll solution for the primordial power
spectrum can be expressed as (see e.g. [19])

1 − ns ¼ 2ϵ −
ϵ;N
ϵ

−
cs;N
cs

ð6Þ

¼ r
8cs

−
r;N
r
; ð7Þ

nrun ¼ 2ϵ;N −
r;NN

r
þ
�
r;N
r

�
2

; ð8Þ

where ϵ is the slow-roll parameter, cs is the inflaton speed
of sound, ; N refers to a derivative with respect to the
number of e-foldings (see e.g. [14]), and the tensor-to-
scalar ratio is given approximately by r ¼ 16ϵcs.

Combining the above equations, it is possible to write

nrun¼ð1−nsÞ2−6ϵð1−nsÞþ8ϵ2−
�
rcs;N
8c2s

þr;NN

r

�
: ð9Þ

In a typical slow-roll model, nrun is therefore naturally
expected to be of the same order of ð1 − nsÞ2. Assuming a
value of ns ¼ 0.955, compatible in between 2 standard
deviations with current constraints from Planck [2], we
have ð1 − nsÞ2 ∼ 0.002, which is approximately the same
level of expected sensitivity on nrun for the Stage-IV
experiment [12].
More specifically, if we consider the Starobinsky model

[20] with cs ¼ 1 and ϵ ¼ 3=ð4N2Þ, we obtain

ð1 − nsÞ2 ≃
4

N2
; ð10Þ

r;NN

r
¼ 6

N2
; ð11Þ

which corresponds to a value for the running (again for
ns ¼ 0.955) of

nrun ≃ −
2

N2
≃ −

1

2
ð1 − nsÞ2 ≃ −0.001: ð12Þ

It will not be possible for Stage-IV alone to detect the
running in the case of the Starobinsky model, and several
other models predict a similar running (e.g. see [21]).
However, as we discuss below, if not considered in the
analysis it may still affect the constraints on other,
correlated, parameters such as Neff . Moreover, a larger
running is expected in several theoretical scenarios such
as (just to name a few) a breakdown of the slow-roll
approximation [22], multiple-field inflation [23], the pres-
ence of a noncanonical kinetic term [24], and the running-
mass models [25].
Note that we adopt the commonly used parametrization

for primordial power spectrum, truncating at nrun (see e.g.
[1,2]). Clearly this truncation is incomplete at describing
models with large running (nrun ∼ 0.01) and that therefore
significantly deviate from slow roll. Alternative paramet-
rizations, which use a different prescription for resumming
higher order terms, are available [26,27]. Similarly,
extended parametrizations (e.g. with running as in [28]
or with even larger numbers of parameters as in [29]) could
be considered. However, a detailed assessment of the
physical and observational differences for these extensions
is beyond the scope of this work.
It is therefore interesting to perform an analysis on future

mock data allowing both Neff and nrun to vary. The results
of this analysis are reported in Table II and in Figs. 1 and 2.
As we can see from Fig. 1 and from the first row of Table II,
a strong degeneracy between the running of the spectral
index and the neutrino effective number exists. Namely,

TABLE I. Experimental specifications for the two configura-
tions considered in the forecasts.

Configuration Beam Raw sensitivity w−1=2 lmax lmin fsky

Stage-IV 3’ 1 (μK-arcmin) 3000 5 0.4
Stage-IV+ 1’ 0.5 (μK-arcmin) 5000 2 0.4

2See http://cosmologist.info.
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a decrease/increase of Neff can be counterbalanced with a
decrease/increase of nrun. The main effect of this degen-
eracy is a significant increase in the forecasted uncertainty
on Neff when the nrun parameter is considered. Indeed, by
comparing the constraints between the first two rows of
Table II we see that the inclusion of nrun could result in an
∼76% decrease in the accuracy on Neff for a Stage-IV
experimental configuration. In practice, opening the natural
possibility of a running prevents the Stage-IV experiment
from reaching the goal of a σðNeffÞ ∼ 0.03 accuracy.
The nrun − Neff degeneracy is less present in the case of
a Stage-IV+ experiment. Still, when running is considered,
the constraints on Neff are weaker also in this case.
It is interesting to investigate what effect onNeff could be

produced by unaccounted running, i.e., when performing a

MCMC analysis by fixing nrun ¼ 0 but adding nonzero
running to the fiducial model. As we can see from Table II
and the posteriors in Fig. 2, we found that unaccounted
running could shift the mean value of Neff from the
standard value Neff ¼ 3.046 by

ΔNeff ∼ −12nrun ð13Þ

for a Stage-IV configuration and

ΔNeff ∼ −5nrun ð14Þ

FIG. 1. Contour plots at the 68% and 95% confidence level
forecasted on the nrun vs Neff plane for the Stage-IV experiment
and for an optimistic Stage-IV+ upgrade. A degeneracy between
the two parameters is clearly present and is more pronounced in
the case of Stage-IV.

TABLE II. Constraints at 68% C.L. for Neff assuming different
values for the running. Including the running in the analysis (first
row) increases the error on Neff by ∼76% for the Stage-IV
experiment (∼17% for a Stage-IV+ experiment) with respect to
the no-running case (second row). Neglecting the running shifts
the mean value by approximately ΔNeff ∼ −12nrun for Stage-IV
and ΔNeff ∼ −5nrun for a Stage-IV+ experiment.

Case Neff (Stage-IV) Neff (Stage-IV+)

Varying nrun 3.049� 0.076 3.048þ0.023
−0.026

nrun ¼ 0 3.048� 0.043 3.047� 0.021
nrun ¼ 0.002 3.019� 0.043 3.035� 0.021
nrun ¼ 0.004 2.996� 0.044 3.024� 0.021
nrun ¼ −0.002 3.074� 0.044 3.056� 0.021
nrun ¼ −0.004 3.098� 0.044 3.071� 0.019

FIG. 2. Posterior distributions on Neff assuming Neff ¼ 3.046
and different values for nrun for the fiducial model but performing
an analysis with nrun ¼ 0. In the top panel are the posteriors
from Stage-IV, while in the bottom we have the posteriors for a
Stage-IV+ experiment. As we can see, not accounting for a
negative running could produce a significant shift in the recov-
ered values of Neff .
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for a Stage-IV+ experiment. As we can see, therefore, even
a small negative running of nrun ∼ −0.001 could produce a
positive shift of ΔNeff ∼ 0.01 in the recovered mean value
of Neff for Stage-IV. Moreover, one should consider that
Stage-IV will have an accuracy of σðnrunÞ ∼ 0.002 at
68% C.L. Even with a value of nrun ¼ 0.001, a statistical
fluctuation of ∼1.5 standard deviation could be possible,
yielding nrun ∼ 0.004 and a shift of ΔNeff ∼ 0.048. In
practice, it will be hard for Stage-IV to discriminate
between a negative running and the presence of a light
vector boson.
Fortunately, the situation appears brighter when consid-

ering a Stage-IV+ experiment. In this case, as we can see
from Figs. 1 and 2, bottom panel, the degeneracy between
Neff and nrun is less significant. Without running, we find
that a Stage-IV+ experiment could reach a sensitivity of
ΔNeff ¼ 0.021 (see Table II), excluding at more than
95% C.L. the minimum contribution of ΔNeff ¼ 0.054
for a light vector boson. However, in this case a positive
running of nrun ∼ 0.001 could produce a negative shift of
ΔNeff ∼ −0.005. This would be enough for bringing such a
signal back in agreement between the 2 standard deviation
threshold.

B. Impact of the neutron lifetime

The second key assumption we want to investigate
concerns the value of the neutron lifetime. The forecasts
on Neff presented in [12] and in the previous section
generally assume a value on the primordial helium abun-
dance derived from BBN. In practice, for each theoretical
model, a value for Yp is obtained through a BBN code
(“Parthenope” [30]) assuming the baryon density ωb of the
model and a neutron lifetime of τn ¼ 880.3 s. An accurate
determination of the helium abundance Yp is crucial for
the determination of Neff . The two parameters are indeed
correlated, and without the assumption of BBN, the
accuracy on Neff is larger than σðNeffÞ ¼ 0.07 even for
the most optimistic experimental configuration (see [12]).
However, the neutron lifetime is known with an exper-
imental error. As it is well known, this uncertainty
propagates in a systematic error on the BBN derived value
of Yp that may affect the constraints on Neff . Given a value
of the neutron lifetime, one could expect from a numerical
fit a helium abundance given by

YpðτnÞ ¼
�

τn
880.3s

�
0.73

Ypðτn ¼ 880.3sÞ; ð15Þ

where Ypðτn ¼ 880.3sÞ is the helium abundance derived
assuming τn ¼ 880.3 s.
The most recent bound on the neutron lifetime from the

PDG is [15]

τn ¼ ð880.2� 1.0Þs: ð16Þ

Assuming therefore a 2 standard deviation fluctuation, we
could expect from Eq. (15) an increase in Yp of ∼0.18%.
This is about ∼15% of the expected Stage-IV accuracy on
Yp of σðYpÞ ¼ 0.025 (for Yp ¼ 0.2466), and therefore it
does not significantly affect the Stage-IV future constraint
on Neff .
However, there is a long-standing tension between

different measurements of the neutron lifetime based on
different experimental techniques (see e.g. [31–33]). The
most recent measurements of the neutron lifetime are
indeed based on two different experimental techniques:
counting the β-decay products in a passing beam of cold
neutrons (“beam” method) or counting the ultracold neu-
trons surviving in a storage bottle (“bottle” method).
The most recent value from the beam method is [34]

τbeamn ¼ ð887.7� 1.2½Stat� � 1.9½Sys�Þs; ð17Þ

while the most precise measurement using the bottle
method is [35]

τbottlen ¼ ð878.5� 0.7½Stat� � 0.3½Sys�Þs: ð18Þ

These two measurements (summing the systematic errors in
quadrature) are therefore discrepant at the level of ∼3.9
standard deviations. Moreover, the beam determination is
in tension at the level of ∼3 standard deviations with the
quoted PDG constraint, while the bottle constraint also
shows some tension, albeit just at 1.4 standard deviations.
Recently, new measurements with an improved bottle

method have been reported [36], giving

τbottlen ¼ ð877.7� 0.7½Stat� � 0.3=−0.1½Sys�Þs; ð19Þ

in tension with the PDG value at ∼2 standard deviations.
Given the large inconsistencies between experimental

values, it certainly makes sense to investigate how a larger
uncertainty on τn than the one quoted in the PDG could
impact future CMB constraints on Neff .
We therefore simulate future CMB data assuming

standard ΛCDM but with two possible “real” values for
the neutron lifetime: τhighn ¼ 888.0 s, consistent with beam
measurements, and τlown ¼ 877.0 s, consistent with bottle
experiments, corresponding to different values for the
BBN derived primordial helium abundance. We then
analyze these data sets assuming the quoted PDG value
of τn ¼ 880.2 s, recovering the value of Neff and quantify-
ing the possible bias introduced by a wrong assumption on
τn (and on the primordial helium abundance Yp).
The results are reported in Table III. As we can see, an

unaccounted for higher value for the neutron lifetime τhighn

could introduce a bias in the neutrino effective number of
ΔNeff ∼ 0.015, while a lower value τlown could produce
ΔNeff ∼ −0.009. In both the Stage-IVand Stage-IV+ cases,
this possible systematic will not affect the Neff constraint in
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a significant way such as to mimic a detection at more than
2 standard deviations. However, it may make a statistical
fluctuation more significant than what it actually is and,
conversely, reduce the significance of a real discovery. In
concreto, assuming a conservative experimental uncer-
tainty on the neutron lifetime of ∼10 s introduces a
systematic error of jΔNeff j ∼ 0.02, placing a serious limi-
tation on the ultimate goal of σðNeffÞ ¼ 0.013.

IV. CONCLUSIONS

In this paper, we have considered the impact of two
theoretical assumptions in the forecasted accuracy on the
neutrino effective number for future CMB experiments. As
an illustration, we have considered two experiments: the
future Stage-IV experiment and a further, optimistic
upgrade to a Stage-IV+ experiment. The first assumption
concerns the running of the inflationary spectral index,
usually assumed as negligible. The second assumption is
related to a perfect knowledge of the neutron lifetime.
Neither assumption is particularly well motivated: slow-roll
inflation predicts a running of the same order of the
accuracy expected from future experiments, while an
∼4σ tension between current experimental measurements
of τn is present, potentially suggesting a significantly larger
systematic error.
We found that for the Stage-IV experiment a running of

nrun ∼ −0.002 ðnrun ∼ −0.004) could result in a positive
shift of ΔNeff ∼ 0.03 (ΔNeff ∼ 0.05). Running could there-
fore strongly impact the abilities of the Stage-IVexperiment
to significantly rule out or detect the presence of an extra
relativistic particle at recombination. In the case of a highly
optimistic Stage-IV+ experiment, the correlation between
running and Neff is less significant, and the results are
less affected.
When considering the neutron lifetime, we found that if

we assume the current uncertainties reported in the PDG

then the impact is minimal. However, in the case of a
different, larger value for τn, compatible with current beam
measurements, or smaller, compatible with the most recent
bottle experiments, we found a shift of ΔNeff ∼ 0.016 and
ΔNeff ∼ −0.008 for both Stage-IV and Stage-IV+. While
we are clearly considering a very conservative uncertainty
on τn, nearly 10 times larger than that reported in the PDG,
we also have to bear in mind that any claim of new physics
from the CMB must withstand a severe scrutiny of the
assumptions made.
Both running and current experimental uncertainties on

τn can therefore undermine the possibility of reaching the
accuracy of ΔNeff ∼ 0.013 needed for ruling out the
presence of any extra relativistic particle at more than
95% C.L. Moreover, current uncertainties on the value of
the neutron lifetime also limit the accuracy on nrun
achievable from future CMB experiments.
However, complementary cosmological observables

such as galaxy surveys (see e.g. [37]), 21 cm line fluctua-
tions [38,39], and, possibly, CMB spectral distortions (see
e.g. [19,40]) could help in breaking the degeneracy
between nrun and Neff . At the same time, new experiments
expected in the next few years will be crucial in solving the
current neutron lifetime discrepancy [41].
Before concluding, wewant to point out that in this paper

we discussed just two possible assumptions that can bias
the derived value for Neff. Other extensions of the standard
model can produce similar effects. We plan to further
analyze these extensions in a future paper [42]. We also
confirmed that the remaining theoretical uncertainties
between different standard recombination codes (e.g.
CosmoRec [43] and Recfast [44,45]) produce effects that
are below what was found here, even when including
refined helium recombination physics [46].
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