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Gravitational anomalies on the Newton-Cartan background
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We derive the trace and diffeomorphism anomalies of the Schrodinger field minimally coupled to the
Newton-Cartan background using Fujikawa’s path integral approach. This approach, in particular, enables us
to calculate the one-loop contributions due to all the fields of the Newton-Cartan structure. We determine the
coefficients and demonstrate that gravitational anomalies for this theory always arise in odd dimensions.
Because of the gauge field contribution of the background, we find thatin 2 + 1 dimensions, the trace anomaly
contains terms which have a form similar to that of the 1 + 1 and 3 + 1 dimensional relativistic trace
anomalies. The term similar to the 1 + 1 dimensional relativistic trace anomaly provides a type A contribution
on Newton-Cartan backgrounds which satisfy the Frobenius condition, in contrast with the result of Lifshitz
spacetimes. As an application, we demonstrate that the coefficient of this term satisfies a c-theorem condition.
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I. INTRODUCTION

Classical relativistic conformal theories coupled to
curved backgrounds admit a stress-energy tensor, which
is symmetric, traceless, and conserved. In contrast, quan-
tum fields on curved backgrounds, in general, have a stress-
energy tensor which violate these symmetries, resulting in
gravitational anomalies [1-3]. In considering relativistic
systems with a symmetric stress-energy tensor, the trace
anomaly arises when the quantum stress-energy tensor is
not traceless, while its failure to be conserved results in the
diffeomorphism anomaly. These anomalies have important
consequences in black holes physics and cosmology [4—17]
as well as in the computation of transport coefficients and
response functions of condensed matter systems [18-28].
Gravitational anomalies are in addition background depen-
dent, as evident from the difference of Lifshitz anomalies
from those of relativistic backgrounds. Motivated by the
extension of these results to nonrelativistic systems on
curved backgrounds, we will be concerned with the trace
and diffeomorphism anomalies of the Schrodinger field on
the Newton-Cartan (NC) background. Note that while the
trace anomaly of the NC background has been considered
in [29-33] following the discrete light cone quantization
(DLCQ) technique from higher dimensional relativistic
backgrounds, our aim is to revisit the derivation starting
from an action on the NC background. The interesting
outcome of our derivation for the trace anomaly in 2 + 1
dimensions is that it takes the following general form:
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where y = t#A, —1h"A,A, and v* =" — *A,. The
noncurvature squared terms of Eq. (1.1) were absent in
the literature.

We will now briefly discuss the main results from prior
considerations of the NC trace anomalies. Beginning with
[29], the trace anomaly was described as those terms in the
most general Weyl variation which satisfy the Wess-
Zumino consistency condition. In 2 + 1 dimensions, this
was shown to be of the form of the 3 + 1 dimensional
relativistic trace anomaly. It was further argued that the
anomaly only arises in odd dimensions. In [30], following
the null background construction of [34,35], the anomaly
was shown to be present in the same number of dimensions
as relativistic theories. In [31], the trace anomaly was also
demonstrated to arise in odd dimensions, following the
embedding of the NC background in a relativistic back-
ground of one higher dimension [36]. The form of the
anomaly in 2 4 1 dimensions was shown to be that of the
3 + 1 dimensional relativistic trace anomaly. The result of
[31] was rederived in [32] using a heat kernel approach.
The results of [31,32] as well as our own are in disagree-
ment with that of [33].

Nonrelativistic anomalies can receive contributions due
to ¢! and m corrections of relativistic field theories,
resulting in terms unlike those in the relativistic theory.
This can be particularly appreciated through the derivation
of the nonrelativistic scale anomaly in [37]. Such subtleties
are best addressed within effective field theory approaches.
As mentioned in the literature, the metric structure of the
NC background introduces several obstacles. This back-
ground possesses two mutually orthogonal, degenerate
metrics and an additional gauge field A, [38]. Not only
are there more than one metric, but their variations must
satisfy certain relations among themselves to maintain the
NC structure. While this leads to several interesting
consequences for fields coupled to them, it significantly
complicates the computation of gravitational anomalies.
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The heat kernel approach in [31] describes some of these
complications in the process of deriving its results about
flat space, where in addition, the gauge field A, was set to
vanish. As we will describe, this gauge field is central to the
result we derive.

While several techniques may be employed in the calcu-
lation of anomalies, we have found Fujikawa’s method
[2,39,40] particularly appropriate given the NC background.
Fujikawa’s approach recognizes the anomaly as the failure of
the measure of the path integral to remain invariant under the
given symmetry transformation. One of the ways to evaluate
the functional trace of the Jacobian for gravitational anoma-
lies is through a regulator and basis, for which we will use the
plane wave approach of [41,42]. This approach leads to the
correct result for the relativistic trace, chiral, and diffeo-
morphism anomalies. The regulator was introduced in [43],
which was further shown to be equivalent to Pauli-Villars
regularization in [44]. Evaluating the trace of the regulated
Jacobian leads to candidate anomaly terms, not all of which
are the true anomaly. The general expression contains terms
for which a counterterm can be included in the effective
action. Only those terms which cannot be written as a
counterterm constitute the anomaly. The significant draw-
backs of this approach are the Baker-Campbell-Haussdorff
(BCH) expansion to high orders and the evaluation of large k
integrals, making them unfeasible for higher dimensional
anomalies. Nevertheless, since the result follows only from a
plane wave expansion and the variations of the Schrodinger
fields, it turns out to be very useful for the NC background.

We also plan on exploring the implications of the
anomaly terms of Eq. (1.1) in the renormalization group
(RG) flow of the corresponding fields. It is well-known that
relativistic trace anomalies impose nontrivial constraints on
the infrared dynamics emerging from an ultraviolet unitary
theory. These constraints follow from imposing the
Wess-Zumino (WZ) consistency conditions on the local
Callan-Symanzik (CS) equation, which in two dimensions
provides a proof of the Zamolodchikov ¢ theorem [45]. By
relying entirely on the Abelian nature of Weyl trans-
formations and the general form of the anomaly density,
this procedure can provide a nonperturbative proof without
the requirement of any particular renormalization scheme.
The formulation of the consistency conditions in z = 2
theories has been considered in [46]. The consistency
conditions which result from the NC anomaly terms was
studied in [47]. We will demonstrate how the Weyl
consistency condition implies that the term R, 77" con-
tained in Eq. (1.1) satisfies a c-theorem condition. To
demonstrate that the anomaly coefficient satisfies a definite
monotonicity property, we would need to consider the
correlation functions of the Schrodinger fields. As the
derivation of these correlators lies beyond the scope of
the present work, we will address this in the future.

The organization of our paper is as follows. In Sec. II, we
review basic properties of the NC background which will
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be relevant to our derivation. In Sec. III, we consider the
Schrodinger action on the NC background and its sym-
metries. In Sec. IV, we derive the diffeomorphism and trace
anomalies using Fujikawa’s approach in a plane wave basis.
In Sec. V, we demonstrate that the coefficient of the R, 77"
anomaly term satisfies a c-theorem condition. Finally, in
Sec. VI, we conclude with a discussion of our result and
their implications for systems on curved Newtonian back-
grounds. Appendix A provides details of the adapted
coordinate system for the NC background, which is used
to calculate the anomalies. Appendix B reviews Fujikawa’s
approach, the regulator used in relativistic field theories and
the regulator used in this work for nonrelativistic field
theories. Appendix C contains intermediate details needed
for the calculation provided in Sec. IV.

II. THE NEWTON-CARTAN BACKGROUND

The NC background was initially constructed by Cartan
in [48], as a covariant spacetime formulation of Newtonian
gravity. Further investigations detailed the geometric prop-
erties of the background [38,49], in particular, its relation to
the Bargmann algebra [50] and the minimal coupling of
fields to it [S1-53]. This background has been subsequently
derived in a number of ways including the reduction from a
higher dimensional relativistic background [36,54], the
gauging of the Bargmann algebra [55,56], coset construc-
tion [57,58], and the localization of spacetime symmetries
of the Schrodinger field [59-61]. We will here review
certain properties of the metric and connection of the
torsion-free NC background relevant for later sections.

The NC background contains a degenerate inverse
spatial metric and a degenerate temporal 1-form satisfying
the following relations:

Vi* =0 V=0

W, =0.

(2.1)
(2.2)

Given that #** and 7, are degenerate, their inverses do not
exist. We can formally define a generalized inverse for 7#
such that

(2.3)

H =
'z, 1.

We can further define a spatial metric /,, that satisfies the
following relations:

hm,r" =0,

hh,, + 7, = 5. (2.4)

Unlike 7, the covariant derivative of /,,, does not vanish.
The variation of h,, follows from Eq. (2.4),

oh,, =

aw = —2h,,7,)07. (2.5)

Thus, variations and derivatives of 4, are not independent
of 7#, and we must choose either h;w or 7# as the
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independent field. Conventionally, z# is taken to be the
independent field, which will also be followed in this paper.

A direct consequence of the metricity conditions is that
the connection is not uniquely determined by these metrics
alone. The most general linear, symmetric connection
which satisfies Eq. (2.1) has the form

1
7, =70,t,) + Eh””(aﬂhm + 0yhgy — Oghyy)

oltuy

—|— hﬂﬂT(MKy)l, (26)

where K, is just an arbitrary two form at this stage. One
can now construct the Riemann tensor for a symmetric
connection in the usual way

V.V, JV} =R, Ve, (2.7)
where Riw,, satisfy the following relations:
T,R 0, =0, Ry, =0. R, =0 R%, =0
(2.8)

The NC connection can be demonstrated as the Newtonian
limit of the connection of a Riemannian manifold provided
Trautman’s condition holds [52]

R/IO'”D = R”l/ﬂ()" (2'9)
Indices were raised in Eq. (2.9) using the metric #**. From
Eq. (2.6), we note that Eq. (2.9) is equivalent to requiring
dK = 0. This implies that

Kﬁy - ZH[AAM], (210)
where A, is an arbitary 1-form. Nonrelativistic spacetimes
also do not have a preferred vector field 7, and this leads to

an additional invariance under Milne boosts [58,62], which
are described by

™ - 4+ Wk,

hy, = hy, =27,k + Tﬂryh“ﬂkakﬁ,

A, = A, +k,— %rﬂhaﬂkakﬂ, (2.11)
where k, is an arbitrary spatial vector, i.e., k7, = 0. The
NC background and its torsion free connection Eq. (2.6) are
invariant under this transformation.

A covariant measure for the NC background follows by
defining the nowhere vanishing effective metric y,, =
hy, + 7,7, [58]. While this metric is neither Milne invariant
nor does it satisfy the metricity condition, its determinant
satisfies both. The calculations of our work will presume a
2 4+ 1 dimensional NC background, which satisfies the
Frobenius condition

7 Adr=0. (2.12)
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For such backgrounds, we can describe the determinant of
the metric as

1
|]/| = aeﬂygeaﬂyyyayyﬂygy = |h| (213)
The second equality of Eq. (2.13) follows from Eq. (2.4)

and the unit lapse function of the NC spacetime
[Eq. (2.3)]. Thus, the measure of the NC background is

simply given by /A when it satisfies the Frobenius
condition Eq. (2.12) [63].

The relations considered in this section are valid for the
symmetric connection of the NC background. The presence
of torsion leads to a NC background for which dr # 0. In
addition, such backgrounds require the construction of a
modified connection in order to ensure invariance under
both Milne and U(1) transformations. For further details on
NC backgrounds with torsion, we refer the reader to
[56,58]. All the calculations in this paper will be considered
on the NC background without torsion.

III. THE SCHRODINGER FIELD ON
THE NC BACKGROUND

The Schrodinger field on the NC background was
originally considered in [52], with the intent of providing
the (Galilean) covariant Schrodinger equation on curved
Newtonian backgrounds. More recently, this action has
received attention due to its many newfound applications in
condensed matter physics [60,64,65] and holography
[66,67]. In 2 + 1 dimensions, this action can be written as

S = / dtd*xVhLi

= / dtd®xv/h[im(®*¢"D,® — ©7*D,d*)

— D, ®D, "], (3.1)
where D, =V, —imA,,, Z_?M =V, +imA,, and V, repre-
sents the usual covariant derivative of the spacetime. The
gauge field A, is a mass generating field which provides
particle number conservation on the NC background. It is
also the same field which appears in the NC connection
contained in V,, and is therefore on the same footing as all
other gravitational fields. In addition, the action Eq. (3.1) is
known to be invariant under Milne boosts [58]. In this
regard, it will be useful to define the Milne invariant
quantities

= th — hVA, = T — AH
1
v =TA, ~ S A, (3.2)

For convenience, we will also define 0% = h**0,,.. Note that
in Eq. (3.1), m is merely a passive parameter with no mass
dimension [37].

085003-3



KARAN FERNANDES and ARPITA MITRA

Since we are interested in understanding the symmetries
of Eq. (3.1), let us first consider its total variation

58 = / dtdxV'h[=P 60" + R, 67" — JF5A, + 6" DO

+ 6D, (3.3)

where we have defined

P, 2h,w£ +D,0D,o

R, = im(®*D,® — ®D,®*)
JH = =2m>®D* v* + im(D* D — D)
DO = (2imv*V, + imV v* 4+ 2m*y + **V,V,)®
DO* = (=2imv*V,, — imV v + 2m*y + bV V).
(3.4)

We note again that as variations of 64, are not independent
of o7, they do not appear separately in Eq. (3.3). Let us
now consider the variations to be diffeomorphisms with
respect to some arbitrary vector field &, i.e., 6; = £¢, with
£ denoting the Lie derivative. It is straightforward to
demonstrate 6;5 =0, and hence, Eq. (3.1) is invariant
under diffeomorphisms.

We further consider the on shell symmetries of the action

0=35:S / dtd®>xVh[—P, £:h" + R £ — JF£:A,]
= /dtd2X2\/i’l’§y |:—V”Tﬂy - J”V[DAﬂ]

+ %Rﬂvm] . (3.5)

Here T*, is the stress tensor of the Schrodinger field on the
NC background, which is defined as

1
T, = Puyh™ =S R,7". (3.6)

Thus, Eq. (3.1) remains invariant under on shell diffeo-
morphisms provided the stress tensor satisfies

1
V”T#D + J”V[UA#] - ER#VDT” =0. (37)

Let us now consider Weyl transformations, d, = wA,
where w is the weight of the field and A is the parameter of
the transformation. It can be noted that the action Eq. (3.1)
is not Weyl invariant (0, S # 0) and thus cannot be used to
investigate the Weyl anomaly. Usually one could now
include a term proportional to R®®* and determine the
proportionality constant which ensures invariance.
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However, in 2 4+ 1 dimensions, we can construct a Weyl-
invariant action from Eq. (3.1) by replacing the scalar fields
with scalar densities. This trick is known to work for
relativistic scalar fields in 1+ 1 dimensions, where the
densitized fields are known as Fujikawa variables.

By substituting ® = ®4~+ and ®* = & /77 in Eq. (3.1),
we have

S = / dtd®xVhL

/ dtd®xv/h[imh=5(® oD, (dh~)
— ®D, (O h7))
— WD, (®h~)D, (@ h+)]. (3.8)

The fundamental fields of Eq. (3.8) are now
{(D,CI)*,AM,]’I”U,T”,T#}. The total variation of the action
Eq. (3.8) in this case can be expressed as

8S = / dtd’x[~P,, 61" + R, 7" — J*3A,,

+ 60 RD + 5O(RD)* (3.9)
with
- Vh s
P, = 2 ~—h, L + VD, (®h)D, (& h
-3 h,w(&)*gzcb + O(RD)*)
R, = imhi(®*D,(®h~i) — ®D,(®*h 7))
TH = 2m2 DD ¥ + imhi (D O* (D7)
— OO (D" h73))
RD = (hiDh™3)®
= [hflt(Zimv”V” + imV 0 + 2m*y
+ WV,
(%®)* = (hiDh~3)d*
= [h#(=2imv"V, — imV 0" + 2my
N AAS il (3.10)
We now find that Eq. (3.9) vanishes under
SAD = AD, 5,0 = AD", (3.11)
SN ==2AW", Syt =-2At",  5pA,=0. (3.12)

Thus, the action Eq. (3.8) is invariant under Weyl trans-
formations. Considering the on shell invariance of Eq. (3.8)
under Weyl transformations, we find
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0=25,8= / dtd>xV'h[=P,,5\W"* + R, 6,7

= / dtd®>x V22T + T'], (3.13)

where

1

- .. 1 - . e -
2% + T, = -3 (®* (h~5Dh™%)® + ®(h~iDh™3)d");

-0 -
T :=T"7"1,,

T = T" b h™. (3.14)
It is evident from Eq. (3.13) that the on shell Weyl
invariance of Eq. (3.8) can be restored provided

27% + T, = 0. (3.15)
We have thus demonstrated that the 2 4+ 1 dimensional
Schrodinger field on the Newton-Cartan background can be
used to investigate its invariance under both diffeomor-
phisms and Weyl transformations (the latter by densitizing
the Schrodinger fields). This will be particularly useful in
investigating both trace and diffeomorphism anomalies in
the following section.

IV. DERIVATION OF THE
GRAVITATIONAL ANOMALIES

The invariance of the path integral under the symmetries
provided in the previous section leads to anomalous on
shell stress tensor relations. Specifically, the path integral
average of the on shell stress tensor relations of Eq. (3.7)
and Eq. (3.15) are now equal to the functional trace of the
Jacobian of the Schrodinger fields under the given sym-
metry transformation. For the derivation of gravitational
anomalies, this trace is evaluated using an appropriate
regulator (R) and Jacobian (/). Following Eq. (B17), we
can write the actions of the previous section as

S = / dtdzx%‘I‘*TR‘P, (4.1)
where ¥ and W* are the quantum fields (which may now be
viewed as flat space fields) as all gravitational field
dependence is now absorbed into the definitions of T
and R. In this case, given 0¥ = KV, the Jacobian may be
written as

1o
J= K+§T oT. (4.2)
A detailed review behind this choice is provided in

Appendix B. The gravitational anomaly now results from
the following regulated trace:

A(x) = /dtdzxAn(x)

An(x) = A/llim TrJex.

)

(4.3)
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An(x) refers to the anomaly (density) expressions we will
derive in this work. To evaluate the trace in Eq. (4.3), we
expand ¥ and W as flat space plane wave modes so that the
result follows from Gaussian integration. In the nonrela-
tivistic case, the regulated trace to be used is given by

Tdo [ Pk P
A}EI&OTU:A}EEO 2_:/ (2”)2 e—iot pikx [J()C)el\;g]elwte_lkx.
0 —00

(4.4)

The reason behind the above integral representation is
provided in B 3. We will now derive the trace and diffeo-
morphism anomalies by evaluating this integral.

A. The trace anomaly

To derive the trace anomaly, we consider the action

Eq. (3.8), which can be expressed as
S = / dtd*x®* RO, (4.5)
where @ and @ are the fundamental fields and Z is the
Hermitian operator defined in Eq. (3.10). The path integral

is given by

Z= /D&)D&)*eis[d)“i’*’fu'hm"“#]. (4.6)
Using Eq. (3.11), we find that the invariance of Eq. (4.6)
under Weyl transformations of the fields ® and ®* results

in the following anomalous Ward identity:

(AWRQRT ) +T'))s6 = (Ti)ger.  (47)

where (---)zs- denotes the path integral average with

respect to the variables @ and ®*. To proceed, we regulate
the trace occurring in Eq. (4.7)

R

(Tr]) g6 — A/lli_r)r;oTrJeW. (4.8)

The Jacobian and the regulator to be used can be deter-
mined by comparing Eq. (4.5) with Eq. (4.1) and Eq. (4.2).
The Jacobian is simply J = A(x) (since T = 2) while the
regulator is

R = R = hiDh™s. (4.9)

The regulated trace which needs to be evaluated is now
given by

X et gikx [A(x)e%]ei‘”’e_ikx. (4.10)
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Because of the use of flat space nonrelativistic plane waves,
we expand R in the adapted coordinates described in A.
For the calculation to follow, it will be useful to decompose
the Milne invariant quantities in Eq. (3.2) as v* = {2°, v}
and y = ¢ + ¢, where

0 =19, vt =1 — hUA;,
¢ =14,  ¢=r1A —%hifAiAj. (4.11)
With these definitions Eq. (4.9) can be written as
R = hi[2im1°9, + 2imv'd; + h' (8,0, I},0,) — imClh7s,
(4.12)
where 0, = % and C are given by
C=-V' +2im(¢+ ¢). (4.13)

We can now move the plane wave ¢/ e~*** from the right of
the regulator in Eq. (4.10) to the left. By further rescaling
k - Mk and @ — M?w, we have

R MkMzn)
lim TrA(x)ew? = lim M4/ / 7
M- M—co
(4.14)

where the operator in the exponent now takes the form

Mk, M? 1 . A
72(72(0) = —k2 — 2mvoa) + — (lklrl - 2lk,8’
M
+ 2mk;v' = 2ihik;0'(h73))
1
+ 52 (A = imC+ hiAh™
+ 2h3d! (h™3)8),). (4.15)

In Eq. (4.15), we have used the following definitions:

Fi - hmnrfnn, k2 - klkjhlj,
A = 00; —T'0; + 2im1v°0, + 2imv'd;. (4.16)
i 0 R(MkM?w) .
At this stage, we can factor out e™>""'® from e~ #>  since

it is a constant (v =7° =1 in adapted coordinates).
Following this, the @ integral can be easily evaluated

/ dw o-2mo _ 1
271 dzm’

0

(4.17)

Concerning the k integral, we need to use the BCH
R(MkM2 )
expansion to factor out e® from e

. By labeling
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A = —k? and B as the M dependent terms of W/{;—W),
can write
eMB = oAl (4.18)
where E is given by
[A.B] [A.[A.B]]  [B.[A.B]] [A [B.[A Bl
E=b-m s " T
_AA A B]]] | [A[A[A (A, B]]]
24 120
o [AlA.[B.[A. B][l] _ [A[B. [B.[A. B]Jl
120 240
o [BA.[B.[4. B]]l] _ [BIB.[B. [A. B]]l
180 720
L Bla, [;([)A, Bll] (4.19)

The ellipsis in Eq. (4.19) refers to the fifth order onward
terms of the BCH expansion. The commutators in
Eq. (4.19) contain all contributions up to M~* resulting
from the BCH expansion, whose expressions have been
provided in Eq. (C2). From Eq. (C2), we see that all terms
with even powers of M~! contain an even number of k’s,
and likewise all terms with odd powers of M~! contain an
odd number of k’s. This property will hold to all orders in
the BCH expansion.

Since E contains M~! terms, we expand Eq. (4.18) up to
fourth order

E2 E3 E4
A+B _ 1 E
e e<+ +2+3'+4'

) + O(EY). (4.20)
Equation (4.20) now contains all terms up to M~* which
can contribute to the anomaly. We can now ignore all terms
with free derivatives, as they cannot contribute to the
anomaly. It will also be useful to separate those terms

which do contain derivatives acting on h~* from those that
do not. We thus write Eq. (4.20) as

E* E E
ATE— A1+ E ES
e e<+ +2+3,+4,)+O( )

B, B, By B,
<1+ +M2+M3+M4+H( )

+ (’)(M‘5)>. (4.21)

The =~ symbol in Eq. (4.21) indicates that we have dropped

all terms with free derivatives. H(h™%) contains all terms
with d(h
contributions which do not contain 9(h
we have the following expression:

‘%), while the B; terms represent the order M~
~3). With Eq. (4.21),
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Kok B B, B, B
-k 1, By B3 by .l
e w2 =e e <1+—M—|——2+—3+—M4+H(h 4)>,

(4.22)

which will be needed to evaluate the integrals. Upon
substituting Eq. (4.22) and Eq. (4.17) in Eq. (4.14), we get

lim TrA(x)e%

M—o0

1 d’k )

= limM*—— [ Z5 A(x)e
Jraes 4ﬂm/(2ﬂ)2 (x)e
By B,  Bs

12ty 22, 23

X( RN ANTE

B, |

+ogt H(h‘2)> . (4.23)

Equation (4.23) can now be evaluated via the following
Gaussian integrals:

/dzke_k2 = \/P_m,

1
ke kik; = Vhahy;

1
/ dzke_kzkikjkmkn = Z \/Eﬂ(hijhmn + himhnj + hinhmj)
/ ke P kik; - - kyp_ 1Koy

1
= Vhz((2n — 1)!! permutations of hij - hoy_12n)-
(4.24)

The k integrals vanish under symmetric integration when-
ever there are an odd number of k’s in the integrand. Thus,
BB, and B, vanish under symmetric integration. H(h™4) also
vanishes following symmetric integration. This result could
have been anticipated from the cyclicity of trace [68]. The

integral
B
/ ke <1 + ﬁi)

is nonvanishing. These terms would be eliminated by
regularization in a one-loop calculation and do not con-
tribute in the final expression for the anomaly. For example,
within the Pauli-Villars scheme, one can include additional
copies of the PV fields with coefficients chosen so as to
cancel out these M dependent terms. Thus, these terms can
be ignored as well. Since the integral of 53, is somewhat
instructive, we have provided the terms contained in its
integrand in Eq. (C3), using which we have the following
result:

(4.25)

N 1 .
/ ke % = ﬁzzz(g}eijhl-/ + 2m2¢>. (4.26)
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The only contribution to the anomaly comes from the term
By, and Eq. (4.23) reduces to

1 d*k
(2n)?

The individual terms contained in B4 have been provided in
Eq. (C4), and the resulting k integral works out to give

/ ke ¥ B,

1 - . -
- \/Eﬂ (@ (Rijmanjmn - Rinlj + DRl‘jhU)

lim TrA(x)e% = A(x)e % B,.

M—o0 o 471'm

(4.27)

2
+2mtp? + % (¢pR;;h" — ROOUODO)) . (4.28)

Substituting Eq. (4.28) in Eq. (4.27), we get the following
expression for the candidate anomaly:

Rijmn

= VhA(x) (L

1 2 ..
wim TrA(x)ev = m(4rx)? 30 (Rimn

— R;RY + OR;;h7) + 2m*¢$?
m2 ..
+ ? (d)RijhlJ - R00UOUO)> . (429)

While the calculation leading to this result is considerably
involved, we note the following points related to the
derivation and the above result. The term Ry,v°v° results
due to both the single derivative operator d, and imC
contained in Eq. (4.12), following the BCH expansion. If
A, were absent in our derivation, then so too would all the
terms in the second line of Eq. (4.29), thereby providing
only the curvature squared results already noted in the
literature. The choice of 7, = (1,0,0,0) and the absence of
h% in adapted coordinates affects the expressions of C, the
Ricci and Riemann tensors, as well as the final result. The
absence of terms v’ and ¢ in the final answer is thus a
coordinate artifact which reflects our choice of time for the
hypersurface. Remarkably, all imaginary terms cancel out
in the calculation leading to Eq. (4.29). The absence of
imaginary terms as well as the split into “temporal” and
“spatial” parts in the expression may also be noted
in Eq. (4.26).

The curvature squared terms of Eq. (4.29) can be further
simplified. We first note that a local counterterm involving
(R;;h"7)? can be included in the effective action to eliminate
the term [JR;;h". Hence, this is not part of the final
anomaly result. Further, since (R;;,,R"™ — R;;R") is
constructed out of the 2D spatial metric on a NC back-
ground which satisfies the Frobenius condition, we can use
Rijmn = % (leh[k)(himhjn - hinhjm) to write
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- | y
Rijmanjmn - RURIJ - 5 (Rijhlj)z. (430)
Thus using Eq. (4.29) and Eq. (4.8), we can write the
following covariant result:

QTS+ T = L (R, h")* + 2m*y?
O m(4m)2 \360
2

+ 0 (R = Ry v”)) .

: (4.31)

In going from Eq. (4.29) to Eq. (4.31), we have accounted
for the presence of h% terms, which should have been
present in the expressions of v° and ¢ for coordinate
choices other than adapted coordinates. This covariant
result has been inferred from Eq. (4.29) by noting the
Milne invariance of the regulator we considered in
Eq. (4.12), as well as the absence of “Milne gravitational
anomalies” [69]. While in principle any h% contribution of
Eq. (4.29) could have been involved in the final answer,
only one specific choice leads to the Milne invariant result
of Eq. (4.31).

On the other hand, it may be noted that Eq. (4.31) violates
U(1) invariance. We have been unable to find counterterms
which would help eliminate the wR,, h** and w? terms of
Eq. (4.31), and they do appear to comprise the true anomaly.
A similar situation arises in relativistic systems which
involve gauge and gravitational anomalies. A characteristic
example arises in the four-dimensional mixed gravitational
anomaly which involves both U(1) and diffeomorphism
anomalies, where the latter violates U(1) invariance.
However, one can find a counterterm to make the gauge
current anomaly free, which in turn leads to the diffeo-
morphism anomaly being U(1) invariant [26]. We believe a
situation similar to this would arise for the NC background.
The key difference with the relativistic case is that the
anomalous current (J#) is also a gravitational anomaly
due to the presence of the gauge field in the connection.

To conclude, we point out some further generalities
which may be deduced from our calculation. We note that
the trace anomaly can only arise in odd dimensions. Since

= 2 and all BCH expansion terms involve an even (odd)
number of k’s for terms with an even (odd) power of M~!,
the anomalies can only occur when there are an even
number of spatial dimensions. Thus, NC trace anomalies
always arise in odd spacetime dimensions.

While our result concerned NC backgrounds without
torsion, which allowed us to use Eq. (4.30), in general, we
would have instead

RijmnRijmﬂ —_ RIJRIJ == % (—E4 + 362), (432)
where E, and C? represent the four-dimensional Euler
density and the square of the Weyl tensor, respectively, as
follows:
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Ey = RypeR™P — 4R, R + R,

C:=R

1
= R, R"" —2RﬂDRl‘”+§R2, (4.33)
while the overbar implies that these tensors are contracted
only with the (two dimensional) spatial metric A%,
The general result, following Eq. (4.31), will then be
modified to
QTY+TH = (L (=E; +3C?) + 2m*y?
O m(4n)? \360 " *

m2
5 R~ Rﬂymvo

-+ additional terms. (4.34)

This result, apart from the 7# and A# dependent terms, is in
agreement with the results provided in [29,31]. The
coefficients of the curvature squared terms are in addition
identical to those derived using the heat kernel approach
of [32].

B. The diffeomorphism anomaly

The diffeomorphism anomaly can be computed from
Eq. (3.1) using the procedure of the previous section. The
fundamental fields are now ® and ®* with the following
action:

S= / dtd*x®*VhD.
The path integral in this case is given by

Z= /D<I>D<I>*eis[‘b*q’*-f”’h”b'f‘ﬂ]. (4.35)
Using Eq. (3.5), the invariance of Eq. (4.35) under 6@ = £,®
and 6@* = £.@" results in the following anomalous Ward
identity:

<— Vher (VUT”M +JV,A, —%vaﬂrv>> = (TrJ) gy -

[olig

(4.36)

From Eq. (4.1), we have R = D, which ensures that it is

symmetric [70]. Here, T = 2+/h, and hence from Eq. 4.2),
the Jacobian to consider is

1
J =89, +——~£Nh
5/4 2\/%5

1
= &9, + ﬁgaﬂ\/ﬁ + 0,8

Thus, the regulated trace takes the following form:

(4.37)
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R . o
lim TrJex? = lim it gikx
M—oo M—»oo

dw / d*k
— e
n ) (2xn)?

% {(f”@,%—gﬂaﬂ\/_—l—aﬂf”) :| lwte—ikx'

2vh
(4.38)

Evaluating this expression would formally result in consid-
ering an expansion up to M~°. In taking the plane wave
(e e=k¥) to the left, it gets acted upon by both the Jacobian
and the regulator. The action of the Jacobian on ¢’ now
produces the term i&%w. By rescaling @ — M’w, we end up
with a factor of M® outside the above integral, requiring a
BCH expansion up to M=% for determining the anomaly.
However, having chosen a symmetric regulator, we can
avoid this cumbersome calculation by noting the following
identity which holds for any symmetric regulator R [42]:

Tr <§ﬂaﬂ + %aﬂgﬂ> eR =0. (4.39)

9,Vh and TS, = 0 (in

adapted coordinates) and Eq. (4.39), we can simplify
Eq. (4.38) to

2k
lim TrJe v . lim / d

Using the expressions for I'); =

—twt lkx

M—oo M—oo

« E (vﬂgﬂ)em} piot gk, (4.40)

Hence, we do not have to deal with any free derivatives due
to the Jacobian. Moving the plane wave past the regulator
and rescaling k — Mk and @ — M?® results in

£ d*k 1
lim TrJew® = lim M* / / (V,&)e

M- M- 271' 22

R(Mk M2 )

(4.41)
R(Mk,M2w)

We now need to factor out e™* and ¢~ from e’
using the BCH expansion, as in the previous section, up to
M~ terms. Since the regulator of this section differs from
that of the previous one only by &(h~%) terms, the following
factored expression is easily determined from Eq. (4.22):

R(MkM?w) B B B B
T2 — p2mw —k2 1 1 2 3 4
croTe < +MJFMZJFM*JFM‘J

(4.42)

Only the 3, term contributes to the anomaly, and we have
the following expression for the candidate anomaly:
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zvlfli‘;oTrJﬁ 5 (V") / ‘é:e—me / (jﬂ’; B,
_ VY, VAV,E) ij ij
= an)m <36O((R hi)2 + O(R;;h7))

+2mtp? + m7 (¢pR;;h" — ROOUOUO)) ,

(4.43)

where we have simplified the curvature squared expression
by making use of Eq. (4.30). The terms from Eq. (4.43)
which contribute to the anomaly must satisfy the same
criteria as in the case for the trace anomaly. Adopting the
covariant notation as in the case of the trace anomaly, the
result for the diffeomorphism anomaly in this case is

Vh 1
An, = (R ;%) + mty?
e (4;;)25 <720( aph™)" + my

2
+ % (R h — Raﬁvav/f)) . (4.44)

Equations (4.44) and (4.36) now provide the following
expression for the diffeomorphism anomaly:

1
--R,V,7)

<VyT”,, + JDVWAV] >

1 3
:v R ha/}
”(720(4ﬂ)2m( aph™)? +16 v’

+ (R — Raﬁv”v/’)> .

4.45
967 ( )

We emphasize that all currents occurring on the left-hand
side of Eq. (4.45) correspond to the gravitational fields of
the NC background. We note that most of the previous
results for the trace anomaly (based on DLCQ) indicate a
one-to-one correspondence of the 2 + 1 dimensional result
of the NC background with 3 + 1 dimensional result of
relativistic backgrounds. Were this to actually be true for all
gravitational anomalies, one would in fact naively expect
there to be no diffeomorphism anomaly for the Schrodinger
field in 2 4 1 dimensions. In deriving this result, we have
demonstrated that this is not the case. The presence of a
diffeomorphism anomaly allows for several consequences
in condensed matter systems with boundaries. In particular,
we note that this could be relevant in providing the
entanglement entropy of quantum Hall systems on curved
backgrounds with boundaries [26,27], where the
Schrodinger field is present in the low energy effective
action.
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V. A C-THEOREM CONDITION

The coefficients of the trace anomaly are closely
related to the renormalization group (RG) flow of a
given theory. By applying the Wess-Zumino (WZ)
consistency condition on the quantum effective action,
one can relate the anomaly coefficients with the beta
functions of the theory. Our treatment in this section
will follow [45] where the consistency conditions for 2D
and 4D relativistic CFTs were addressed. An investiga-
tion of the local RG flow due to the curvature squared
terms of Eq. (4.34) was considered in [47]. Here, we
confine our attention to the U(1) invariant term R, 7"z"
contained in Eq. (4.31). Our goal in this section will be
to demonstrate that this term satisfies a c-theorem
condition analogous to that of 2D CFTs. To begin with,
let us consider the following renormalized partition
function in the presence of sources,

Z[J] = e = / DODP HIP*I1 (5.1)

where W is the quantum effective action, which generates
connected correlators associated with renormalized
composite operators, and 7 denotes all the sources.
Here, we will assume that J involves the independent
background fields of the NC background (h**,7*, 7,, and
A,) and dimensionless coefficients g’ associated with
certain marginal operator insertions O; [71]. To investigate
RG flows, we first introduce the RG parameter y. We can
now define the RG time function # = In(/-), where g is
some arbitrary reference scale and the beta functions 3/ =
9
ot
is generated by ¥ = u% + p10;, where we have further

correspond to the dimensionless parameters ¢’. The flow

defined 0; = d%’ In flat spacetime WV satisfies the flow
equation

W =0, (5.2)
which is nothing but the Callan-Symanzik equation. The
local RG concerns itself with the renormalizability of
composite operators on curved backgrounds, and hence,
the couplings are now functions of spacetime
(¢' = g'(x,1)). The local Callan-Symanzik equation under
Weyl transformations is given by

AV — A%y = /deA, (5.3)
v

where A is the local parameter involved in Weyl trans-
formations, [,dv is the integral involving the NC covariant
volume element in (2 + 1) dimensions, and B, is a local
anomaly density involving derivatives of the NC fields and

g'. The variations A} and A? are defined as
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o o
W _ v
AA = /dv |:2Al’l” 5]1””_'_2/\1”@

5
Ah = / dvAp! 55 (5.4)

Vv

Equation (5.3) reveals that at the critical point, where
Bl =0, B, is simply the trace anomaly. Away from the
critical point, we have additional dimension 4 terms
involving the derivatives ¢/. We can thus write Eq. (5.3)
in the following way:

1 1
(A/V\V - Af\)W = /dUT”T” {A <2ﬁ®R;w - 2)(118;4918ng)
V

— (0,N@,0,9" + - ] : (5.5)

where %, y,,, and @, all depend on the coupling parameter
g'. The dots in Eq. (5.5) indicate all anomaly terms of
Eq. (4.31) other than R, 7#7", as well as additional terms of
dimension 4. These terms have been ignored since they will
not be required in the following discussion. As before, we
assume that the NC background satisfies the Frobenius
condition. Since Weyl transformations are Abelian, they
satisfy the WZ consistency condition

[AY — AL AT - AW =0 (5.6)

Using Eq. (5.5), Eq. (5.6) gives the following expression:
Ay —Af\,Af\V, - Af’\,]W: /dvr“(AayA’ -N0O,N)"V,=0,
v

(5.7)

where

V/l = 8,4,5(1) - ()(uﬂl - ﬂlale - w161ﬂ1>8;49]- (5-8)

Equation (5.7) is satisfied when V, vanishes. This implies

8Jﬁ® = )(uﬁl - ﬂlale - a)lﬁjﬁl. (5-9)
We now define the new function ® = ® + w4/, with
which Eq. (5.9) becomes

0,8° = yup' + B (0,0, = 00,). (5.10)

Contracting this equation with #/ now leads to the following
result:

op°®

“or :)(IlﬂlﬁJ- (5.11)
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This is a c-theorem condition satisfied by the coefficient of
R, 77" on NC backgrounds with the Frobenius condition,
which is analogous to the relation satisfied in 2D CFTs. At this
point, the proof of the ¢ theorem follows by establishing that
the “metric” y;; is positive definite. In 2D CFTs, it can be
shown that y;; is essentially equivalent to “Zamolodchikov’s
metric” G;; = (x?)%([O0;(x)][O,(0)]), which further identi-
fies ,B‘D with Zamolodchikov’s ¢ function C [45]. Here, the
situation is not so straightforward since the marginal operators
and the correlation functions they define differ from those of
2D CFTs. Our analysis would also be incomplete without all
the terms of Eq. (4.31) and their consistency conditions. As
these considerations lies outside the scope of the present
work, we will address them in the future.

VI. DISCUSSION

We derived the trace and diffeomorphism anomalies of
the Schrodinger field minimally coupled to the NC
background in 2+ 1 dimensions following Fujikawa’s
approach. In doing so, we were able to derive the
anomalies due to variations of all the background fields
contained in the NC structure. Our result for the trace
anomaly contains both curvature squared contributions, as
well as additional terms which depend on the gauge field
(A,) of the NC background. In setting the gauge field to
vanish in Eq. (4.31), our result involves only the curvature
squared terms and is in agreement with previous results of
the anomaly [29,31], including the coefficients [32]. The
extra terms in our result were not detected in [32] as they
had set Au = 0 in their derivation. Further, we note from
the structure of the additional gauge dependent terms that
they cannot be inferred from the anomaly result of a
3+ 1 dimensional relativistic background. We believe
that the result of Eq. (4.31) should follow from a heat
kernel approach which fully accounts for A, and its
variations.

The gauge dependent contribution in our anomaly
expression involves the term R, 7/7", whose structure
is similar to the relativistic trace anomaly of 141
dimensions. In the language of [72], this is a type A
anomaly, which distinguishes the result from those of
Lifshitz backgrounds with the Frobenius condition [73].
Collectively, the anomaly we found may be considered as
a general expression built out of curvature invariants of
mass dimension 4 which contain “spatial” and “temporal”
contributions. We conjecture that in d+ 1 spacetime
dimensions, where d =2n,n=1,2,---, the result will
contain an expression of the d + 2 dimensional relativistic
anomaly, contracted with the spatial metric, along with a
term of the form of the d dimensional relativistic
anomaly, contracted in general with both spatial and
temporal metrics, such that all terms are individually of
mass dimension d + 2. Our final expression for the trace
and diffeomorphism anomalies also contained specific

PHYSICAL REVIEW D 96, 085003 (2017)

U(1) violating terms. These terms need to be understood
in the context of the U(1) anomaly, which was not
derived here. Because of the presence of the A, field in
the connection, its derivation will involve a regulator
quite different from those considered in the relativis-
tic case.

The coefficients of the trace anomaly will have inter-
esting implication for field theories on the NC back-
ground. This is evident from the m dependence in
Eq. (4.31), which indicates that the curvature and curva-
ture squared terms dominate in different regimes.
Specifically, for O < m < 1, the curvature squared con-
tribution dominates, while for m > 1, we have the
dominant contribution from the R, 7*7" term. We also
note that the coefficient of the R, /7" term, apart from a
factor of %, is precisely one half of that of the relativistic
trace anomaly in 1 4+ 1 dimensions. One way in which we
can appreciate the physical implications of these obser-
vations is through the local RG flow. In the previous
section, we demonstrated that the coefficient of the
R, 77" term satisfies an expression analogous to the ¢
theorem of 2D CFTs. We however did not identify the
metric of parameter space (y;;) occurring in this expres-
sion with a manifestly positive definite quantity related to
the correlation functions of the fields. These correlators
can be derived from those of the Klein Gordon field in the
limit of ‘2> 1. One therefore expects that massive
deformations about the fixed point of the Schrédinger
theory might also be relevant to the RG flow. While the
coefficient of (R,,/7*)? will have to vanish at the fixed
point in order to satisfy the WZ consistency conditions, its
behavior away from the fixed point might be influenced
by such deformations. We look forward to provide a
detailed analysis of this point as well as the RG flow on
NC backgrounds in future work.

NC gravitational anomalies will also be relevant for
certain systems with boundaries. As the AdS/CFT corre-
spondence is expected to hold in the NR limit [74-79], the
bulk anomalies in 2 4 1 dimensions will impose certain
constraints on the nature of the dual field theory at the
boundary. It will be interesting to consider possible
differences with Lifshitz holography [80] as the anomalies
found in this work differ from those of Lifshitz back-
grounds. We also know that the low energy effective action
for quantum Hall systems involves the Schrodinger field
coupled to, in general, a background gravitational field in
d + 1 dimensions, where d = 2n. Anomalies play a crucial
role in Hall phenomenology [18-24,26-28], with the
guiding principle in the presence of boundaries being that
the bulk and boundary contributions collectively should be
nonanomalous [19]. In taking the NR limit for these
systems, we have a bulk gravitational anomaly and no
boundary anomaly. One can thus expect that the cancella-
tion of anomalies in this case might manifest in certain
surface effects.
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APPENDIX A: ADAPTED COORDINATES
OF THE NC BACKGROUND

Relativistic gravitational anomalies using Fujikawa’s
approach can be calculated in a covariant notation in a local
plane wave basis. In the NR case, we do need to distinguish
between time and space in the plane waves as well as the
regulator. We thus need to make use of a specific set of
coordinates in our calculation. The adapted coordinates [38]
provides a representation of the NC structure. Let Greek
indices u, v, ... denote spacetime coordinates, Latin indices
i,Jj,... denote spatial coordinates, and O represent the
coordinate for time. Then the NC system of equations for
the metric can be realized through the following choice:

0

70 =1=1", 7; =0, ho = 0. (A1)

Equation (A1) represents our choice of time. The normali-
zation of 7, Eq. (2.3) allows us to make the choice given in
Eq. (Al). Since A, is a gauge field, it is naturally left
unspecified. Using Eq. (2.6) and Eq. (Al), we have the
following nonvanishing components for the connection:

. i
5 ()
Jjk jk

ik

F6/ = 7 (alhko + aohkj - 8khOj - akAj + ajAk),
) hik
Iy = Taohika
) hik .
Lo = B3 (200hyo — Oxhoo) — W™ (Orep — OpAy), (A2)

where {j’k} represents the “Christoffel” component of the

connection for the spatial metric [the second term of
Eq. (2.6)]. Notably, &, need not vanish in adapted coor-
dinates, and therefore, 7/ can exist. Using Eq. (2.4) and

Eq. (Al), we find that h,, and 7* satisfy the following
relations:
hijTj = —hp,

— —hnt) = 7th. 1)
hOO = hO]T T hUT .

o = —hiihy,
(A3)

It can now be seen that the mass dimension of the connection
components in Eq. (A2) are not the same. The first line of
Eq. (A2) has mass dimension 1, the second line has mass
dimension 2, while the last line has mass dimension 3. This
reflects the z = 2 invariance of the background. However,
Ricci and Riemann tensor components have a uniform mass
dimension as a consequence. For instance,
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Ryp = Ff)o,i - ro; ot Fl Fj Fé)jr{)i (A4)

has mass dimension 4, while R;; has mass dimension 2.

APPENDIX B: FUJIKAWA’S APPROACH
AND REGULATORS

Here, we review the background material needed for the
calculation of anomalies provided in Sec. IV. Our argu-
ments will be catered to address the gravitational anomalies
considered in this paper.

1. Fujikawa’s approach

Anomalies can be understood as the failure of the
measure of the path integral to be invariant under a given
symmetry transformation. Let us consider the action
S[¥, G|, which is a functional of the fields ¥ and back-
ground (gravitational) fields G, such that it is invariant
under the following linear transformation:

5S:§5‘I‘+5—59 0,

59 3G (B1)

where % 5c is the densitized energy-momentum tensor. Here,
G represents the fields of the gravitational background, i.e.,
g = h*" 1+, Aw and 7, for the NC background. On the shell
of the equations of motion for P, the first term on the right-
hand side of Eq. (Bl) vanishes, and the second term
provides the classical conservation equation for the
energy-momentum tensor

—6 0.

oG G =
Equation (B2) represents Eqs. (3.5) and (3.13). The
quantum theory is described by the path integral

_ / DY iS¢ ,

whose measure involves only the quantum fields . The
path integral is invariant under a given symmetry trans-
formation of ¥ provided

/ DYeiSI¥9),

/DLP/ iS[¥.G

The effect of infinitesimal changes to the Jacobian and the
action will provide the anomalous Ward identity.
Considering Eq. (B1), we have the following change in
the action:

(B2)

(B3)

(B4)

S, G] = S[¥.,6) + %5\1!
— S[¥.q] —@w (BS)

We also have the unitary transformation of the field W,
which can be written as
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Y =UY = e"Y, (B6)
where J is the Jacobian of the transformation. With this, the
change in the functional Jacobian Z (for a single bosonic
field ¥) is given by

DetU = ™™V ~ 1 +iTrJ. (B7)
Using Egs. (BS5) and (B7) in Eq. (B4) now leads to the
anomalous Ward identity

<5g5g> = (TtJ )y,

where (- - -)y denotes the path integral average with respect
to the variable W. Thus, the classical conservation equation
is violated and results in an anomaly which is given by the
functional trace of the Jacobian. The trace is taken at the
same point in spacetime, resulting in the presence of 5(0).
Hence, the trace of the Jacobian in Eq. (BS) is ill defined
and requires regularization. As first demonstrated by
Fujikawa [39], one can regulate using a positive definite
operator R in the following way:

(B8)

An = hm TrJe pra

= lim d"x /dnij y)e Mz 5"(3‘ y), (B9)

M—»oo

where the mode expansion for the functional trace in the
last equality has been made for a scalar field. In Eq. (B9),
An denotes the candidate anomaly, not all of whose terms
comprise the true anomaly. Only those terms for which a
counterterm in the action cannot be provided will comprise
the true anomaly.

While this prescription is known to work, specific
properties of the resultant gravitational anomalies depends
on the choice of regulator. In the next section, we will
consider how the regulators used in this paper agree with
the Pauli-Villars scheme.

2. Regulators

We will now present the arguments provided in [42]
which uses Pauli-Villars (PV) regularization to infer the
corresponding Jacobian transformation and regulator for
Fujikawa’s approach. Let us consider the following action
involving a collection of quantum fields ¥':

1
Ly =-YTQY,

: (B10)

where for the purposes of this paper, it will be suffice to
assume that Q is any symmetric operator of mass dimen-
sion 2. The superscript 7" denotes transposition, while the
symmetric matrix T in general depends on the background
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fields. Equation (B10) is invariant under a certain symmetry
transformation, which we denote as

5x¥ = KP. (B11)

We now introduce the PV fields y, which are massive fields
with the same statistics as W, but with a different path
integral definition to introduce a minus sign in one-loop
graphs. Thus, the Lagrangian is

1 1
‘CPV = ‘C)( + ‘CM = —)(TTQ)( +_M2)(TT)(,

: : (B12)

where we have M? in the mass term due to Q in Eq. (B10)
being a mass dimension 2 operator. The path integral is
defined as

/D)(e"ZTAX = (detA)2. (B13)
While we are considering only one copy of the PV fields, in
general, several copies are needed to cancel all possible
one-loop divergences. The invariance of Eq. (B10) is now
extended to the massless part of the PV action [81]

oxx = Ky, (B14)

such that the violation of symmetries, if any, can only arise

due to the mass term. Under the transformation Eq. (B14),

the mass term of the PV Lagrangian becomes
1

Ok Ly = 6xLpy = EM2;(T(TK +KT'T+6T)y.  (B15)

Equation (B15) can now be used to compute the anomaly
due to the PV regulated path integral

1
Ang = — lim Tr [2M2(TK + KT + 6T)(TM? + TQ)‘I]

_—A}Er;oTrKK+ET 5T>(1+W) ] (B16)

where we could replace K T with TK since T and TQ are
symmetric. From Eqgs. (B9) and Eq. (B16), we can identify
the Jacobian and the regulator to be used in Fujikawa’s
approach as
1
J=K+ ET‘léT,

R=0Q. (B17)

3. Fujikawa regulators for nonrelativistic field theories

While the comparison of PV regularization with that of
the regulated trace in Fujikawa’s approach has led to
Eq. (B17), certain aspects of the calculation in the
PV scheme are not present in Eq. (B9). Here, we
address the domain of integration of @ needed in the
regulator to represent a nonrelativistic one-loop calculation.
Specifically, we will now argue that the correct regulated
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trace to be used in the Fujikawa approach to gravitational
anomalies for nonrelativistic theories should be

[58)

Iim TrJ = lim

M- M-

dwoo d2k —iwt ,ikx By iot ,—ikx
E/(Z:z)ze e[ ] (x)em?]ei@ e~ikx,

0
(B18)

We recall that while one-loop effects in relativistic field
theories involve pair creation and annhilation processes,
vacuum polarization effects, charge renormalization, and
mass renormalization, such processes are absent at one-
loop for nonrelativistic field theories [37,82]. The reason
for this is that we can either have the forward time or the
retarded time propagator. To understand what happens in
the nonrelativistic case, let us first consider the Schrodinger
field in 2 4 1 dimensions. We perform the following mode
expansion in terms of nonrelativistic plane waves:

@()C) ~ plor—ikx

o+ (x) ~ e—iwt+ikx' (B19)
Given the action of R on @ in the regulated trace and
the mode expansion Eq. (B19), we now want to determine
what the range of the w integral should be in order to
represent the one-loop calculation. While we do not
have access to the full Schrodinger propagator on curved
backgrounds, it will suffice to consider the flat space
operator to determine the nature of the  integral.

Taking R = id, + %2, the propagator G(x, t) satisfies |

M=ri- 2imv’,
G™ = 2h730"hi,
C = AR,
Dlii = 9K, D7 = 9,h,

PHYSICAL REVIEW D 96, 085003 (2017)

V2
(1’8, + TX) G(x,x;t,0) =6(t—1)*(x—x'). (B20)

With the Fourier transform, we have the following integral:

by dw by de eiu)t—ikx
G(x;1) :—/5/ 2 ok

2

(B21)

This integral can be evaluated by choosing a pole either in
the upper half plane or the lower half plane. This freedom
allows us to choose either the forward or retarded propa-
gator. Given Eq. (B21) and the usual choice of the forward
propagator for @, this requires choosing the pole in the
upper half plane

by do by de eia)t—ikx
Gt :_/_/ T B2
( ) 2w <2ﬂ')za)—|—k—2'— ie ( )
We can now readily integrate to find
@ t ix
Glx;1) = —¥e—z—f. (B23)

As the Fujikawa approach is meant to convey the one-loop
calculation with this propagator for ®, we will perform our
calculation with the regulator provided in Eq. (B18).

APPENDIX C: BCH EXPANSION TERMS

It will be convenient to introduce the following
definitions:

Ei = ACY +2imD"9,C + (A 4+ G™d,,)G'D}/ + G'9,C'i — 2D 9,(h~Ahs),
H'" = 9'C + AD" + D™19, I + 0(G"D,, ")) + G"A,,'"V — D,, U o"G!,

@ijmn — Dkijkan’

Aijmn — aiDjmn A.m— 9. D mn
’ i 1 J )

Bijmn — _2®ijmn + 2(Aijmn _|_Ajimn>’

(C1)

where v' and C are as in Eq. (4.11) and Eq. (4.13), respectively. Then for A = —k;k;h" and B = ﬁ'ki(f" -20' -G+

M?

L (A —imC+ AR + G'9,), the BCH terms which describe E in Eq. (4.19) can be expressed as
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2i o ; ) y
[A.B] = — Ml kikjkn D™ 3 kil (C1 + 2D19, + G' DY)

2 .
{A’ [A7 BH - WkikjkmkHGUmn

4 20 i, .
{B, [A,BH = _WkikjknkmAmmJ _ Wkikjkm(Bumlal 4 Hmlj)
1 . . .
+ ki (EY -+ B 9,0, + 2H19,)
[A.[A.[A.B]]] = 0,
[A.[A.[A. A, B]]]] = 0.

B, A, [A,[A, BJ]] = 0
2i . 1 i, .
[A,[B,]A,B]]] = —ﬁgkikjkmknle”mpaph”I + Wkikjkmkn(2Hl”D1m" + B'JIP(AIP'"” + 2D,’""8p))
4 . . . . Lo -
[B,[B,[A, B]]] = Wkikjkmkn (Bljmprnl — 29! Amnij _ anBz]ml)al — QUH™MI— AAMNI 5BUmlall—*n
8i n Amlij
+Wk,-kjkmknkla Am
2 i,
[A’ [A’ [B’ [A’B]H] = WkikjkmknklkkB quDp Dqlk

4 ) y )
(A, [B.[B.[A. BI)]| = kikyk,ukok k(B D, — 200 A" — B Do

nptq
16 D A9 Amnij
[B, [B, [B, [A, B]H] — Wkikjkmknkpkqa 8 A '
4 ..
(B4, [B. [A. BIJ]| = = kikkonkyk kO (B D). (C2)

The free derivatives contained in the BCH terms above, and thereby in E, are needed in computing E?%, E3, and E* in
Eq. (4.20). With all expansions taken into consideration, we can drop the free derivative terms to arrive at Eq. (4.21). Only

the terms BB, and 3, lead to nontrivial results following symmetric integration. By using 9,h" = —2ngkhf k. a = (0, 1), the
terms contained in B, are, order by order, given by

kO —imC

K- %kikj(ci«f + TV = 20TY)
1
3
KS: - %kikjkmknk,kkD“ka'””. (C3)

K < kik ik, k, (@0 + 240y — Kk ik, k, T DI

Using these terms in Eq. (4.24) results in the expression of Eq. (4.26). The terms involved in B, are considerably more
involved and comprise the following:
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KO: — % (m*C* + imAC)

K2 kik, [im @ (DIO,C + 99IC) + %C(CU LT - o (ffC)) - éACU - %Mﬁ + % (AT + 9/ ATY)

o 1 .. . . . 1, ... ) )
ke kik ik, k, [im <c <F’D1’"” -3 (O + 2A’J’”")> - D"’"‘@’C) +Z(@dCm + o'aD™)
| . Voo e 2 y
_gl—* (ajcmn +ADjrnn> _Eal(D mnall"]) +§FD’””61FJ +6A(®Umn +Azjmn)
woi(Lom Lpmpn Lonp) _ Lp iJ(AD™™ + D T — 291 C™)
8 4 2 127" P

| TR (SRR T B 8

= Bim I 4 — (FTYI"[™ — Biilp A, mm) — ~ pmiAT™ — ~ Dliig, (9™
+12 I +24( ™) ) 3 i )

1 T rn 2~m i jTn L i rn 1~i~' n
+3(OT)(@"") + 3T — S0 — S TonT

1 . 1 . . 1 .. -
ké: kikjkmknklkk |:§ l'mCDlszkmn _ g (alct] + ADZI])kan _ 8 Ci (@mnlk + ZAlkmn _ 3F1kan)

1 . 11 .. . - 1~ 1~~~ ~ .
_§8lak (@tjmn + ?Al]mn> 4 (@ljmn 4 2A”m") <§ 81Fk _ 8 Irk> _ Flez]anrk

4 Drij (% f*laermn + %kanarl:'l _ éar(Qlkmn + Alkmn)) + éf*lfkf\mDnij

1~ - - - . ~
_’_g(r*lak(@l]mn +A1]mn) _8[(Drljaermn) +2Dml]alakl'*'l)

+ 61_0Drmn (Bijrstlk _ Bijlrf*k _ zarAlkij)

1 . 7 -
— [ Bimr Dnlk 9l BljkrD mn
+ 13 ( 0,D"% + 29/( r N

| . . 1 ..
k8 . kikjkmknklkkkpkq |:18 (@l/mn@lkpq + 4A1./mnAlkpq + 4®zjmnAlkpq) _ EBz}mrl)rnlepq
1, .. . 1 - .
+ 5 (Ctijmanlk + DpljDrmnaqulk) + g or (@tjmn + Atjmn)Dqlk
1~i~' L = Ik 1 ij ij I Ik
+ ZF FJ _Ealrj Dprmnng _§(®z]mn +2A’J’”")Fqu

1~ . . .
klO . kikjkmknklkkkpqurks |:8 ( rDsszpmanlk _ (@z]mn + 2Azl/mn)Drquslk):|

k'2: %kikjkmknklkkkpkqk,kskukUD”'jD”"”D“lkD”Pq. (C4)
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