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Imaging atmospheric Cherenkov telescopes (IACTs) that are sensitive to potential γ-ray signals from
dark matter (DM) annihilation above ∼50 GeVwill soon be superseded by the Cherenkov Telescope Array
(CTA). CTAwill have a point source sensitivity an order of magnitude better than currently operating IACTs
andwill cover a broad energy range between 20GeVand 300 TeV.Using effective field theory and simplified
models to calculate γ-ray spectra resulting fromDMannihilation,we compare the prospects to constrain such
models with CTAobservations of the Galactic center with current and near-future measurements at the Large
Hadron Collider (LHC) and direct detection experiments. For DM annihilations via vector or pseudoscalar
couplings, CTAobservationswill be able to probeDMmodels out of reach of the LHC, and, if DM is coupled
to standard fermions by a pseudoscalar particle, beyond the limits of current direct detection experiments.

DOI: 10.1103/PhysRevD.96.083002

I. INTRODUCTION

Astrophysical evidence suggests that 84%of thematter in
theUniverse is composed of cold darkmatter (DM) [1]. New
particles beyond the Standard Model (SM) might constitute
the entirety of DM, but the characteristics of such particles
and their interactions with the SM remain unknown. One
widely studied candidate is a weakly interacting massive
particle (WIMP).According to the so-calledWIMPmiracle,
if DM consists of such particles with masses of the order of
TeVandweak scale interactions, they could provide the right
DM relic abundance [2].
A large number of experiments are searching for

DM using essentially three different approaches. Direct

detection (DD) looks for recoils caused by nucleon-WIMP
scattering. Different collaborations have used different
target materials such as liquid xenon (XENON, LUX, or
PandaX experiments [3–5]) or solid state detectors
(Ge: CDMS, CoGeNT; NaI: DAMA [6–8]). See Ref. [9]
for a recent review. In collider searches, DM could be
produced in the collisions of SM particles and manifest
itself as missing energy in the final state. The ATLAS and
CMS experiments at the Large Hadron Collider (LHC)
continue to search for such signatures [10–15]. The third
approach is indirect detection (ID) where one searches for
SM particles as a result of DM decay or annihilation from
astrophysical objects which should harbor a large amount
of DM (we focus on DM annihilation in this work).
Examples are the IceCube telescope, which looks for
neutrinos [16,17], AMS, which measures charged cosmic
rays [18,19], as well as the Fermi Large Area Telescope
(LAT) and imaging air Cherenkov telescopes (IACTs) such
as H.E.S.S., VERITAS, and MAGIC that are sensitive to
high and very high energy γ rays, respectively [20–28].
To compare constraints from these different experiments

and approaches, one has to invoke an underlying theory of
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the DM interaction. Effective field theories (EFTs) and
simplified models provide such a framework in a generic
way. In EFTs, the only additional degree of freedom is the
DM particle. Any fields mediating between the DM and
SM are assumed to be heavy, compared to the energy of
the relevant interactions, and integrated out. In this way,
effective operators describe the interaction between DM
and SM particles. The EFT approach is valid as long as the
center-of-mass energy of the relevant interaction is small in
comparison to the mass of the mediator so that the mediator
cannot be produced on shell. This is typically a problem for
collider searches and not as severe for ID as the velocity of
DM particles in astrophysical systems is small [29–31].
Where the EFT fails one can use simplified models in
which at least one additional particle is introduced that
mediates between the DM and SM sectors, furnishing a
closer connection to UV-complete models. For some recent
reviews, see e.g. Refs. [32,33].
The goal of the present study is to compare the DM

detection sensitivity of the Cherenkov Telescope Array
(CTA) to that of DD and collider experiments. With its
large foreseen energy range between 20 GeVand 300 TeV
and a point source sensitivity a factor of 10 better than
current IACTs [34], ID DM searches with CTA should
yield unprecedented complementary results to that of
DD experiments and colliders [35]. One of the most
promising targets for DM searches with CTA is the
Galactic center (GC) due to its relative proximity and
high DM density [35–40].
The paper is outlined as follows. In Sec. II we discuss

the DM density profiles used in this study, and derive the
expected DM signal from EFTs and simplified models,
focusing on models that facilitate comparison to LHC
results. Then, we briefly discuss expected backgrounds
from astrophysical sources in Sec. III. We describe our
analysis framework and observational strategy in Sec. IV,
which will yield a realistic estimate of the CTA sensitivity
to the detection of DM. Finally, we present our results and
comparison to DD and collider experiments in Sec. V,
where we also discuss the validity range for EFTs and
simplified models. Our conclusions are drawn in Sec. VI.

II. EXPECTED DARK MATTER SIGNAL

The expected γ-ray flux dϕ=dE from DM annihilation is
given by (e.g. [41,42])

dϕ
dE

¼ x
4π

hσvi
2m2

χ

X
f

Bf
dNf

dE

Z
ΔΩ

Z
LOS

ρ2χðrÞdldΩ; ð1Þ

where hσvi is the velocity-averaged annihilation cross
section, mχ the DM mass, dNf=dE describes the γ-ray
spectra per annihilation for the annihilation channel into
SM particle f with branching ratio Bf, and x ¼ 1 for
Majorana and x ¼ 1=2 for Dirac DM, respectively. These

spectra are calculated in the frameworks of EFTs and
simplified models and are described below in Secs. II B
and II C, respectively. The double integral over the solid
angle ΔΩ and line of sight (LOS) over the squared DM
energy density ρχ is commonly denoted as the astrophysical
J factor. We describe in detail our choices in computing this
parameter in the next subsection.

A. The astrophysical J factor

The key ingredient in the calculation of the J factor is
the local DM density profile ρχðrÞ, which describes the
way the DM is distributed in the Galaxy. Unfortunately,
this is currently poorly constrained by observations,
with very large uncertainties particularly in the innermost
regions (e.g. Refs. [43–46] and references therein).
Indeed, at present it is not possible to even motivate or
build a model for the Milky Way (MW) DM density
profile that would entirely be based on observational data
alone. Instead, results from N-body cosmological simu-
lations have been traditionally used both to propose
parametric expressions of the profile and to guide our
particular parameter choices for the MW. Two of the most
commonly used DM density profiles are the so-called
Navarro-Frenk-White (NFW) [47,48]:

ρNFWðrÞ ¼
ρ0

ð rrsÞ½1þ ð rrsÞ�2
; ð2Þ

where ρ0 and rs represent a characteristic density and a
scale radius, respectively, and the Einasto profile [49,50]:

ρEinðrÞ ¼ ρ0 exp

�
−
2

α

��
r
rs

�
α

− 1

��
: ð3Þ

Both profiles have been shown to provide very good fits
to N-body simulation data at all halo mass scales and
cosmological epochs (e.g. [50–53]). Yet, we note that
these results were based on DM-only simulations and thus
disregard any possible effects due to baryons. Baryonic
processes such as gas dissipation, star formation, and
supernova feedback are expected to be particularly rel-
evant at the centers of galaxies like our own, where
baryons represent indeed the dominant gravitational
component [44]. The precise impact of this ordinary
matter on the DM density profile remains unclear at
present (e.g. [54–64]).
As will be explained below, in this work, we will focus

on regions around the GC and, thus, the inner DM density
profile of the MW becomes particularly relevant. Following
theN-body simulation work, wewill assume either NFWor
Einasto for the parametric form of the profile. As for its
exact parameter values, one possibility would be to adopt
those given by state-of-the-art N-body simulations of
MW-size halos, such as Via Lactea II [65] for the NFW
profile or Aquarius [66] for Einasto. However, although

CSABA BALÁZS et al. PHYSICAL REVIEW D 96, 083002 (2017)

083002-2



extremely useful to understand what would be typically
expected for MW-like halos, these simulations may provide
values of the relevant profile parameters that could sig-
nificantly differ from the actual ones for the MW. For this
reason, and because there is much more data available for
the MW than for any other galaxy, it would be desirable to
base our specific profile parameter choices on observations,
even if the current uncertainties are large. We will do so by
following the recent work in Ref. [45], where the authors
performed the most complete and up-to-date compilation of
astronomical kinematic tracers at different Galactocentric
distances, and used them to set dynamical constraints on
the MW DM density profile. By fitting all available data to
NFW and Einasto, they inferred the favored ranges of
profile parameters for each of these two cases. We adopt the
best-fit values in Ref. [45]. These correspond to ρlocal ¼
0.42 GeVcm−3 for the local DM density at the Solar
Galactocentric radius (r⊙ ¼ 8 kpc), for both NFW and
Einasto, and α ¼ 0.36 for the Einasto parameter in Eq. (3).
The results of Ref. [45] are obtained for a scale radius value
of rs ¼ 20 kpc, and are not very sensitive to the variations
of the latter. We follow Ref. [67]—also based on obser-
vational data and including dynamical constraints at
∼20–100 kpc Galactocentric distances—and also adopt
rs ¼ 20 kpc for the two DM density profiles considered.
Hence, in summary, we use ρlocal ¼ 0.42 GeV cm−3,
r⊙ ¼ 8 kpc, α ¼ 0.36, and rs ¼ 20 kpc.
We note that other parameter choices have been made

for the DM density profiles in previous work. For instance,
the authors of Ref. [68] use an Einasto profile with ρlocal ¼
0.4GeVcm−3 at r⊙ ¼ 8.5 kpc, α ¼ 0.17, and rs ¼ 20 kpc.
The same values were also adopted in the recent analysis of
the GC halo by the H.E.S.S. Collaboration [69], and are
partially motivated by the results of the Aquarius N-body
simulations [66,70].
With these parameters at hand we use the CLUMPY

code [71,72] to calculate the J factor for both NFW and
Einasto profiles with the parameters given above. More
specifically, CLUMPY provides all-sky J-factor maps for
each DM profile in Galactic coordinates. The resulting J
factors as a function of angular distance from the GC can be
seen in Fig. 1. For the sake of comparison, we also show in
the same figure the J factor given by the Einasto profile
used in Refs. [68,69,73]. Note that the latter profile yields a
J factor which is indeed more similar to the one obtained
with our NFW profile rather than with the Einasto profile
we use.
Finally, we note that only the smooth DM component of

the Galaxy has been included in either case, as any possible
enhancement due to halo substructure is expected to be
very marginal in the inner Galactic regions, where these
analyses are performed [74,75].
Having discussed the astrophysical inputs relevant for

our reasoning we will describe the particle physics inter-
actions we are probing. We start with the EFT framework.

B. Effective field theory

We examine four dimension-six benchmark operators
describing Dirac fermion DM interacting with SM quarks
via scalar, pseudoscalar, vector, and axial-vector inter-
actions [76],

OS ¼
mq

M3⋆
ðχ̄χÞðq̄qÞ; ð4Þ

OP ¼ mq

M3⋆
ðχ̄γ5χÞðq̄γ5qÞ; ð5Þ

OV ¼ 1

M2⋆
ðχ̄γμχÞðq̄γμqÞ; ð6Þ

OA ¼ 1

M2⋆
ðχ̄γμγ5χÞðq̄γμγ5qÞ: ð7Þ

Here M⋆ is the energy scale describing the strength of the
interaction, and γμ, γ5 are the standard Dirac gamma
matrices. These operators were chosen since they display
various types of suppression of the annihilation and scatter-
ing rate summarized in Table I. The annihilation rate is
p-wave suppressed for operatorOS, and so is proportional to
the DM velocity squared v2 ∼ 10−6. Operator OA has a
p-wave suppressed term, and a helicity-suppressed s-wave
term proportional tom2

q. Thereforewe expect ID constraints
to be relatively weaker for these operators. For operatorsOP
andOA, the scattering rates are either suppressed by the spin

FIG. 1. J factor as a function of angular distance from the GC
for the two profiles considered in this work (derived from a fit to
the rotation curve of the Milky Way [45]) with those parameters
in the text (Sec. II A): NFW (solid blue line) and Einasto (solid
orange). For comparison, we also show as a dashed blue line the J
factor given by the Einasto profile used in Refs. [68,69,73]. For
each value of θ the integral over the solid angle in Eq. (1) is
evaluated over an azimuthal angle interval of 0.1°. Regions of the
GC halo that will be used in our analysis are also depicted in the
figure as striped areas delimited by vertical lines (see legend).
These regions depend on the observational strategy adopted in
each case; see Sec. IVA for full details.
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of the target nucleus s⃗N or the scattering momentum
exchange q⃗ or both, rendering weak DD constraints.
OperatorsOS andOP have interaction strengths suppressed
by a Yukawa coupling in order to be consistent with the
principle of minimal flavor violation [32,76–78]. This
suppresses the ID rate especially when annihilation to top
quarks is not kinematically accessible. It also leads to
relatively weaker collider constraints. The operator OV is
unique amongst our choice of operators in that it has an
unsuppressed rate for collider, DD, and ID experiments. To
ease comparison with collider constraints, we assume that
the DM couples only to quarks, with an equal coupling to
each generation; i.e. M⋆ is independent of flavor.
We use the PPPC4DMID code [79,80] to determine the

spectrum of photons induced by annihilation into quarks.
This is the spectrum at source, and includes the effects of
electroweak radiative corrections but neglects secondary
photons produced during propagation to Earth such as from
inverse Compton scattering and synchrotron emission. The
branching ratios and the conversion between limits on hσvi
and M⋆ are given by the DM annihilation rates for each
operator,

hσviOS
¼

X
q

Θðmχ −mqÞ
m2

q

M6⋆
3m2

χ

8π

�
1 −

m2
q

m2
χ

�
3=2

v2; ð8Þ

hσviOP
¼

X
q

Θðmχ −mqÞ
m2

q

M6⋆
3m2

χ

16π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

m2
q

m2
χ

s

×

�
8þ 2 −m2

q=m2
χ

1 −m2
q=m2

χ
v2
�
; ð9Þ

hσviOV
¼

X
q

Θðmχ −mqÞ
1

M4⋆
m2

χ

2π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

m2
q

m2
χ

s

×

�
6þ 3

m2
q

m2
χ
þ 8 − 4m2

q=m2
χ þ 5m4

q=m4
χ

8ð1 −m2
q=m2

χÞ
v2
�
;

ð10Þ

hσviOA
¼

X
q

Θðmχ −mqÞ
1

M4⋆
m2

χ

4π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

m2
q

m2
χ

s

×

�
6
m2

q

m2
χ
þ 8 − 22m2

q=m2
χ þ 17m4

q=m4
χ

4ð1 −m2
q=m2

χÞ
v2
�
;

ð11Þ

where Θ is the Heaviside function enforcing that DM
can only annihilate to kinematically accessible states.
Using the Heavyside function implies that we only take
on-shell two-body final states into account. Allowing off-
shell production would smooth the step functions and could
significantly change the branching ratios near the threshold.
The resultant spectra are shown in Fig. 2. For all operators
but OV , one can see a jump in the hardness in the
annihilation spectra where annihilation into tt̄ quarks is
kinematically accessible. It arises because these three
models have leading terms in the annihilation proportional
to the quark mass. For the same reason, the spectra for these
operators and DM masses are very similar when repre-
sented as dN=dx versus x, where x ¼ E=mχ .

FIG. 2. Average photon spectrum per DM annihilation into quarks. Photon spectra are from PPPC4DMID [79,80] and branching ratios
are determined using Eqs. (8)–(11).

TABLE I. Summary of the suppression effects the four oper-
ators lead to in indirect and direct detection of DM.

ID DD

OS v2 1
OP 1 ðs⃗χ · q⃗Þðs⃗N · q⃗Þ
OV 1 1
OA m2

q, v2 s⃗χ · s⃗N
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PPPC4DMID accounts for electroweak corrections up to
next-to-leading-order (NLO) level. For annihilation into
quarks this is done through the results of Ref. [80]. The
NLO approximation breaks down for DM masses beyond
10 TeVand therefore we will not present limits on the EFT
scale for larger values of mχ .
As aforementioned the EFT breaks down in some

regimes, and for this reason, simplifiedmodels have become
powerful tools to explore DMmodels, as we discuss below.

C. Simplified models

In order to aid in comparison with constraints from
other experiments, we study four models recommended
by the LHC Dark Matter Working Group (DMWG) [81],
with Dirac fermion DM interacting with SM quarks via
s-channel exchange of a scalar, pseudoscalar, vector, or
axial-vector mediator (referred to as the S, P, V, and A
models in the following). They correspond to the simplest
realization of the four effective operators we consider, and
again nicely demonstrate the different classes of suppres-
sion. These models are described in detail in Ref. [81], and
have interaction Lagrangians

LS ¼ −gχϕχ̄χ −
X
q

gqϕ
mq

mf
q̄q; ð12Þ

LP ¼ −igχϕχ̄γ5χ −
X
q

igqϕ
mq

mf
q̄γ5q; ð13Þ

LV ¼ −gχZ0
μχ̄γ

μχ −
X
q

gqZ0
μq̄γμq; ð14Þ

LA ¼ −gχZ0
μχ̄γ

μγ5χ −
X
q

gqZ0
μq̄γμγ5q; ð15Þ

where mf ≃ 246 GeV is the Higgs vacuum expectation
value, the factor ofmq=mf comes from a Yukawa coupling,
and we assume gq is the same for all quarks. We follow the
DMWG benchmark coupling strengths of gq ¼ gχ ¼ 1 for
the S and P models, gq ¼ 0.25, gχ ¼ 1 for the V and A
models, and present exclusion contours in the Mmed −mχ

plane.
When kinematically accessible, each of these mediators

has a decay width into fermions (quarks or DM) given by

Γff̄
S ¼ cSPf

g2fMmed

8π

�
1 −

4m2
f

M2
med

�3=2

; ð16Þ

Γff̄
P ¼ cSPf

g2fMmed

8π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

4m2
f

M2
med

s
; ð17Þ

Γff̄
V ¼ cVAf

g2fMmed

12π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

4m2
f

M2
med

s �
1þ 2m2

f

M2
med

�
; ð18Þ

Γff̄
A ¼ cVAf

g2fMmed

12π

�
1 −

4m2
f

M2
med

�3=2

; ð19Þ

where cSPχ ¼ cVAχ ¼ 1, cSPq ¼ 3m2
q=m2

f, and c
VA
q ¼ 3. In the

S, P models the mediator also decays to gluons,

Γgg
S ¼

α2Sg
2
qM3

medjfscalarð 4m
2
t

M2
med
Þj2

32π3m2
f

; ð20Þ

Γgg
P ¼

α2Sg
2
qM3

medjfpseudoscalarð 4m
2
t

M2
med
Þj2

32π3m2
f

; ð21Þ

where

fscalarðτÞ ¼ τ

�
1þ ð1 − τÞtan−1

�
1ffiffiffiffiffiffiffiffiffiffi
τ − 1

p
�

2
�
; ð22Þ

fpseudoscalarðτÞ ¼ τ tan−1
�

1ffiffiffiffiffiffiffiffiffiffi
τ − 1

p
�

2

: ð23Þ

The total minimum decay width is then

ΓS;tot ¼ Γgg
S þ

X
q

ΘðMmed − 2mqÞΓqq̄
S

þ ΘðMmed − 2mχÞΓχχ̄
S ; ð24Þ

ΓP;tot ¼ Γgg
P þ

X
q

ΘðMmed − 2mqÞΓqq̄
P

þ ΘðMmed − 2mχÞΓχχ̄
P ; ð25Þ

ΓV;tot ¼
X
q

ΘðMmed − 2mqÞΓqq̄
V þ ΘðMmed − 2mχÞΓχχ̄

V ;

ð26Þ
ΓA;tot ¼

X
q

ΘðMmed − 2mqÞΓqq̄
A þ ΘðMmed − 2mχÞΓχχ̄

A :

ð27Þ
In principle the mediator could couple to other final

states such as leptons, though we assume only the mini-
mum width. These simplified models have similar DM
annihilation rates to quarks as the effective operators
described earlier,

hσviqq̄S ¼ 3g2qg2χ
8π

m2
q

m2
f

m2
χð1 − m2

q

m2
χ
Þ3=2

ðM2
med − 4m2

χÞ2 þ Γ2
S;totM

2
med

v2; ð28Þ

hσviqq̄P ¼ 3g2qg2χ
2π

m2
q

m2
f

m2
χ

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − m2

q

m2
χ

r
ðM2

med − 4m2
χÞ2 þ Γ2

P;totM
2
med

þOðv2Þ;

ð29Þ
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hσviqq̄V ¼ 3g2qg2χ
2π

ðm2
q þ 2m2

χÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − m2

q

m2
χ

r
ðM2

med − 4m2
χÞ2 þ Γ2

V;totM
2
med

þOðv2Þ;

ð30Þ

hσviqq̄A ¼ g2qg2χ
2π

3m2
qð1 − 4m2

χ

M2
med
Þ2

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − m2

q

m2
χ

r
þm2

χv2 þOðm2
qv2Þ

ðM2
med − 4m2

χÞ2 þ Γ2
A;totM

2
med

þOðv4Þ: ð31Þ

In the S and P models, DM can also annihilate to gluons
via a quark loop. Across most of the parameter space this
is subdominant to direct annihilation into quarks or the
mediator, but can be important when the DM is light and
annihilation to top quarks or mediators is not kinematically
allowed, and is therefore included for completeness. The
annihilation rate is given by

hσviggS ¼ α2

8π3m2
f

2g2qg2χm4
χv2

ðM2
med − 4m2

χÞ2 þ Γ2
S;totM

2
med

×

				Xq
fscalar

�
m2

q

m2
χ

�				2; ð32Þ

hσviggP ¼ α2

2π3m2
f

g2qg2χ
ðM2

med − 4m2
χÞ2 þ Γ2

P;totM
2
med

×

				Xq
m2

qfpseudoscalar

�
m2

q

m2
χ

�				2: ð33Þ

When the DM mass is heavier than the mediator mass,
direct annihilation to the mediator becomes accessible, with
the mediator subsequently decaying into SM particles. The
annihilation rates are

hσviSSS ¼g4χmχv2ð9m6
χ−17M2

medm
4
χþ10M4

medm
2
χ−2M6

medÞ
24π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

χ−M2
med

q
ð2m2

χ−M2
medÞ4

;

ð34Þ

hσviPPP ¼ g4χmχðm2
χ −M2

medÞ5=2
24πð2m2

χ −M2
medÞ4

v2; ð35Þ

hσviVVV ¼ g4χðm2
χ −M2

medÞ3=2
4πmχðM2

med − 2m2
χÞ2

þOðv2Þ; ð36Þ

hσviAAA ¼ g4χðm2
χ −M2

medÞ3=2
4πmχðM2

med − 2m2
χÞ2

þOðv2Þ: ð37Þ

The total annihilation cross sections are then:

hσvitotalS ¼ hσviggS þ Θðmχ −MmedÞhσviSSS
þ
X
q

Θðmχ −mqÞhσviqq̄S ; ð38Þ

hσvitotalP ¼ hσviggP þ Θðmχ −MmedÞhσviPPP
þ
X
q

Θðmχ −mqÞhσviqq̄P ; ð39Þ

hσvitotalV ¼ Θðmχ −MmedÞhσviVVV þ
X
q

Θðmχ −mqÞhσviqq̄V ;

ð40Þ

hσvitotalA ¼ Θðmχ −MmedÞhσviAAA þ
X
q

Θðmχ −mqÞhσviqq̄A :

ð41Þ
The branching ratios to various final states are shown in

Fig. 3 for the S and V models. For the Amodel, annihilation
to the heaviest kinematically accessible quark dominates.

FIG. 3. Branching ratios for the S and V models for gq ¼ gχ ¼ 1 (S) and gq ¼ 0.25, gχ ¼ 1 (V), with Mmed ¼ 1 TeV.
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For the P model, annihilation to top quarks dominates
when kinematically accessible. Below this threshold,
gluons are the leading annihilation channel.
The photon spectra per DM annihilation to quarks and

gluons are again determined using PPPC4DMID. The photon
spectrum per annihilation into mediators is a little more
involved. The spectrum from the decay of a mediator into
quarks and gluons is calculated using PPPC4DMID in the
mediator rest frame as usual, with branching ratios from
Eqs. (16)–(21). These spectra are then Lorentz boosted into
the DM center-of-mass frame using the procedure from
Refs. [82,83]. For each model, the spectra from annihilation
to quarks, gluons, andmediators are combined andweighted
by their respective branching ratios using Eqs. (28)–(37).
Results are shown in Fig. 4. The spectra are very similar to
the EFT case, in the sense that jumps in the spectral hardness
are observed once annihilation into tt̄ becomes kinemati-
cally possible for the S, P, and A models. In this figure we
can also see the resonant enhancement of the annihilation
rate around the region Mmed ≃ 2mχ .
After discussing the important ingredients for the deter-

mination of the expected γ-ray signal from DM annihila-
tion, we describe the procedure used to assess CTA
sensitivity and the expected γ-ray backgrounds.

III. EXPECTED BACKGROUNDS

For IACTs the major source of background is cosmic
rays (CRs), which consist mainly of protons but also
heavier nuclei, as well as electrons and positrons. The
flux of CRs is in general by a factor of 103 larger than γ-ray
signals from point sources, requiring efficient techniques
to reject showers initiated by CRs (see e.g. Ref. [84]).
This can be achieved by means of the shower image, and
potentially the arrival time of the shower front [85].
However, a residual contamination of the γ-ray sample
with CRs is inevitable. The expected CR background for

CTA has been derived through extensive Monte Carlo
simulations taking into account the different possible array
layouts [86].1 Here, we use the so-called prod 2 version of
these background simulations to derive the expected
number of CR background events. Due to the soft CR
spectrum (see e.g. Ref. [87] for a review), this background
component will be especially important at low energies, but
we expect it to dominate over the entire energy range in
comparison to a DM signal with an annihilation cross
section yielding the expected DM relic abundance,
hσvi ∼ 3 × 10−26 cm3 s−1.
An additional source of background is astrophysical

Galactic diffuse emission (GDE) caused by the interaction
of CR with interstellar dust and radiation fields. Below
100 GeV, the GDE has been measured with the Fermi LAT
and found to be dominated by π0 decay, inverse Compton
scattering, as well as bremsstrahlung, and the first two
contributions dominate for energies above a few GeV [88].
At energies between 0.2 and 20 TeV, diffuse γ-ray emission
has been detected with H.E.S.S. from the GC ridge for
Galactic latitudes jbj < 0.3° and jlj < 0.8° [89]. The
authors of Ref. [68] found that neglecting GDE leads to
a strong overestimation of the differential sensitivity for the
DM signal from the GC. We therefore follow Ref. [68] and
estimate the background contribution of the GDE with the
template provided by the Fermi-LAT Collaboration.2 We
use a simple power-law extrapolation of the template for
γ-ray energies above 100 GeV. This yields a conservative
estimate of the GDE at higher energies as a potential cutoff
in the GDE energy spectrum would yield less background
counts. In comparison to Ref. [89], the extrapolation
overestimates the diffuse flux in the same sky region by

FIG. 4. Simplified model PPPC4DMID spectra for Mmed ¼ 1 TeV.

1See also https://www.cta-observatory.org/science/
cta-performance/.

2http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels
.html.
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approximately 2 orders of magnitude. For the GDE
measurement with Milagro at a median energy of
15 TeV for latitudes −2° < b < 2° and longitudes 30° <
l < 65° and 65° < l < 85° [90] the extrapolation over-
predicts the flux by more than 4 orders of magnitude.
We neglect any contribution from resolved and unre-

solved point sources. One known source in the region is
HESS 1745-303. In a real analysis the source cut can be
simply cut out as done in H.E.S.S. analyses (see e.g. Fig. 1
of the Supplemental Material of Ref. [25]). A similar
approach could be taken for additional sources identified in
the Galactic plane survey which will be conducted with
CTA. Evidence for unresolved sources like millisecond
pulsars has been recently found and such a population
could explain the γ-ray excess observed in the Galactic
center [91–93]. If these sources are indeed millisecond
pulsars, they should not contribute in the CTA energy
range as their spectra usually exhibit cutoffs at tens of GeV.

IV. ANALYSIS FRAMEWORK

We use CTOOLS version 1.0.1 [94] to calculate sky maps
with the expected number of counts from GDE, CR
background, and a potential DM signal.3 The CTOOLS

package folds the predicted intensity for the diffuse DM
signal and the GDE with the CTA instrumental response
functions (IRFs), taking into account the point spread
function (PSF), which relates the true arrival direction of
the γ ray p to the reconstructed direction p0, effective area
Aeff , and the energy-dependent size of the field of view
(FOV).4 We neglect the energy dispersion, which should
not have a large effect since all spectral components are
smooth and do not show narrow features. The prod 2
Monte Carlo CR background templates for the southern
CTA baseline array [86] are implemented through the
CTA IRF background model.5 Within CTOOLS, the PSF,
effective area, and background intensity are extrapolated
using analytical expressions in order to calculate the
off-axis performance. We calculate the sky maps within
six logarithmic energy bins per decade in an energy range
from 30 GeV to 100 TeV and use a pixelization of
0.0625° pixel−1.

A. Observational strategy

Within the first three years of CTA operations it is
planned to conduct a survey of the central Galaxy to
achieve a uniform exposure within a 2° radius around the
GC [73]. As the final layout of the pointing scheme is not

yet known, we will assume a pointing centered on the GC
and compute the expected number of counts within
10° × 10° sky maps. We will refer to this region as the
FOV. One should keep in mind that the FOV is energy
dependent. At low energies, mostly the large-size tele-
scopes will contribute to the sensitivity which have a field
of view of about 4.5°. At the highest energies, the small-
sized telescopes contribute most and have a FOV of ∼9°.
Therefore, we do not expect any counts at large angular
distances from the FOV center at low energies.
DM searches with IACTs are usually performed by

dividing the FOV into multiple ROIs, where regions with a
large expected DM signal are referred to as “on” regions
whereas regions with negligible DM contribution are
referred to as “off” regions. The off regions provide an
estimate for the expected number of background events.
The sensitivity can be increased by using multiple on and
off regions in order to probe the different spatial morphol-
ogy of the background and DM signal (e.g. [68,69,95]).
For our assumed NFW profile, we follow Refs. [73,95]

and divide the FOV into five concentric rings with a width
of 1°. The outermost ring has an outer radius of 5° (see the
upper panels of Fig. 5). We do not use a separate off
region but rather model the contributions from all sources
simultaneously [68].6 For our assumed Einasto DM
density profile, the FOV will be too small to achieve a
sufficient contrast between the DM signal and the back-
ground with this setup. For this profile, we therefore
assume “true” on/off observations with three independent
pointings as conducted by the H.E.S.S. Collaboration [96].
We use three 5° × 5° RoIs, with the central one centered
on ðl; bÞ ¼ ð1°;−0.7°Þ and the other two shifted by �350
in right ascension (corresponding to an angular separation
of ∼7.66° between the RoI centers). The RoIs are shown
in the lower panels of Fig. 5. By consecutively observing
the on and off regions, differences in azimuth and zenith
angle distributions are minimized. For all pointing strat-
egies we exclude Galactic latitudes jbj < 0.3° to minimize
contamination from GDE. We stress that we do not
attempt to optimize the observational strategy to find
the optimal spectral and spatial binning. In principle, these
should be optimized for different DM density profiles,
DM spectra, and observation energy (due to the energy
dependent FOV). This is, however, beyond the scope of
this study.

B. Likelihood analysis

We use a binned Poisson likelihood analysis to derive the
CTA sensitivity and closely follow the methodology out-
lined in Ref. [68]; i.e. we do not estimate the background
events from independent off regions. Instead, we use

3Specifically, we use the CTMODEL tool; see Ref. [94] and http://
cta.irap.omp.eu/ctools/index.html.

4The differently sized telescopes that cover partly overlapping
energy ranges have different FOVs making the resulting
FOV dependent on energy.

5http://cta.irap.omp.eu/ctools/users/user_manual/getting_started/
models.html.

6We note that a homogeneous exposure of an inner 2° radius
will lead to a flatter cosmic-ray spatial profile that will extend to
larger distances to the GC as the one we adopt.
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templates for all model components in all spatial bins
and fit each contribution (DM, CR, GDE) simultaneously.
For the chosen observational strategies we use CTOOLS to
calculate the expected number of counts μXik for contribu-
tion X ¼ DM, GDE, CR, for each energy bin i and pixel k
within solid angle Ωk [see Eq. (4) in Ref. [94]],

μXik ¼ Tobs

Z
Ωk

dΩ
Z
ΔEi

dE
Z
p
dpAeffðp; EÞ

× PSFðp0jp; EÞ dN
X

dE
ðE;pÞ; ð42Þ

where Tobs is the observation time, p;p0 are the true and
reconstructed γ-ray arrival directions, respectively, and
dNX=dE is the diffuse model for γ-ray emission from
component X. The expected counts for all pixels and model
components above 30 GeVare shown in Fig. 5. The number
of expected counts in RoI j is then simply μXij ¼

P
k∈RoIjμ

X
ik

for all pixel k in RoI j. An example of the resulting count
rate spectrum for the innermost ring of the pointing strategy
adopted for the NFW profile is shown in Fig. 6 (top). With
our chosen extrapolation of the GDE above 100 GeV, it

dominates the count rate above ∼10 TeV. The count rate in
each ring integrated above 30 GeV is shown in Fig. 6
(bottom). For a constant acceptance, one would expect the
CR to increase for the RoIs with larger distances to the GC
due to the increasing solid angle. This is not the case here
due to decreasing exposure towards the edges of the FOV.
The total number of expected counts for each energy and

RoI is given by the sum of the model components:

μij ¼ μDMij þ RCR
i μCRij þ RGDE

i μGDEij : ð43Þ

In the statistical analysis, we allow each component to be
rescaled independently in each energy bin. For the DM
component this is done by changing hσvi while the
parameters RCR;GDE

i change each background contribution.
Up to a constant, the likelihood for n observed number of
counts is given by

lnLðμ; θjnÞ ¼
X
i;j

�
nij ln ðαijμijÞ − αijμij −

ð1 − αijÞ2
2σ2α

�
;

ð44Þ

FIG. 5. Adopted pointing schemes. From left to right the panels show the expected count rate for the different model components
included here (DM, CR, and GDE). For the DM, we show the expected rate for the OV operator and mχ ¼ 1 TeV with
hσvi ¼ 3 × 10−26 cm3 s−1. Top: Pointing schemes for the morphological analysis adopted for the NFW profile. Bottom: True
on/off pointings for the Einasto profile.
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where we introduced the terms αij that allow us to account
for systematic uncertainties such as an unmodeled variation
in the exposure between the different RoIs. Each αij is
assumed to follow a Gaussian likelihood with a width of
σα ¼ 0.01 [68]. The nuisance parameters are given
by θ ¼ ðRGDE;RCR;αÞ.7
Instead of simulating a large set of different Poisson

realizations of the observed counts, we use the “Asimov
data set”; i.e. we set the observed counts equal to the
number of expected counts, nij ¼ μij [97]. We do not
assume any contribution from DM and set μDMij ¼ 0 and
RGDE
i ¼ RCR

i ¼ 1. For each tested DM operator and mass,
we step through hσvi and calculate the test statistic

λðmχ ; hσviÞ ¼ −2 ln
�
Lðμðmχ ; hσviÞ; ˆ̂θðmχ ; hσviÞjnÞ

Lðμ̂; θ̂jnÞ

�
;

ð45Þ

where ˆ̂θðmχ ; hσviÞ are the nuisance parameters that maxi-

mize L for a given set of mχ , hσvi, and μ̂ and θ̂ denote
the unconditional maximum likelihood estimators. For the

simplified models, μ and ˆ̂θ (and consequently λ) addition-
ally depend on Mmed. For each DM operator and mass we
then set 95% confidence limits on the annihilation cross
section that results in λ ¼ 2.71. Following Ref. [68], we
restrict 0.5 ≤ RCR

i ≤ 1.5 and furthermore 0.2 ≤ RGDE
i ≤ 5.

V. RESULTS

Before comparing the potential limits on the annihilation
cross section in the EFT and simplified model frameworks
to DD and LHC results, we compare our results for an
annihilation of Majorana DM [x ¼ 1 in Eq. (1)] into bb̄
quarks with the results of previous CTA sensitivity esti-
mates [68,73,95] (Fig. 7). We assume a 100 hour obser-
vation in the case of the morphological analysis, and
100 hours for each RoI in the case of the true on/off
observations. The limits for our assumed Einasto profile are

FIG. 7. Upper limits on the cross section for 100% annihilation
of Majorana DM into bb̄ for our fiducial analysis (1% systematic
uncertainty, including GDE) for the two assumed DM density
profiles (blue solid line, NFW; orange solid line, Einasto). For
comparison we also show our limits for 0% systematic uncer-
tainty for the NFW profile with and without GDE (blue dotted
and dashed line, respectively) and for the Einasto profile of the
Aquarius simulation (light-blue dashed line). The blue dashed-
dotted line shows the limits without GDE but 1% systematic
uncertainty. We compare our limits to previous results for the
same observation time but not including systematic uncertainties
and GDE [68,73,95]. The annihilation cross section resulting in
the right relic density is shown as a gray dashed line using the
result from Ref. [98] (and an extrapolation thereof to 100 TeV).
The NLO approximation of PPPC4DMID breaks down for
mχ > 10 TeV, indicated by the gray shaded region.

FIG. 6. Expected count rates for the different source compo-
nents for the NFW profile and morphological pointing strategy.
The DM component is shown for the OV operator and mχ ¼
1 TeV with hσvi ¼ 3 × 10−26 cm3 s−1. Top: Expected count rate
as a function of energy for the innermost RoI. The energy above
which the GDE is extrapolated is marked by a blue arrow.
Bottom: Count rate for each RoI integrated above 30 GeV.

7In practice, we calculate the likelihood curve lnLi in each
energy bin i as a function of hσvi where we maximize the
likelihood in terms of the nuisance parameters for each value of
hσvi. In a second step given by Eq. (44), we sum these curves
over the energy bins,

P
i lnLi, thereby tying hσvi over the

energy bins.
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an order of magnitude weaker than those assuming the
NFW profile despite the larger observation time, due to the
lower J factor (see Fig. 1). For simplicity, we only show
curves from other works that neglect systematic uncertain-
ties and the GDE. This is also the main reason why, for the
NFW profile we consider, our projected limits are worse by
more than 1 order of magnitude. If we also neglect both the
effects of systematic uncertainties and the GDE, our limits
improve by a factor of ∼12 (blue dashed line in Fig. 7). In
addition, if we use the DM density profile of Ref. [70], the
limits improve by an overall factor of ∼20 (light-blue
dashed line in Fig. 7) compared to our fiducial setup and
are, in this case, comparable to those of Ref. [73]. We also
show the limits if we neglect systematic uncertainties but
include GDE (dotted blue line) and if we neglect GDE but
include systematic uncertainties (dotted-dashed blue line).
Inclusion of GDE has a large effect at high DM masses,
since we have chosen a simple power-law extrapolation of
the Fermi-LAT GDE template which likely overestimates
the GDE at high energies. Interestingly, the effect of
systematic uncertainties dominates for mχ ≲ 300 GeV in
comparison to the GDE. The reason is the following for low
mass DM; only the first energy bins contribute to the
likelihood due to the cutoff of the DM annihilation γ-ray
spectrum. Furthermore, due to the smaller FOV of CTA at
low energies, only the innermost spatial rings contribute.
Yet, for these energy bins, the expected DM flux (for fixed
hσvi) in each energy bin will be higher for a low mass DM
particle compared to a high mass one since the DM flux is
suppressed withm2

χ . In the likelihood fit, the relatively high
expected DM flux for low masses can be compensated with
the systematic uncertainty term [cf. Eq. (44)]. For high DM
masses, the expected DM flux in each energy bin is small
and hence the systematic uncertainty term has a smaller
effect on the fit. However, more energy bins contribute to
the overall likelihood. Moreover, more spatial bins are
included in the fit, further reducing the effect of systematic
uncertainties.
We conclude that our analysis compared to previous

analyses yields conservative results for the CTA sensitivity
to the detection of DM due to the inclusion of systematic
uncertainties, the GDE modeled without a high energy
cutoff, and the lower J factor. We furthermore have not
optimized the analysis in terms of the spatial or spectral
binning which will be done in a forthcoming publication of
the CTA consortium.

A. Effective field theory

For each of the EFT operators listed in Sec. II B, we
derive upper limits on the cross section in the same way as
with the pure annihilation into bb̄ above. The results are
shown in Fig. 8. The assumed observation times are the
same as before. Remarkably, the limits are very similar for
the OS;P;A operators and are slightly better for the vector
operator OV. This weak dependence on the exact operator

demonstrates that limits from other operators not included
in the present analysis should not yield very different
results. As for the bb̄ case, the limits degrade by an order of
magnitude if the DM follows the Einasto profile (orange
lines) instead of the NFW (blue lines). The weakening of
theOS;P;A limits at 180 GeVappears when annihilation into
top quarks becomes kinematically available and will be
further discussed in the simplified model case below.
The limits on hσvi can then be transformed into lower

limits on the EFT scale M⋆ using Eqs. (8)–(11). The
constraints for our NFW and Einasto profiles are shown in
Fig. 9 as dark-red and red shaded regions, respectively,
together with bounds from DD experiments (green lines)
and the LHC (dark-purple shaded region). Due to the strong
dependence of hσvi on M⋆ (hσvi ∝ M−6⋆ for OS;P and
hσvi ∝ M−4⋆ for OV;A), the lower limits do not depend
strongly on the assumed DM density profile in contrast to
the limits on the annihilation cross section.
In general, the lower limits for CTA follow the expect-

ations for the suppression of indirect detection of the
operators listed in Table I. The strongest limits are found
for the vector and pseudoscalar operators, OV and OP,
respectively. Only for the pseudoscalar operator, CTA
might be able to probe the cross section resulting in the
correct thermal DM relic abundance and the corresponding
values for M⋆. These are given by the gray band in Fig. 9.
The band is derived from the standard equation [99],

Ωχh2 ¼
1.07 × 109 GeV−1

MPl

xFffiffiffiffiffi
g�

p 1

aþ 3b=xF
; ð46Þ

where MPl ≈ 1.22 × 1019 GeV is the Planck mass, h is
Hubble parameter, g� is the number of relativistic degrees
of freedom, and xF ¼ mχ=TF is the inverse freeze-out
temperature scaled with WIMP mass. Following Ref. [100]
we take 20 < xF < 30 [101,102] and 80 < g� < 100 [103].

FIG. 8. Limits on the annihilation cross section for the different
EFT operators and DM density profiles. The NLO approximation
of PPPC4DMID breaks down for mχ > 10 TeV, indicated by the
gray shaded region.
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We emphasize that these choices are rather simplistic but
are sufficient in the context of the EFT to estimate the relic
density curves. A more accurate description is required
once we get closer to more concrete model building
realizations as done in the simplified dark matter model
section that we will discuss below. In any case, the
coefficients a and b stem from the expansion of the cross
section, hσvi ∼ aþ bv2, and can be read off directly from
Eqs. (8)–(11). Setting Ωχh2 ¼ 0.1 as derived from Planck
measurements [1], the gray band follows from inserting the
expressions for a and b into Eq. (46) and solving for M⋆.
The band reflects the assumed range of values for xF
and g�.

1. LHC comparison

For comparison we show LHC constraints on EFTs from
Ref. [104] (shown as a dark-purple shaded region in Fig. 9).
EFT constraints at the LHC must be treated with caution,
as the energy scale of the interaction may be large enough
that the mediator is resolved, calling into question the
validity of the EFT treatment. For recent reviews, see
Refs. [32,33,105]. For the operators in question, the con-
straints are generally valid for effective coupling strengths
of order unity or greater. Counterintuitively, the region of
validity remains similar when moving from energy scales
of 8 to 13 or 14 TeV, since the baseline constraint onM⋆ is
strengthened at the same time as larger mediator masses
become accessible [106]. We use the Collider Reach
tool [107] to rescale the constraints from Ref. [104] and
provide an approximate estimate of prospective reach at
center-of-mass energy 13 TeV (14 TeV) and luminosity
100 fb−1ð300 fb−1Þ as light-purple shaded regions in Fig. 9.
These prospective limits should only be used as an indica-
tion, since the Collider Reach tool assumes that the details of
the analysis are unchanged for the different center-of-mass
energies and luminosities.

Regardless of the assumed DM density profile, it is clear
that CTA will play a complementary role in the search for
dark matter. Moreover, it will be possible to probe higher
DM masses compared to the LHC, even considering
prospects at 14 TeV and 300 fb−1.
Above mχ ∼ 1 TeV the lower limits from CTA are

always more constraining than the limits from the LHC.
Especially for the vector and pseudoscalar operators CTA
will be sensitive to DM annihilation signals out of reach of
the LHC. The LHC should have a comparable sensitivity in
the pseudoscalar case as in the scalar operator case [108].

2. Direct detection

DD limits are traditionally presented in terms of zero-
momentum WIMP-nucleon cross sections. These are com-
puted from WIMP-nucleon effective theories in which the
WIMP interacts with nucleons via either a scalar operator
χ̄χN̄N (“spin independent”) or an axial-vector operator
χ̄γμγ5χN̄γμγ5N (“spin dependent”), though recently some
experiments have begun to adopt more general EFT
schemes [109]. In order to compare these limits to those
we compute for WIMP-quark effective operators, we need
to relate the couplings of the WIMP-quark operators
to those of WIMP-nucleon operators. We perform this
translation using a common leading order prescription,
recently reviewed in Ref. [110]. The four WIMP-nucleon
operators that arise from the WIMP-quark operators we
consider are then

cNSO
N
S ¼ cNS χ̄χN̄N; ð47Þ

cNPO
N
P ¼ cNP χ̄iγ5χN̄iγ5N; ð48Þ

cNVO
N
V ¼ cNV χ̄γ

μχN̄γμN; ð49Þ

cNAO
N
A ¼ cNA χ̄γ

μγ5χN̄γμγ5N; ð50Þ

FIG. 9. Lower limits on EFT scale M⋆ (red shaded regions) and comparison to LHC (purple shaded regions) and DD limits (green
lines) for each tested EFToperator. Values ofM⋆ andmχ within the gray band result in the DM relic abundance as measured with Planck
and the adopted range of values for xF and g�. The EFT approximation is valid above the black dotted lines.
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where the coefficients of these operators can be expressed
in terms of the coefficients of our WIMP-quark EFT
operators as

cNS ¼ mN

M3⋆

� X
q¼u;d;s

fðNÞ
q þ 2

9
fðNÞ
G

�
; ð51Þ

cNP ¼ mN

M3⋆

X
q¼u;d;s

�
1 −

6m̄
mq

�
ΔðNÞ

q ; ð52Þ

cNV ¼ 3

M2⋆
; ð53Þ

cNA ¼ 1

M2⋆

X
q

ΔðNÞ
q ; ð54Þ

where m̄ ¼ ð1=mu þ 1=md þ 1=msÞ−1, and fðNÞ
q , fðNÞ

G ,

and ΔðNÞ
q are experimentally measured quark-nucleon form

factors, whose values we take to be the defaults from
DarkSUSY [111]. There is some uncertainty in these values;
however the precise choice does not strongly affect our
results.
Next we need to predict a zero-momentum WIMP-

nucleon cross section as is typically used by experiments.
Following again Ref. [110] we can predict a SI cross
section from ON

S and ON
V , and predict a SD cross section

from ON
A , according to

σSI ¼
μ2χN
π

ðcNi Þ2 for i ¼ S; V; ð55Þ

σSD ¼ 3μ2χN
π

ðcNA Þ2; ð56Þ

where μχN is the WIMP-nucleon reduced mass. These
predictions can then be compared directly to limits pro-
duced by DD experiments, which we translate back into a
limit on M⋆. Strictly speaking the experimental limits are
produced for some fixed DM halo model, generally an
isothermal halo with some escape velocity, which compli-
cates the comparison, but DD limits are generally not
highly sensitive to the chosen halo model. Yet, it is at least
simple to rescale limits to suit a different local DM density.
We do this where needed in order to match the value we use
elsewhere in this analysis (ρlocal ¼ 0.42 GeV=cm2).
The pseudoscalar case ON

P is more difficult, because the
nonrelativistic reduction of this operator does not coincide
with either of the standard SI or SD operators used by
experiments. The experimental constraints can therefore
not be translated directly; one needs to reinterpret them by
generating full predictions for the spectrum of recoil events
that should be observed. We do not undertake this exercise;
however the authors of [112] have done so, and have
produced limits directly on the coupling cNP using the same

choice of WIMP-quark coupling structure as us, so we can
directly use their translations of the experimental limits.
These limits (originating from Refs. [113,114]) are not
quite as up to date as the ones we compute for the other
EFToperators (based on Refs. [3,4] for SI and Refs. [3,115]
for SD); however they give a good idea of the current reach
of the experiments. In particular ON

P is momentum sup-
pressed, and we see this in the weaker limits from DD
experiments.
The resulting limits on M⋆ for XENON 100 and LUX

are shown as green lines in Fig. 9. In the case of a continued
nondetection with these experiments, these limits are likely
to improve in the near future as the current generation of
DD experiments such as XENON 1T [116] are currently
taking data. We show projections for XENON 1T with a
2 ton-year exposure as a green dashed line in Fig. 9. These
projections are derived by simply taking the fraction in
between the input limits used in Ref. [112] and the
sensitivity of XENON 1T [116] and multiplying the results
of Ref. [112] with the same fraction, working in the high
WIMPmass limit. This procedure of course ignores various
details related to the spectral differences and assumptions
about the future signal region, but should give a reasonable
estimate of the reach for high WIMP masses.
In general, for the unsuppressed scalar and vector

operators [30] the measurements of these dedicated DM
experiments result in more constraining limits than what
can be expected from CTA. On the other hand, for operators
OP andOA where we expect a suppression of the DD limits
(cf. Table I), CTA observations will be able to yield
complementary results. For OA, this is the case for masses
mχ ≳ 1 TeV, whereas for the pseudoscalar case CTA limits
will dominate over the entire tested DM mass range.

3. EFT validity

The EFT approximation assumes that the energy scale of
the underlying model cannot be resolved by the interactions
under study. That is, for tree-level s-channel interactions,
Mmed ≫

ffiffiffi
s

p
. For the case of indirect detection where the

annihilating DM is nonrelativistic ½s ¼ 4m2
χ þ oðv2Þ�, this

amounts to a requirement that Mmed ≫ 2mχ , assuming an
s-channel underlying model.
For the OV and OA operators the connection between

the mediator mass and the EFT scale is straightforward,
M−2⋆ ≡ gqgχ=M2

med. Therefore, the EFT approach for these
operators is valid as long as

M⋆ >
2mχffiffiffiffiffiffiffiffiffigggχ
p : ð57Þ

For operators OS and OP the connection is more compli-
cated, mq=M3⋆ ≡ ðmq=mfÞgqgχ=M2

med, so that the validity
condition reads [104]
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M⋆ >

�
1

mf

2mχffiffiffiffiffiffiffiffiffigqgχ
p

�2
3

: ð58Þ

When the limits on M⋆ are weak, the coupling strength
has to be large in order forMmed to be sufficiently large that
the EFT approximation holds. These EFTs are not UV
complete by construction, and for sufficiently large cou-
plings ≳4π will violate perturbative unitarity. At this point
the EFT approximation fundamentally breaks down and
cannot be considered to give an accurate description of a
physical model [32,33,105]. This threshold is shown as a
black dotted line in Fig. 9 (below this line EFT is not valid).
This limitation is especially severe for the scalar operator
where CTA can only limit the EFT scale in parts of the
parameter space where the EFT approximation breaks
down. It is evident that collider searches and especially
DD experiments are better suited to search for this type of
DM. The situation is less severe for OA and OP where the
limits are, e.g., valid up to DM masses of 2 and 20 TeV for
the NFW profile, respectively. In the vector operator case,
the limits are valid over the entire region of the parameter
space.

B. Simplified models

We consider a logarithmic 13 × 13 grid over the media-
tor and DM mass for each simplified model in the range of
100 GeVand 100 TeV. For each grid point we derive upper
limits on the annihilation cross section in the same way
as for the bb̄ spectrum and the EFT operators. We show the

limits on hσvi for four mediator masses and all considered
values ofmχ , the two DM density profiles, and operators in
Fig. 10. In order to convert these limits into exclusion
regions in theMmed −mχ plane, we consider the theoretical
values for the annihilation cross section, hσvitheo for each
pair of Mmed and mχ , calculated through Eqs. (38)–(41).
The theoretical cross sections are shown as gray lines for
each mediator mass in Fig. 10. As anticipated from Table I,
these cross sections for the scalar and axial-vector DM case
are suppressed and the values of hσvitheo are scaled upward
for better visibility. For all simplified models apart from
the vector DM one a bump in the limits is visible at mχ ¼
0.18 TeV (same as in the EFT case). As discussed in
Secs. II B and II C, this feature arises when annihilation
into tt̄ quarks becomes kinematically accessible. The
opening of this channel also leads to a jump in the hardness
of the photon spectrum per annihilation visible in Figs. 2
and 4. Aside from these jumps, the annihilation rate falls off
as ∼m−2

χ . For higher DM masses, the loss in sensitivity is
remedied by a larger number of γ-ray energy bins that
contribute to the likelihood in Eq. (44). This falloff with
DM mass is not seen in the axial-vector case, an indication
of the pathological behavior in the UV of this model,
discussed further later in this section.
For the points in the parameter space where hσvitheo is

larger than the limits on the cross section, these particular
combinations of Mmed and mχ are ruled out (e.g. mχ ¼
0.2 TeV and Mmed ¼ 0.3 TeV for the pseudoscalar case
and the NFW DM density profile). These excluded regions

FIG. 10. Examples for excluded annihilation cross sections for the different simplified models. Limits are shown for both considered
DM density profiles (blue and orange lines) and for different mediator masses Mmed ¼ 0.1, 0.3, 1, and 3.2 TeV. Theoretical cross
sections are also shown in black and are upscaled by a factor of 106 and 10 for the scalar and axial-vector DM, respectively. The NLO
approximation of PPPC4DMID breaks down for mχ > 10 TeV, indicated by the gray shaded region.

CSABA BALÁZS et al. PHYSICAL REVIEW D 96, 083002 (2017)

083002-14



of the parameter space are shown in Fig. 11 together with
the combinations ofMmed andmχ that yield the correct relic
abundance and limits from the LHC and DD. Only
constraints for the pseudoscalar and vector DM models
are presented. For scalar DM, none of the tested mass
points are ruled out, due to the strong suppression of the
theoretical annihilation cross section. In the EFT case this is
reflected by the fact that none of the derived limits are in the
EFT validity range. In the axial-vector case, CTA obser-
vations only rule out models for which the mediator masses
are small but the DMmass is large. In this region, the model
violates perturbative unitarity (see below).

1. Relic density

For simplified models, the nonrelativistic limit of the
relic density calculation employed for the EFT scenario is
no longer accurate. The addition of a mediator particle
causes the nonrelativistic approximation of the annihilation
rate to break down around the resonant enhancement region
(Mmed ≃ 2mχ) and at the threshold of mediator production
becoming kinematically accessible (Mmed ≲mχ).
The full relic density calculation entails solving the

Boltzmann equation that determines the abundance of the
DM particles at a given temperature, YðTÞ, defined as
the number density divided by the entropy density as
follows [99,117],

dY
dT

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
πg�ðTÞ
45

r
MPlhσviðYðTÞ2 − YeqðTÞ2Þ ð59Þ

where g�ðTÞ is the temperature-dependent effective number
of degrees of freedom, YeqðTÞ is the DM abundance in
thermal equilibrium, and hσvi is the relativistic thermally
averaged DM annihilation cross section. The latter captures
the specifics of each simplified model used here, including
all possible annihilation channels. In the simplified models

we study, we include only pair annihilations and no
coannihilations, in which case the thermally averaged cross
section is found to be [118]

hσvi ¼
R
∞
4m2 dsK1ð

ffiffiffi
s

p
=TÞPk;lσklðs − 4m2Þ ffiffiffi

s
p

8m4TðK2ðm=TÞÞ2 ; ð60Þ

where σkl is the total cross section for annihilation of a pair
of particles with masses m into the final states ðk; lÞ, and s
is the invariant center-of-mass energy of the incoming
particles. For instance, in the nonrelativistic limit,

ffiffiffi
s

p
is

simply twice the DMmass.K1ðK2Þ are the modified Bessel
functions of order one (two). These modified Bessel
functions arise as the result of the integrals involving the
Boltzmann factors.
In order to compute the abundance of the DM particle

today, YðT0Þ, we integrate Eq. (59) from T ¼ ∞ to T ¼ T0,
leading to

Ωχh2 ¼
8π

3

sðT0Þ
M2

plð100 km s−1Mpc−1Þ2 mχYðT0Þ

≈ 2.742 × 108
mχ

GeV
YðT0Þ ð61Þ

where sðT0Þ is the entropy density today determined by the
Planck Collaboration [1]. The procedure described above is
handled numerically within micrOMEGAS [119]. The result-
ing regions in the Mmed −mχ parameter space that give the
expected relic density are shown in Fig. 11 as gray lines.
The annihilation cross section into SM fermions given in

Eq. (29) is proportional to m2
q=mf

2, whereas the annihi-
lation into a pair of pseudoscalar fields does not depend on
the quark masses. Therefore, in the former case annihilation
into heavy quarks plays a crucial role, whereas in the latter
the ratio Mmed=mχ is the key quantity. With these features
in mind one can understand the behavior of the curves for

FIG. 11. Projected limits and excluded values of mχ vs Mmed for the different DM models. CTA observations will exclude
combinations of mχ and Mmed indicated by the orange (NFW and Einasto DM profiles) and blue (NFW only) squares. Only the
parameter space to the right of the green and purple solid lines is allowed from current DD and dijet limits, respectively (dashed lines
show projections of future searches). Purple regions show LHCmonojet limits and projections. The gray lines show the parameter values
that yield the correct relic abundance. No points are excluded in the scalar Dirac DM case for gq ¼ gχ ¼ 1 and none of the excluded
parameters of the axial-vector model obey perturbative unitarity; thus these cases are not shown.
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the relic density as shown in Fig. 11. One can see that
when the DMmass becomes larger than the mediator mass,
then the annihilation cross section in Eq. (35) simply
depends on the ratio Mmed=mχ , explaining the behavior
of the relic density curves.Using the same logic,whenmχ ≫
Mmed the annihilation cross section in Eq. (35) becomes
constant, explaining the horizontal lines forMmed < 1 TeV.
The kinks exhibited by the relic density curves are a result of
the top quark kinematic threshold. In other words, when
annihilation into the top quarks is kinematically accessible, a
sharp boost in the cross section takes place as a direct
consequence of the m2

q=mf
2 enhancement.

In the vector mediator case, the DM annihilation cross
section into SM fermions is very efficient, converse to the
pseudoscalar case where there is a suppression proportional
to the vacuum expectation value, since the vector mediator
interaction with SM fermions is dictated by gauge sym-
metries. When the DM mass is much larger than the
mediator mass, the annihilation cross section into fermions
simply scales with g2qg2χ , whereas the annihilation into the
vector mediators goes with g4χ . Hence, the annihilation
cross section is constant since the couplings are fixed to
be gq ¼ 0.25, gχ ¼ 1, explaining the horizontal curves in
Fig. 11. However, if mχ ∼Mmed, then annihilation into
vector mediators becomes kinematically possible changing
the overall shape of the annihilation cross section and relic
density curves as can be seen in Fig. 11. A key feature of
the vector mediator scenario is the pronounced resonance
that happens for Mmed ∼ 2mχ, which dominates the anni-
hilation cross section then governed by the vector mediator
decay width ΓV;tot.
We emphasize that we have assumed that DM annihilates

into quarks only to facilitate comparisons with collider
searches. However, the inclusion of other final states such
as leptons and gauge bosons would yield different pre-
dictions for the annihilation rates and introduce additional
free parameters. This would also introduce a stronger
dependence on a particular model. The inclusion of extra
interactions is beyond the scope of this work which is
focused on complementarity among different DM searches.

2. Direct detection

The DM-nucleon scattering in the nonrelativistic limit
mediated by a pseudoscalar field leads to the spin-
dependent momentum suppressed process. This momen-
tum suppression arises when we match the quark-level
matrix element with the nucleon-level matrix element in the
nonrelativistic limit [120]. Assuming Mmed ≫ t (where t
is the usual Mandelstam variable) the Lagrangian for the
pseudoscalar mediator leads to the following scattering
cross section,

σSD ¼ 9

4

f2N
m2

χm2
N

g2χμ2χN
M4

med

q4 ð62Þ

where q is the momentum transfer, N ¼ n, p, and,

fN ¼ mn

" X
q¼u;d;s

gq
mf

~fq − m̄

� X
q¼u;d;s

~fq
mq

� X
q¼u;d;s;c;t;b

gq
mf

#

ð63Þ

with m̄ ¼ ð1=mu þ 1=md þ 1=msÞ−1 in agreement with
Ref. [120], where ~fu ¼ −0.44, ~fd ¼ 0.84, ~fs ¼ −0.03
[120–122]. As in the EFT case, this expression can be
directly compared to the limits reported by DD experi-
ments. The momentum suppression in Eq. (62) causes the
spin-dependent scattering cross section to lie orders of
magnitude below current sensitivity. For couplings of order
one and pseudoscalar masses above a few GeV, even
the next generation of DD experiments will not furnish
restrictive limits on the parameter space for the simpli-
fied model.
In contrast to the DM-nucleon scattering cross section,

the annihilation cross section for pseudoscalar interaction
between DM and quarks is not momentum suppressed due
to the presence of an s-wave term in the cross section. This
particular feature of the pseudoscalar interactions makes
CTA well suited for these kinds of simplified DM models
with the considered couplings, possibly outperforming
collider and DD methods, depending on the true DM
density profile in the GC. If the DM density follows the
adopted NFW profile, it will also be possible to probe
parameters that yield the correct DM relic density.
For the vector mediator case, things change dramatically,

since the scattering is now spin independent and not
velocity suppressed. The vector current is simply propor-
tional to the number of valence quarks, and for this reason
the calculation of WIMP-nucleon matrix element is not
subject to large theoretical uncertainties [123]. In the end
the scattering cross section is found to be

σSI ¼ 9μ2χNg
2
χg2q

πM4
med

: ð64Þ

The limits from Ref. [4] and projections from Ref. [116] are
translated to limits in the Mmed −mχ plane and shown as a
green line in Fig. 11, excluding the region left of the line.
Since we are adopting gχ ¼ 1 and gq ¼ 0.25, the scattering
cross section is large, and heavy mediators are needed to
circumvent the DD limits.

3. LHC constraints

LHC constraints on simplified DM models stem from
searches for large missing energy events produced along-
side with a visible counterpart such as a jet, lepton,
or photon. For this reason such searches are generally
referred to as mono-X searches. The properties of the
model dictate which data set furnishes stronger limits. For
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the pseudoscalar mediator, monojet searches are the most
restrictive. In Fig. 11 we show the monojet CMS constraints
[14]. The LHC provides strong constraints at small masses
but quickly loses sensitivity at higher energies (dark-purple
shaded region in Fig. 11). We have used the Collider Reach
tool [107] to estimate prospective reach at center-of-mass
energy of 13 and 14 TeV and luminosities of 100 and
300 fb−1, respectively (light-purple shaded regions in
Fig. 11). CTA limits will be complementary to these
constraints for mediator masses below 1 TeV, while becom-
ing the discovery probe for higherDMandmediatormasses.
As for the vector mediator cases, mono-X searches are

no longer the most promising. In this case, searches for dijet
resonances with large invariant mass are the most sensitive
[32,124–127]. By imposing hard cuts in the invariant mass
of the dijet events, one can reduce the large background
from quantum chromodynamics and effectively search for
(axial-)vector mediators. Such probes are particularly
sensitive to the coupling gq and mediator mass. For this
reason the dijet limit [128] in Fig. 11 (blue solid line and
blue dashed line for the sensitivity estimates) is fairly
independent of the DM mass.8 Notice that in our simplified
models, the mediators neither couple to leptons, the Higgs,
nor to gauge bosons. We do not expect significant changes
in the collider bounds with the inclusion of these inter-
actions. For instance, with the inclusion of interactions with
leptons, both vector and axial-vector mediator cases would
be subject to a stronger collider limit by less than a factor of
2 on the Z0 mass [129]. This more restrictive bound would
stem from resonance searches for dilepton final states at the
LHC, which typically give rise to tighter constraints than
the dijet one [129].

4. Unitarity/perturbativity

The simplified model paradigm assumes that some
unspecified UV completion assures the consistency of
the model, providing a mechanism for mass generation
and ensuring features such as gauge invariance. However,
the axial-vector model includes processes which can violate
gauge invariance and perturbative unitarity in certain
regions of parameter space, such that any UV completion
would fundamentally alter the phenomenology of the
model in these regions [130]. In order to ensure that the
model does not violate perturbative unitarity, the following
conditions must be met:

mχ;q ≲
ffiffiffi
π

2

r
Mmed

gχ;q
; ð65Þ

ffiffiffi
s

p
<

πM2
med

g2χmχ
: ð66Þ

For ID,
ffiffiffi
s

p ≃ 2mχ , and Eq. (66) reduces to Eq. (65). For the
chosen values of gχ and gq, the criteria are not met by the
combinations of mχ and Mmed that CTA observations
could test.

VI. CONCLUSIONS

In this article, we have compared the sensitivity of the
future CTA to constrain annihilating DM with exclusions
obtained from DD experiments and DM searches at the
LHC. This comparison has been achieved by utilizing the
frameworks of EFTs and simplified models. Our sensitivity
projections are based on realistic IACTobservation schemes
of the Galactic center and test two different DM density
profiles which are compatible with recent observations.
They also incorporate contributions from Galactic diffuse
emission and possible systematic uncertainties.
Within EFTs and simplified models, it is straightforward

to compare the derived sensitivity with limits and projec-
tions from DD experiments and collider searches for DM at
the LHC. This is not the case for limits that are reported for
a pure annihilation into one particular channel. We have
found that for DM mediators for which the annihilation is
neither velocity nor helicity suppressed (pseudoscalar and
vector mediators; cf. Table I), CTA will be able to probe
regions of the parameter space out of reach for present and
possibly even future collider searches (Figs. 9 and 11). It
will also be possible to probe parts of the parameter space
that results in the correct DM relic abundance. In the case of
vector mediated DM, strong constraints already exist from
DD experiments and LHC dijet analyses, and CTA obser-
vations are unlikely to improve on already existing bounds,
but it will still introduce a compelling and orthogonal probe
to the model. The situation is however different if the DM
mediator is a pseudoscalar. In this case, the scattering cross
section is suppressed by a combination of the DM spin and
spin of the nucleus. Indeed, the scattering cross section is
spin dependent and momentum suppressed at the fourth
power rendering DD bounds to be very suppressed. Each γ5
matrix in the Lagrangian for the pseudoscalar model results
in a momentum suppression, yielding a suppression pro-
portional to q4, where q is the momentum transfer, in the
WIMP-nucleon scattering. Moreover, because in this model
the couplings with quarks have a Yukawa-like structure
suppressed by the fermion mass, dijet limits are not very
competitive, and thus far there is no dijet limit from LHC
for this simplified model.
For such DM models, CTA observations will be indis-

pensable to probe higher values of DM (and mediator
masses). In the EFT framework, the derived limits only
depend weakly on the assumed DM density profile in the
Milky Way due to strong dependence of the EFT scale M⋆
on the limits on the annihilation cross section. This is not
the case for simplified models where the limits strongly
degrade from the considered NFW to the Einasto density
profile (cf. Fig. 11). To summarize, our results illustrate the

8The dijet limits are actually produced for the axial-vector case
but should be the same for the vector mediator case.
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need for different techniques (DD, ID, collider searches) to
probe all possibilities of DM models.
We stress that all calculations presented here assume

100 hours of observation time of the Galactic center (and
additionally 200 hours in the case of an Einasto density
profile for independent background determination). Such
an observational program should be completed within the
first years of CTA operation. Therefore, the projected limits
are bound to improve as CTA will continue to observe the
GC beyond the first years of operation (the limits are
expected to improve roughly with the square root of
observation time). Furthermore, several analysis choices
should be optimized in future analyses, such as the choice
of the spectral and spatial binning, as well as the treatment
of systematic uncertainties and GDE. For the GDE, a
simple power-law extrapolation of the template provided by
the Fermi-LAT Collaboration has been used here that likely
overestimates the GDE contribution at very high energies.
A careful treatment of the GDE and optimization of the
analysis parameters will be conducted in a forthcoming
publication of the CTA consortium.
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