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SuperCDMS SNOLAB will be a next-generation experiment aimed at directly detecting low-mass
particles (with masses ≤ 10 GeV=c2) that may constitute dark matter by using cryogenic detectors of two
types (HV and iZIP) and two target materials (germanium and silicon). The experiment is being designed
with an initial sensitivity to nuclear recoil cross sections ∼1 × 10−43 cm2 for a dark matter particle mass of
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1 GeV=c2, and with capacity to continue exploration to both smaller masses and better sensitivities. The
phonon sensitivity of the HV detectors will be sufficient to detect nuclear recoils from sub-GeV dark
matter. A detailed calibration of the detector response to low-energy recoils will be needed to optimize
running conditions of the HV detectors and to interpret their data for dark matter searches. Low-activity
shielding, and the depth of SNOLAB, will reduce most backgrounds, but cosmogenically produced 3H and
naturally occurring 32Si will be present in the detectors at some level. Even if these backgrounds are
10 times higher than expected, the science reach of the HV detectors would be over 3 orders of magnitude
beyond current results for a dark matter mass of 1 GeV=c2. The iZIP detectors are relatively insensitive to
variations in detector response and backgrounds, and will provide better sensitivity for dark matter particles
with masses ≳5 GeV=c2. The mix of detector types (HV and iZIP), and targets (germanium and silicon),
planned for the experiment, as well as flexibility in how the detectors are operated, will allow us to
maximize the low-mass reach, and understand the backgrounds that the experiment will encounter.
Upgrades to the experiment, perhaps with a variety of ultra-low-background cryogenic detectors, will
extend dark matter sensitivity down to the “neutrino floor,” where coherent scatters of solar neutrinos
become a limiting background.

DOI: 10.1103/PhysRevD.95.082002

I. INTRODUCTION

Understanding the nature of dark matter is one of the
most compelling problems in cosmology, and the solution
may well come from particle physics. For the past two
decades, experimental attempts to directly detect particles
that may constitute dark matter have focused on weakly
interacting massive particles (WIMPs), such as those
suggested by the supersymmetric model of particle physics,
with favored masses in the 10 GeV=c2 to 10 TeV=c2

range. However, evidence for supersymmetry has not been
forthcoming from the LHC experiments. More recent
theoretical models such as asymmetric dark matter [1]
and dark sectors [2] suggest that a new experimental focus
on low-mass dark matter particles may be productive.
SuperCDMS SNOLAB is a next-generation experiment

being designed to search for dark matter particles with
masses ≲10 GeV=c2. Projected sensitivities for the experi-
ment indicate that a thorough search for darkmatter particles
in this mass range is possible. This paper describes how
these projected sensitivities are calculated and provides a
parametric study of the dependence of these sensitivities on
the main design drivers.

II. EXPERIMENTAL CONFIGURATION

The planned SuperCDMS SNOLAB experiment will be
located approximately 2 km underground within SNOLAB
in Sudbury, Ontario, Canada. The SNOLAB rock over-
burden provides shielding against cosmic-ray secondaries
equivalent to 6010 meters of water. The experiment will be
located within the “ladder lab” drift at SNOLAB [3].

A. The SuperCDMS detectors

SuperCDMS SNOLAB will include a mixture of detec-
tors composed of silicon (Si) and germanium (Ge), provid-
ing complementarity especially in the search for sub-GeV

dark matter. These detectors consist of cylindrical crystals,
100 mm in diameter and 33.3 mm thick. Each Ge(Si)
crystal has a mass of 1.39(0.61) kg. Two detector designs,
denoted HV and iZIP, have common physical dimensions
and are fabricated from the same materials using the same
techniques. Details of the superconducting sensors, pat-
terned lithographically on the top and bottom surfaces, and
the operating bias voltages differentiate a detector as an HV
or an iZIP detector. The HV detectors are designed to have
better sensitivity for mass ≲5 GeV=c2 [4], while the iZIPs
will have better sensitivity above ∼5 GeV=c2 because of
their capability to discriminate between electron-recoil
(ER) and nuclear-recoil (NR) interactions [5].
HV detectors have six phonon sensors on each face with

no ionization sensors, as shown in the top image in Fig. 1.
The phonon-only sensor layout allows for better phonon
collection and thus a better phonon energy resolution and
detector sensitivity at lower recoil energies than a similar
iZIP detector [6]. The HV detectors are intended to be
operated at a bias of up to ∼100 V. This bias makes it
possible to take advantage of the Luke-Neganov effect [7,8]
to increase the phonon signal by the amount of work
performed by the electric field on the charge carriers
produced by an interaction as they move across the detector.
The phonon amplification can boost low-energy events
above the operating threshold of the phonon sensors (which
depends only on the phonon sensor properties), effectively
further increasing the detector’s sensitivity to low-energy
recoils.Without the ability to identify the type of recoil from
an interaction, the data from the HV detectors will be
dominated by ER backgrounds. The Luke-Neganov effect,
however, decreases the relative rate of ER backgrounds with
respect to NRs in a given energy range. The effect is due to
the increased amount of ionization for ERwith respect toNR
interactions. ERs from a given energy bin are therefore
spread out over a larger “total phonon” range, effectively
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decreasing the background rate per keV for low-mass dark
matter particles [9].
On the iZIP detectors (bottom image in Fig. 1), the top

and bottom surfaces are each instrumented with six phonon
sensors interleaved with an inner and an outer ionization
sensor. iZIP detectors provide the ability to distinguish
beta- or gamma-induced ERs from neutron- or dark matter-
induced NRs through the “yield,” the ratio of ionization
production to recoil energy. This yield-based discrimina-
tion effectively removes all ER backgrounds in the bulk of
the detector above a few keV.
A voltage bias of ∼5–10 V is applied to the ionization

channels, while the interleaved phonon channels are
grounded. The resulting field structure, along with the sensor
layout, provides excellent rejection of surface backgrounds
[10]. This ability to reject thevast majority of backgrounds on
an event-by-event basis means the iZIP detectors can be
operated in a nearly background-free mode.
The HV and iZIP detector technologies are complemen-

tary to one another and provide, respectively, access to
lower-energy recoils without recoil-type discrimination and,
for recoil energies greater than 2 keV, the ability to
discriminate the primary recoil type. The overlap in sensi-
tivity for dark matter masses in the range of 1–10 GeV=c2

for the two detector technologies is expected to provide an
excellent opportunity for assessing the backgrounds of the
experiment and cross-checking any potential candidate dark
matter signals.
The initial payload, detector performance and anticipated

total exposures for the SNOLAB experiment are summa-
rized in Table I. The detectors will be deployed in four
towers of six detectors each. The resolutions listed in
Table I are based on detector noise analysis described in
Refs. [6,11]. A prototype detector operated at a test facility
demonstrated noise performance consistent with the pre-
dictions of Ref. [11]. Extrapolations from this detector’s Tc
and operating temperature indicate that the resolutions
listed in Table I are achievable.

B. Cryostat and shielding

For the initial phase of the SNOLAB experiment, the
detector towers will be cooled to 30 mK using a dilution
refrigerator that utilizes cryocoolers to establish 50 and 4 K
thermal stages. The cryogenic system is designed to allow for
a base temperature of 15 mK to accommodate upgraded
detectorswith improved energy resolution. The cold region of
the full experiment is referred to as the SNOBOX. As shown
in Fig. 2, the SNOBOXconsists of six cylindrical copper cans
suspended by Kevlar ropes. Each SNOBOX can is mapped
onto a thermal stage of the refrigerator. The outermost can
along with the stems and E-tank form the vacuum system.
A 40 cm thick layer of polyethylene surrounds the

SNOBOX and serves to moderate and absorb neutrons
produced by radiogenic contamination, as well as provides
shielding from external neutrons. This inner polyethylene
layer is surrounded by a 23 cm thick gamma shield made
from commercially available low-activity lead. The lead
shield layer is surrounded by a thin aluminum (or steel)
shield to block Rn diffusion into the inner shielding layers.
This volume will be purged with boil-off nitrogen gas to
reduce the overall Rn levels and the backgrounds caused by

TABLE I. The anticipated, exposures and detector parameters
for the SuperCDMS SNOLAB experiment. The exposures are
based on five years of operation (from 2020–2024) with an 80%
live time (similar to what has been achieved by SuperCDMS
Soudan). The quoted phonon energy resolutions represent the rms
values of the total measured quantity (i.e., combining all active
sensors). The quoted ionization resolution is derived from the
readout electronics equivalent noise charge value of 33e and
represents the rms energy resolution of a single channel for
electron recoils.

iZIP HV

Ge Si Ge Si

Number of detectors 10 2 8 4
Total exposure (kg · yr) 56 4.8 44 9.6
Phonon resolution (eV) 50 25 10 5
Ionization resolution (eV) 100 110 – –
Voltage bias (V) 6 8 100 100

FIG. 1. Channel layout for the HV (top) and iZIP (bottom)
detectors. The HV detector has six phonon channels on each side,
arranged as an inner “core,” surrounded by three wedge shaped
channels and two outer rings designed to reject events near the
edge. Each channel contains hundreds of lithographically defined
superconducting sensors. The wedge channels on the bottom
surface are rotated by 60° with respect to those on the top. The
interleaved Z-sensitive Ionization Phonon (iZIP) detector also has
six phonon channels on each side, arranged as an inner core,
surrounded by four wedge-shaped channels and one outer ring.
An “outer” ionization channel shares the same area and is
interleaved with the outermost phonon ring, and an “inner”
ionization channel is interleaved with the remaining phonon
channels. The wedge channels on the bottom surface are rotated
by 45° with respect to those on the top.
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prompt Rn daughters. The outermost shield layer consists
of polyethylene and water tanks that provide additional
shielding from the cavern neutron flux.
The shield and SNOBOX are penetrated in two locations

opposite each other, as shown in Fig. 2. The electronics
stem (E-stem) provides a path for twisted-pair cables to run
between the cold hardware and the electronics tank, which
forms the vacuum bulkhead where signals emerge. The
cryogenics stem (C-stem) connects the various layers of the
SNOBOX to external cryogenic systems.

III. BACKGROUND SOURCES

In this section, we describe two broad categories of
background sources anticipated for the SuperCDMS
SNOLAB experiment: (1) sources that produce energy
depositions throughout the detector crystal volume and
(2) sources that produce energy depositions primarily on or
very near the surfaces of the detector crystal. These categories
are further divided into ER (e.g., betas or Compton scatters)
and NR events. Each of these event types must be tracked
separately for each type of detector because of different
detector response functions, fiducial efficiencies, and analysis
efficiencies, as discussed in Sec. V.

A. Bulk event background sources

The background sources described in this subsection can
produce events that occur throughout the detector volume
(“bulk” events).

1. Detector contamination

The dominant backgrounds expected for the HV
detectors are due to radioactive impurities within
the detector crystals. Table II presents the detector
contamination levels assumed in the calculation of
the SuperCDMS SNOLAB sensitivities shown in
Fig. 8.

Cosmogenically produced 3H.—For both the Ge and Si
detector crystals, exposure to high-energy cosmic-ray

FIG. 2. A schematic of the experiment shield and cryostat layers. The assembly rests on top of a seismic platform to provide isolation
from major seismic events. The outer water tanks provide protection from cavern neutrons. A gamma shield protects from external
gamma rays and the inner polyethylene layers serve to absorb radiogenic neutrons emitted from the cryostat and gamma shield.

TABLE II. Assumptions used to determine the 3H and 32Si
detector contamination levels for the SuperCDMS SNOLAB
sensitivities shown in Fig. 8. The assumed sea-level cosmic-
ray exposure for the HV(iZIP) detectors is 60(125) days,
followed by a 365 day underground “cooldown” period before
acquisition of science data. 32Si is intrinsic to the production
process and is expected to be the same for iZIP and HV
detectors.

Production Rate Concentration
(atoms/kg/day) (decays/kg/day)

Material Isotope HV iZIP

Ge 3H 80 0.7 1.5
Si 3H 125 1 2
Si 32Si – 80 80
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secondaries (i.e., neutrons, protons, and muons) results in
the production of tritium (3H) as a spallation product from
interaction of the cosmic-ray secondaries with the nuclei in
the detector crystals [12]. The long half-life of tritium
(t1=2 ¼ 12.3 years) results in an accumulation of this
radioactive impurity whose β-decay product has an end-
point energy of 18.6 keV. The tritium background is
modeled using a generic β-decay energy spectrum [13],
the production rates and activation times shown in Table II
for tritium in Ge [14] and in Si [15], and the detector crystal
masses given in Table I.

Naturally occurring 32Si.—This radioactive isotope is
produced as a spallation product from cosmic-ray seconda-
ries on argon in the atmosphere [16]. The 32Si atoms make
their way into the terrestrial environment through aqueous
transport (i.e., rain and surface water). Consequently, the
exact source and location of the silicon used in the
production and fabrication of silicon detectors may impact
the concentration level of 32Si observed in future detectors.
The long ∼153 year half-life of 32Si [17] means the
concentration of 32Si measured in decays/kg/day is essen-
tially fixed once the Si detector crystal is grown. Although
the literature [18] suggests low-radioactivity silicon is in
principle available for rare-event searches, we assumed the
central value of the 32Si concentration recently measured by
the DAMIC Collaboration in their CCD detectors, which
was 80þ110

−65 decays=kg=day at a 95% confidence level [19].
The 32Si background is modeled using a generic β-decay
energy spectrum [13].

Ge activation lines.—Exposure of the Ge detector sub-
strates to high-energy cosmic-ray secondaries results in the
production of several radioisotopes that decay by electron
capture. We include here the eight isotopes observed in the
CoGeNT experiment [20] that are sufficiently long-lived to
contribute background in the SuperCDMS SNOLAB Ge
detectors: 68Ge and 68Ga daughter, 65Zn, 73As, 57Co, 55Fe,
54Mn and 49V. Each decay can proceed via electron capture
from the K, L or M shell, giving rise to a total of 24 spectral
peaks (cf. Fig. 4). We scale the K-shell peak rates by the
ratio of the sea-level exposure for the SuperCDMS detec-
tors and the reference CoGeNT detector, and the rates of
the L- and M-shell lines are scaled according to their
relative branching fractions.

2. Material activation

Exposure to high-energy cosmic-ray secondaries results
in the production of long-lived radioisotopes in the con-
struction materials surrounding the detectors. In particular,
the cosmogenic activation of copper presents a background
source for the SuperCDMS SNOLAB experiment. Copper
is used both for the detector tower mechanical assembly
and the nested cylindrical cryostat canisters. Table III

presents the assumptions used to assess the emission rates
due to cosmic-ray activation of these components.

3. Material contamination

Radioactive impurities are introduced in all materials at
some level during the manufacturing process. The 238U and
232Th isotopes are unstable but long-lived and are present in
most materials at low concentrations. Both of these isotopes
have a chain of decay daughters that are assumed to be in
secular equilibrium. Additionally, isotopes such as 40K and
60Co are naturally present in many materials because of
their long half-lives, but they do not have accompanying
series of daughter radioisotopes. Table IV lists the assumed
levels of radioactive impurities present in materials used in
the construction of the SuperCDMS SNOLAB experiment.
Cirlex is used to fashion the clamps that hold the detectors
in place within the copper housings and the detector
electronics readout PCBs. Additionally, for each of the
“FETCard,” “SquidCard,” “TowerTruss” and flex cable
volumes shown in Fig. 3, we assign a total emission of
0.1 mBq for 238U, 232Th, and 40K to account for all of the
individual small components (resistors, etc.).

4. Non-line-of-sight surfaces

Materials accumulate concentrations of radioactive
isotopes on surfaces exposed to air containing dust and
radon. Airborne dust typically contains relatively high

TABLE III. Assumptions used to determine the cosmogenic
exposure and activation of copper for the SuperCDMS SNOLAB
sensitivities shown in Fig. 8. The sea-level activation rates are
taken from Ref. [21], except for 48V, which is taken from
Ref. [22]. A sea-level exposure of 90 days is assumed for copper
in the detector housings and towers, followed by a 90 day
underground “cooldown” period before acquisition of science
data. The sea-level exposure and underground-cooldown periods
for the copper cryostat cans are both assumed to be 180 days. At
the time of this publication only 57Co, 58Co, 60Co, and 54Mn have
been simulated for the tower and housing copper; the decay rate
for the other listed isotopes is at least 5 times lower. For the
cryostat cans, only 60Co is presently included; emissions from the
other isotopes are lower in energy and thus less penetrating and
can be neglected.

Production Rate Contamination Rate (μBq=kg)

Isotope (atoms/kg/day) Housings/Towers Cryostat

46Sc 4.6 0.88 0.62
48V 9.5 0.76 0.25
54Mn 19 7.9 12
56Co 20 3.5 2.3
57Co 155 62 89
58Co 143 23 13
59Fe 39 2.9 0.9
60Co 181 47 90
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concentrations of 238U, 232Th, and 40K. Daughters from the
decay in air of 222Rn may implant shallowly into a material
surface, resulting in a buildup of the long-lived 210Pb that
later decays through a short chain and produces a roughly
constant emission rate of x rays, betas and alphas.
We consider separately surfaces with and without a clear

line of sight to the detector; surfaces with line of sight are
generally of much greater concern and are discussed in
Sec. III B. For surfaces without line of sight, we are
concerned primarily with gamma- and x-ray emission,
and to a lesser extent neutron emission, as those are the
only radiation types capable of reaching the detectors.
210Pb produces some soft x rays that may reach the
detectors if emitted from surfaces very near to the detectors,
and its daughter 210Bi has a moderately high-energy β
decay that may in turn produce bremsstrahlung x rays that
may be more penetrating. Finally, the alpha produced by
the subsequent 210Po decay may produce neutrons via an
ðα; nÞ reaction on 13C, and so 210Pb accumulation on
hydrocarbon surfaces such as polyethylene is a potential
concern. For this analysis we assumed a 210Pb activity of
850 nBq=cm2 for non-line-of-sight surfaces inside the
cryostat, roughly corresponding to 100 days exposure to
air with radon concentrations of 10 Bq=m3. For the outer
cryostat and shielding surfaces we assume an activity of
11 000 nBq=cm2 corresponding to 100 days exposure to
130 Bq=m3 air. Dust has not been included at this time, but
preliminary estimates indicate that it should contribute less
than or comparably to background from non-line-of-sight
210Pb surface contamination.

5. Cavern environment

The cavern environment background sources include
naturally occurring radioactivity in the underground

environment leading to gamma rays or neutrons that
potentially pass through the SuperCDMS shield and
interact in the detectors. The experiment cavern is sur-
rounded by norite rock that has been coated with a layer of
shotcrete. The cavern floor is concrete. The wall and floor
layers have variable thicknesses but are on the order of a
few inches thick [3].

Gamma rays.—The gamma-ray background is modeled as
a 40K decay along with decay chains in secular equilibrium
for 238U and 232Th. Those gamma-ray emission spectra
were simulated and evaluated for their leakage through the
shielding, in particular the E- and C-stem penetrations
(cf. Fig. 2). The gamma-ray flux was estimated using
results from assays of rocks collected in the SNOLAB
ladder labs and Monte Carlo simulations. This source,
however, is not included in the present model because of
limited simulation statistics and because preliminary results
indicated that it is subdominant to other sources. The
gamma shield design is being optimized with a design goal
of allowing <1 counts=kg=keV=year of a single-scatter
background rate in the Ge HV detectors (see for compari-
son Table V).

TABLE IV. Radioactive impurity concentrations assumed for
construction materials contained within the SuperCDMS
SNOLAB experiment. 60Co in copper (indicated by *) is assumed
to be produced cosmogenically rather than introduced during
production and so the assumed rate is different for different
pieces; see Table III. Values found for HDPE were also assumed
for both polypropylene and water, which we expect to be
conservative.

Impurity concentrations (mBq/kg) Ref.

Material 238U 232Th 40K 60Co 137Cs

Copper 0.07 0.02 0.04 * [23]
Cirlex 6.3 2.2 1.6 0.01 0.01 [24]
Kevlar 430 140 870 [25]
μ-metal 4.2 4.2 1.7 0.51 0.27 [24]
HDPE 0.6 1.5 1.9 0.13 0.19 [24]
Lead 0.66 0.5 7 [23]
Polypropylene 0.6 1.5 1.9 0.13 0.19 HDPE
Water 0.6 1.5 1.9 0.13 0.19 HDPE

FIG. 3. Detailed simulation geometry of the SuperCDMS
SNOLAB tower mechanical support and instrumentation for
one of six detectors in a tower.
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Neutrons.—The neutron background from the cavern
environment is modeled as two components: neutrons
from 238U spontaneous fission and neutrons produced
through ðα; nÞ reactions in the rock due to U- and Th-
chain alpha-emitting isotopes. The shapes of the neutron
spectra are calculated using a modified version of SOURCES
4C, which calculates neutron spectra for spontaneous
fission and the material specific ðα; nÞ process in norite
and shotcrete [26,27]. The neutrons are propagated through
the materials using Monte Carlo simulations. The overall
normalization of the spectrum is taken from Ref. [28],
which specifies a flux of 4000 fast neutrons=ðday · m2Þ.

Radon.—Radon decays in the mine air produce moderately
high-energy gamma rays via the 214Pb and 214Bi daughters.
Decays occurring outside the shield contribute to the total
gamma-ray flux already considered for the cavern as a
whole and are not considered separately. If air in the region
between the lead gamma shield and the SNOBOX were
allowed to mix freely with the mine air, radon decays in
this region would produce a significant background.
However, this contribution is assumed to be made negli-
gible, <0.1 counts=kg=keV=year rate of single-scatters in
the HV detectors (cf. Table V), by the hermetic radon purge
surrounding the gamma shield.

6. In situ cosmic-ray-induced backgrounds

The overburden provided by SNOLAB significantly
reduces, but does not eliminate, cosmic rays. Muons
may pass directly through a detector or create secondary
particles through interactions with the surrounding materi-
als; high-energy neutrons produced via spallation are our
primary concern. We simulated muons with the angular
and energy distribution appropriate for SNOLAB depth
parametrized by Mei and Hime [29] from a ∼10 meter
diameter plane. Unlike SuperCDMS Soudan, the detector
at SNOLAB will not have a muon veto. The background

rate estimated from this source of neutrons is listed as
Cosmogenic Neutrons in Table V.

7. Coherent neutrino interactions

Although not expected to be a significant background for
the initial SuperCDMS SNOLAB experimental program,
the interaction of solar neutrinos through coherent elastic
scattering off detector nuclei currently presents a limiting
background source to future low-mass dark matter search
experiments [30]. The decay of 8B at the end of the pp-III
solar fusion reaction chain produces the primary solar
neutrino background for future expansions of the
SuperCDMS SNOLAB experiment. The background is
estimated using a theoretical value for the solar neutrino
fluxes [31], the theoretical 8B solar neutrino energy
spectrum [32], and the coherent elastic neutrino-nucleus
scattering cross section [33].

B. Surface event background sources

The second broad category of background sources
produces energy depositions on or very near the surfaces
of the detector substrates. These backgrounds are explicitly
related to the exposure of the detectors and their housing
materials (primarily Cu) to 222Rn and its progeny during
fabrication, testing and installation. When radon decays in
air, for example, its daughters can plate-out onto a surface
and the subsequent Po alpha decays can cause the long-
lived 210Pb daughter to become implanted into the surface.
If the implantation occurs far enough along in the fab-
rication process, it is no longer practical to remove and is
thus a source of background that will be present for the
duration of the experiment. Other surface contaminants are
possible (e.g., 14C or 39Ar) but have not been identified in
SuperCDMS detectors and are not considered here.
The 210Pb decay chain produces a variety of radiation

types that are generally not very penetrating. Consequently,
aside from the few exceptions pointed out in Sec. III A 4

TABLE V. Summary of the background rates for detector-bulk single-scatter events in the SuperCDMS SNOLAB
dark matter experiment. The rates shown are prior to any detector response considerations, averaged over 3 eV–
2 keV for HV detectors and 1–50 keV for iZIP detectors. Note that these energy ranges are meant to roughly
represent the detectors’ range, but are not used in calculating the search sensitivity. Cells marked as “–” will have
nonzero contributions but are believed to be small and have not been included in the current model.

“Singles” Background Rates Electron Recoil Nuclear Recoil (×10−6)

(counts/kg/keV/year) Ge HV Si HV Ge iZIP Si iZIP Ge iZIP Si iZIP

Coherent Neutrinos 2300. 1600.
Detector-Bulk Contamination 21. 290. 8.5 260.
Material Activation 1.0 2.5 1.9 15.
Non-Line-of-Sight Surfaces 0.00 0.03 0.01 0.07 – –
Bulk Material Contamination 5.4 14. 12. 88. 440. 660.
Cavern Environment – – – – 510. 530.
Cosmogenic Neutrons 73. 77.
Total 27. 300. 22. 370. 3300. 2900.
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above, 210Pb surface contamination is a background con-
cern only if there is a clear line of sight (i.e., no intervening
material) between the location of the contamination and a
detector surface. There are three principle radioisotopes
in the decay chain: 210Pb, 210Bi and 210Po. 210Pb yields a
combination of low-energy betas and x rays, resulting in a
near-surface ER background in all detector types, whose
spectrum resembles a β-decay spectrum with a ∼60 keV
end point but superimposed with several x-ray lines (most
notably at 46.5 keV). 210Bi undergoes β decay with a
∼1.2 MeV end point, also resulting in a near-surface ER
background but with a harder spectrum and no lines.
Finally, 210Po decays by emitting an alpha so energetic
that it is generally outside the dark matter signal region.
Unlike in the preceding two decays, however, the 206Pb
daughter nucleus recoils with sufficient energy to poten-
tially create a NR in the dark matter signal region. If the
decay occurs on a detector surface such that the 206Pb recoil
is directed into the surface, the full 103 keV recoil energy is
deposited in the detector. If the decay occurs on a nearby
surface (e.g., detector housing), the energy of the 206Pb
nucleus may be degraded because of the implantation depth
of the 210Po parent, yielding a continuum of NR energies up
to ∼100 keV.
The detector response and detector type are particularly

important considerations when evaluating the impact of
these surface backgrounds on the experimental sensitivity.
206Pb recoils incident on a detector face will predominantly
be tagged by a large energy deposition in the adjacent
detector from the associated alpha, and thus such events
will not contribute to the background of a dark matter
search. Similarly, 210Pb decays often result in simultaneous
energy depositions in adjacent detectors, allowing them to
be rejected as dark matter candidates. As discussed in
Ref. [10], interleaving the iZIP phonon and ionization
sensors enables discrimination of surface events at the
detector faces. Sensor modularity enables fiducialization of
the signal to reject surface events incident at the sidewalls
[5]. This “radial” fiducialization is expected to be effective
for HV detectors as well as iZIPs. The SuperCDMS
SNOLAB detector response is discussed in more detail
below in Sec. V.
For the evaluation of the SuperCDMS SNOLAB sensi-

tivities shown in Fig. 8, we assume a total 210Pb surface
activity of 50 nBq=cm2 for line-of-sight surfaces (the
detector surfaces and inner surfaces of the copper hous-
ings). This is the same level of activity that was observed on
the surfaces of the Ge iZIP detectors in the SuperCDMS
Soudan experiment, inferred from the rate versus time of
5.3 MeV 210Po alphas incident on the detector faces.

IV. MONTE CARLO SIMULATION

SuperSim is a package used to simulate background
sources for SuperCDMS. The SuperSim package is a set of

detector models and applications that have been written
in C++ on top of the GEANT4 framework utilizing the
SHIELDING physics list [34,35]. The SHIELDING physics list
is a reference physics list provided by the GEANT4
Collaboration and is recommended for underground phys-
ics and shielding applications [36].
One of the primary functions of SuperSim is to provide

GEANT4 with the geometry of the shielding and inner array
of towers as portrayed in Fig. 2. The nested cryostat
geometry is reproduced in SuperSim along with the
approximate geometries for the tower components. The
SuperSim model includes the detector housings, tower
assembly, and the locations of electronic components.
Most of the background rate predictions discussed here
are based on simulations of an older proposed design
consisting of seven total towers in a larger cryostat. A few
dedicated studies indicate that normalized event rates are
not significantly affected by this difference. Figure 3 shows
the tower mechanical support and the instrumentation for a
single detector (HVor iZIP). This level of fidelity within the
SuperSim geometry model is used for evaluation of the
background from small, discrete electrical components.
Primary event generation can occur through several

methods. Isotopes can be specified and the decay will be
handled by the physics processes in GEANT4. In some
simple cases, such as gamma-ray emission, the dominant
characteristic gamma rays are coded directly into
SuperSim. Primaries can also be thrown from a user-
defined spectrum. For U- and Th-chain gamma decays,
gamma-ray spectra assuming secular equilibrium have been
calculated and are used to generate those primaries. Spectra
for neutrons are calculated using the modified version of
the SOURCES 4C software package.
The majority of radiogenic background simulations are

produced by contaminating volumes with primaries.
Contamination can be bulk, surface or restricted to a portion
of a volume. Generally, the primary locations are uniformly
distributed within the specified region, but an exponential
surface depth can be specified for surface sources. The
angular distribution of decays can be either isotropic or
biased in order to improve simulation efficiency.
The location, total energy deposited, and interaction

channel (NR or ER) are recorded for every interaction in the
detectors. No detector response effects, including phonon
and ionization generation and propagation, are simulated.
Energy depositions in separate detectors within 1 ms are
bunched into “triggers” for the purpose of identifying
multiple scatters. A single GEANT4 event may produce
multiple “triggers,” especially when simulating primaries
leading to radioactive decay chains.
The probability of double scattering of a dark matter

particle is effectively zero. Many of the background
sources, however, have a significant probability to interact
with multiple detectors. Thus, requiring that only one
detector have an interaction per simulated event serves
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to discriminate against background sources. In practice, it is
necessary to set an energy threshold in order to avoid an
unreasonable rejection of events due to detector noise. This
threshold, which is applied to the total observed phonon
signal, corresponds to 7 times the expected detector
resolution σPh (cf. Table I), and is 350(175) eV for Ge
(Si) iZIP detectors. The threshold for the HV Ge(Si)
detectors was similarly set at 70(35) eV. The value of
7σPh was chosen based on experience with SuperCDMS
Soudan where it was found to be effective at suppressing
excessive noise-related triggers. If a “trigger” has an energy
deposition in one detector and the energy deposited in
the other detectors is below the threshold, the trigger is
classified as a single-scatter event. If two or more detectors
have energy deposited that exceeds the energy threshold,
the trigger is classified as a multiple-scatter and will be
rejected by the analysis-level event selection.
Further steps are required to convert numbers of events

from SuperSim into a rate (R) of expected background
events for each energy range of interest as illustrated by
Eq. (1):

R

�
counts

kg · keV · yr

�
¼ C

�
counts
primary

�
×

1

MΔE½kg · keV�

× Rd

�
decays
year

�
× Fp

�
primaries
decay

�
: ð1Þ

Here C is the number of events passing a set of selection
criteria for a given number of input primaries. The second
term of this equation normalizes the rate to units of kg · keV
for each target mass and energy range of interest. The third
term, Rd, is the number of decays per year for the given
background source. The final term is Fp, which encodes the
number of primaries per decay and is typically unity.
For contaminant sources, Rd is the volume mass times

the contamination rate. The expression for Rd for cosmo-
genic sources is shown in Eq. (2) below:
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¼ mc · ract ·

�
1 − exp

�
−
tact
τ

��

×

�
exp

�
−
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τ

�
− exp

�
−
tcool þ trun

τ

��
×

τ

trun
: ð2Þ

The situation is more complicated for cosmogenic
sources because there is an exposure period (tact), a
cooldown period before acquisition of science data begins
(tcool), and the subsequent decay of the contaminant over
the course of actual running (trun).
Figure 4 shows the single-scatter spectra, separated into

component backgrounds, expected in the Si and Ge
detectors. Table V provides further details on the relative
contributions of different sources to the gamma-ray and
neutron backgrounds over the energy ranges of interest:

3 eV–2 keV for the HV detectors and 1–50 keV for the
iZIP detectors.

V. DETECTOR RESPONSE

We use an analytic framework to model the detector
response and calculate sensitivity projections. This frame-
work takes as input the background spectra in Fig. 4
obtained from the Monte Carlo simulation described in
Sec. IV, properties of the specific detectors considered,
such as sensor resolution and bias voltage, and the exposure
of the experiment to determine the response of the detectors
to both the background and a hypothetical dark matter
signal. The detector model also takes into account the
position-dependent differences in response for both elec-
tron and nuclear recoils to calculate the energy-dependent
efficiency for various cuts. The expected background after
application of analysis cuts is then obtained. This is used in
conjunction with the expected experiment exposure to
determine the projected sensitivity. This procedure is
performed separately for the Si and Ge varieties of the
HV and iZIP detectors.

A. Ionization and phonon signals

To model the ionization and phonon production of an
event in the detector, we consider two classes of events: ER
and NR. For the same recoil energy ER deposited in the
crystal, ERs generate a larger amount of ionization than
NRs. The ratio of the ionization produced by NRs to that of
ERs is called the ionization yield. The amount of ionization
produced in an event is given by yER=ϵ, where y is the
ionization yield and ϵ is the average energy required to
create an electron-hole pair (taken to be 3.0 eV in Ge and
3.82 eV in Si). The model treats the ionization as a
continuous variable, with no statistical fluctuations in the
amount of produced ionization. For iZIPs, the measured
ionization signal is normalized to

EQ ¼ ηyER; ð3Þ

where η is a position-dependent correction factor that
accounts for lower measured ionization signals from events
near the faces and sidewalls of the detector (cf. Table VI).
The total phonon signal from an event, EPT , is given by

EPT ¼ ER þ ELuke ¼ ER þ η
yER

ϵ
eΔV; ð4Þ

where the first term is the recoil energy, and the second
term is the additional phonon signal generated through
the Luke-Neganov effect (ELuke), with yER=ϵ being the
amount of ionization produced, eΔV the work done to
move one charge through the crystal, and η the same
position-dependent efficiency factor described in Eq. (3).
For iZIPs, ELuke is on the order of ER, but in the HV
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detectors, where ΔV is large, the Luke term can dominate
the phonon signal.

1. Ionization yield in Ge

For Ge, we use an ionization yield as a function of recoil
energy based on Lindhard theory [37] down to a selected
energy cutoff, Ey0 , and assume it to be zero below that
point. Experimental measurements in Ge are consistent
with Lindhard theory down to at least a recoil energy of
254 eV [38–40]. We choose the cutoff Ey0 to be at 40 eV,
roughly a factor of 2–3 times higher than the minimum
energy required for dislocating a Ge atom from its lattice
site [41].

2. Ionization yield in Si

For Si, we construct a yield function from a theoretical
model and measured data. Above 15 keV nuclear recoil
energy, Lindhard theory is used and is consistent with
experimental measurements in Si [42–44]. Between 0.675

and 15 keV, an empirical fit to data recently published by
the DAMIC experiment [45,46] is used. Below 0.675 keV,
a power law that matches the amplitude and slope of the
DAMIC measurement at 0.675 keVand decreases to zero at
a selected energy cutoff Ey0 , also set to 40 eV [41], is used.
The yield function in Si is shown for the full energy range
in Fig. 5.

3. Position-dependent ionization

In addition to the yield, which is solely a function of
energy and recoil type, a correction factor η is applied to
take into account incomplete signal collection for events
near (and on) the detector faces and cylindrical sidewalls.
These correction factors are based on data obtained
from the SuperCDMS Soudan experiment and test facility
measurements with HVand iZIP detectors. The values of η
and the corresponding detector-volume fractions for events
in the bulk and near the surfaces for ER and NR events in
Ge and Si are presented in Tables VI and VII; Table VI also
lists the values of η for events on the detector surfaces.

B. Background response and cuts

The background components detailed in Sec. III and
Fig. 4 are classified as ER or NR. Using Eqs. (3) and (4),
the spectral response for each background component is
obtained, assigning the specific η correction factor and
ionization yield as needed for the event type, location,
energy, and detector material. The resulting phonon signals
for the HV and iZIP detectors are shown in the left-hand
spectra in Figs. 6 and 7, respectively. Note that the energy is
given in nuclear recoil equivalent energy (keVnr). In the

FIG. 4. Raw background spectra of single-scatter interactions in a Si (left) and Ge (right) detector obtained from the Monte Carlo
simulation. The spectra are broken down into components and shown as functions of recoil energy (ER or NR depending on the
interaction). 3H (pink) and 32Si (purple) are the largest individual contributors to the backgrounds in the Ge and Si detectors,
respectively. The remaining components are Compton scatters from gamma rays (red), surface betas (green), surface 206Pb recoils
(orange), neutrons (blue) and coherent elastic neutrino-nucleus scattering (cyan). Note that the neutron spectrum (blue) has some
spurious structure from the limited simulation statistics in the cavern component of the neutron background (cf. Table V).

TABLE VI. Fraction of ionization collected by events of given
locations and types.

Event Location and Type Ge Si

Bulk Events 1.0 1.0
Events near the top/bottom faces 1.0 1.0
Events near the cylindrical sidewalls 0.75 0.90
ERs on the top/bottom faces 0.70 0.65
ERs on the cylindrical sidewalls 0.525 0.585
206Pb recoils on the top/bottom faces 0.65 0.65
206Pb recoils on the cylindrical sidewalls 0.488 0.585
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HV detectors, ER and NR events are not differentiated.
Consequently, the HV-detector analysis is performed
assuming all events are nuclear recoils, using Eq. (4) to
determine the equivalent ER given a measured EPT .
For each detector type, the signal region is specified by a

series of data cuts, which are applied to the left-hand
spectra in Figs. 6 and 7. The resulting signal-region
background expectations are shown in the right-hand
spectra in Figs. 6 and 7. The cuts are intended to define
a fiducial volume and are energy dependent. Additionally,
there is a 5% reduction in the overall exposure based on
experience from SuperCDMS Soudan energy- and
position-independent data-quality cuts. The data-quality
cuts are intended to remove periods of operation with
excessive electrical noise or large cryogenic system temper-
ature fluctuations. For the fiducial volume cuts, the
response of nuclear recoils in the detector bulk to a
discriminant metric is modeled as having an energy-
dependent mean and standard deviation, allowing the
definition of an energy-dependent 2σ signal acceptance
band (i.e., for nuclear recoils in the bulk). The response of
each background type (e.g., ERs in the bulk and near/on

surfaces) to the discriminant is modeled, and an energy-
dependent passing efficiency is determined for each based
on the separation of the metric between bulk nuclear recoils
and the specific background.

1. HV detector cuts

For the HV detectors, only a single cut is considered in
addition to the data-quality cuts. It is a phonon-based radial
fiducial-volume cut intended to remove background events
(with reduced Luke amplification) from the outer cylin-
drical walls of the detectors (as demonstrated in Ref. [4]).

2. iZIP detector cuts

For iZIP detectors, which make use of the ionization
signal, the fiducial volume is defined by phonon- and
ionization-based depth (or z position) and radial cuts.
Additionally, an ionization yield cut that uses both the
ionization and phonon information, and has excellent
discrimination power for rejecting ER backgrounds in
the bulk, is applied. As illustrated in Fig 7, the bulk ER
backgrounds above 2 keV are reduced by a factor of ∼106;
it is expected that there will be zero ER events, in that
energy range, over the full exposure of the experiment.
Below 2 keV, the yield-based discrimination begins to
degrade. The energy range from 2 keV down to the analysis
threshold, however, remains useful for the lowest-mass
dark matter searches despite the nonzero background
expectation.

3. Applying the analysis cuts

To model the effect of applying the analysis cuts to the
data, each background spectrum is multiplied with the
appropriate energy-dependent cut-passing efficiency.
The right-hand panels in Figs. 6 and 7 illustrate the
resulting background spectra after application of the cuts.
It can be seen that certain populations, e.g., the 206Pb recoils
(orange), are significantly suppressed because they are
exclusively located at the surfaces. For the iZIPs (Fig. 7),
the combination of fiducial-volume and yield cuts rejects
enough of the surface and ER backgrounds that the
coherent elastic neutrino-nucleus scattering (CEνNS) sig-
nal dominates at some energies.
The cuts are also used to determine a signal acceptance

efficiency, which is mildly energy dependent and is near
85% for the HV detectors and 75% for the iZIP detectors,
as can be inferred by comparing the CEνNS (cyan) and
neutron (blue) spectra before and after cuts.

C. Analysis thresholds

The nuclear recoil energy range used in this analysis for
determining the experimental sensitivity extends from a
lower analysis threshold energy up to 25(120) keV for HV
(iZIP) detectors. The upper limit of the energy range is
based on the recoil spectra of the particle masses for which

FIG. 5. Ionization yield in Si. The energy range and yield
behavior of the numbered regions are: (I) 0 < Enr < Ey0
(0.04 keV), no ionization production; (II) 0.04 < Enr <
0.675 keV, ionization yield described by power-law function;
(III) 0.675 < Enr < 15 keV, ionization yield described by an
empirical fit to DAMIC data [45,46]; and (IV) Enr > 15 keV,
ionization yield described by Lindhard theory.

TABLE VII. Fraction of a detector’s volume for which ER/NR
events are identified as interacting in a given volume type.

Volume Fraction

ER NR

Volume Type Ge Si Ge & Si

Bulk Events 0.50 0.675 0.85
Events near the top/bottom faces 0.056 0.075 0.05
Events near the cylindrical sidewalls 0.444 0.25 0.10
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the HV(iZIP) detectors are best suited. The lower analysis
threshold is determined based on a combination of two
criteria:

(i) The phonon sensor energy resolution: σPh.
(ii) The Luke-Neganov phonon energy created by a

single electron-hole pair moving across the full
potential difference in the detector: eΔV.

In the total phonon energy scale, an energy threshold of
7σPh is used to keep the number of noise events to a
negligible value. Similarly, an energy threshold of eΔV is
used to suppress events due to nonradiogenic backgrounds,
such as infrared photons incident on the detectors or dark

current through the biased detectors. Such events (collec-
tively referred to as leakage current) can mimic low-energy
nuclear recoils due to the Luke-Neganov phonons produced
by the motion of ionized excitations traversing the detector.
If the leakage current is found to exceed the nominal value
of 10−21 A, the analysis threshold can be raised to multiples
of eΔV to suppress the contribution from multiple exci-
tation coincidences.
The larger of the 7σPh and eΔV quantities for each

detector is chosen as the analysis threshold in the “total
phonon” energy scale and is converted to its nuclear recoil
equivalent using the appropriate yield function for the

FIG. 6. Background spectra, before (left) and after (right) analysis cuts in Si (top) and Ge (bottom) HV detectors, shown as a function
of nuclear recoil energy (keVnr). Thick black lines represent the total background rates. Electron recoils from Compton gamma rays, 3H,
and 32Si are grouped together (red). The Ge activation lines (grey) are shown convolved with a 10 eV rms resolution. The remaining
components are surface betas (green), surface 206Pb recoils (orange), neutrons (blue), and CEνNS (cyan). The large number of apparent
Ge activation lines in the before cuts (left) spectrum is due to the discrete variation in the detector’s ionization response as a function of
position (η) in the simplified detector response model used in this analysis; namely a given recoil energy can be reconstructed to multiple
nuclear recoil energy values, according to the discrete parametrization in Table VI. After application of the radial fiducial-volume cut,
the number of apparent lines is reduced because only the detector region with η ¼ 1 remains (minimizing the shortcomings of the
simplified model). The value of η for an actual detector is expected to be continuous, resulting in a less pronounced and more smeared
out reconstruction of the activation peaks in the pre-cut spectrum compared to the model used here.
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detector material. Table VIII lists the projected analysis
thresholds used for the HVand iZIP Si/Ge detectors. These
values are based on our current understanding of prototype
detectors. We will adjust bias voltages and analysis

thresholds during commissioning of the experiment in
order to maximize sensitivity.

VI. CALCULATING THE EXPERIMENTAL
SENSITIVITY

The expected sensitivity curves for the total experimental
exposure are calculated from the post-cut background
spectra and analysis thresholds. First, a simulated set of
events is drawn randomly from the background spectrum,
with the total number of events given by the experimental
exposure and the background normalization. The expected
spectrum for a given dark matter particle mass is deter-
mined, assuming spin-independent interactions and the
standard halo model [4,47], and the post-cut efficiency is
applied to it. An optimum interval calculation is then
performed using the background events and dark matter
spectrum to determine a 90% C.L. exclusion cross section
[48,49]. The process is repeated over the mass range of

FIG. 7. Background spectra, before (left) and after (right) analysis cuts in Si (top) and Ge (bottom) iZIP detectors, shown as a function
of nuclear recoil energy (keVnr) to allow direct comparison of the various backgrounds to the natural dark matter interaction energy
scale. Thick black lines represent the total background rates. Electron recoils from Compton gamma rays, 3H and 32Si are grouped
together (red). The Ge activation lines (grey) are shown convolved with a 10 eV rms resolution. The remaining components are surface
betas (green), surface 206Pb recoils (orange), neutrons (blue) and CEνNS (cyan).

TABLE VIII. Summary of the energy values used in determin-
ing the analysis thresholds in the HV and iZIP Si and Ge
detectors. The projected analysis threshold in the “total phonon”
energy scale (EPh) is the maximum of the first two columns (7σPh
and eΔV). EPh is then converted into a nuclear recoil energy scale
value (Enr) by inverting Eq. (4).

7σPh eΔV Analysis threshold (eV)

Detector (eV) (eV) EPh Enr

Si HV 35 100 100 78
Ge HV 70 100 100 40
Si iZIP 175 8 175 166
Ge iZIP 350 6 350 272
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interest to obtain an exclusion curve based on the single
background pseudoexperiment. Exclusion curves for a
large number of such pseudoexperiments are calculated,
and the median 90% C.L. exclusion cross section at each
mass is chosen as the cross-section sensitivity. The result-
ing exclusion sensitivity reach in WIMP-nucleon cross-
section/WIMP mass parameter space is presented in Fig. 8.
Because the optimum interval method sets the limit

based on a single energy interval, it can result in kinks in
the limit curve at a particle mass at which the optimum
transitions from one interval to another. In particular, the
kink in the Si iZIP sensitivity curve in Fig. 8 near a mass of
2 GeV=c2 is due to the transition from a background-free
interval above 2 keV to a background-limited interval.
The optimum interval method is a conservative approach

for calculating a sensitivity limit since it does not imple-
ment background subtraction. With this type of analysis,
the HV detectors will approach these sensitivities within
two years of operation. Due to their background discrimi-
nation capabilities, the iZIP detectors can run for more than
five years without reaching background limitations, thus
achieving better sensitivity at higher masses.

As the design progresses, and background expectations
are better understood, we will update the sensitivities based
on likelihood analyses incorporating background subtrac-
tion, which allow the sensitivity to improve over the
lifetime of the experiment. Background subtraction benefits
from independent knowledge of the background levels
determined through material assay of components and use
of the complementarity of the HV and iZIP detectors’
response to ER and NR events.
Furthermore, in this paper we have assumed a con-

tinuous ionization model. In the future we will incorpo-
rate charge quantization into the sensitivity analysis,
which in conjunction with the excellent detector phonon
resolution should allow ER/NR discrimination in the
HV detectors, leading to a significant improvement in
sensitivity.

VII. DEPENDENCE OF SENSITIVITY
ON INPUT PARAMETERS

In this section, we show the dependence of the exper-
imental sensitivity on some of the less constrained assump-
tions. We studied variations in cosmogenic background
rates and also in ionization yield modeling. Only the HV
studies are presented because the iZIP sensitivity curves
were found to be largely insensitive to changes in back-
ground and ionization yield modeling for WIMP masses
above ∼2 GeV=c2. The iZIP’s insensitivity to the varied
inputs is due to a combination of the excellent ER/NR
discrimination, that result in a sensitivity that is exposure
limited in this mass range, and the low applied bias voltages
that minimize the contribution of Luke-Neganov phonons
to the nuclear recoil signal.

A. Parametric background variations

The effect of varying the background assumptions is
shown in Fig. 9, where the black curves are the nominal
SuperCDMS SNOLAB sensitivities presented in Fig. 8.
For the Ge and Si HV detectors, we vary the 3H background
by increasing the sea-level cosmogenic exposure period
from the nominal value of 60 days to 180 days. This results
in an increase of ∼3 times in the 3H rate. We also consider
the limiting case of no 3H background. These values were
chosen to represent the extremes of the possible 3H
contamination. Tritium is a dominant background for
Ge HV detectors in the nominal scenario, and thus the
sensitivity at higher WIMP masses is affected by the
increase in 3H background. The zero-tritium sensitivity
curve is limited by the next-highest background, predomi-
nantly the Compton ERs from contamination of the
material surrounding the detectors as described in
Sec. III A. The effect of varying 3H in Si is small because
it is a subdominant background to 32Si.
For the Si HV detectors, we vary the dominant 32Si

background level from a factor of 10 higher than nominal to

FIG. 8. Projected exclusion sensitivity for the SuperCDMS
SNOLAB direct detection dark matter experiment. The vertical
axis is the spin-independent WIMP-nucleon cross section under
standard halo assumptions [47], and the horizontal axis is the
WIMP mass, where WIMP is used to mean any low-mass particle
dark matter candidate. The blue dashed curves represent the
expected sensitivities for the Si HVand iZIP detectors and the red
dashed curves the expected sensitivities of the Ge HV and iZIP
detectors. These sensitivity limits are determined using the
optimum interval method [48,49], which does not incorporate
any knowledge of the specific disposition and source of back-
ground events observed during the experimental operation. The
solid lines are the current experimental exclusion limits in the
low-mass region, from the CRESST-II [50], SuperCDMS [4,5]
and LUX [51] experiments. The dotted orange line is the dark
matter discovery limit from Ref. [52], which represents the cross
section at which the interaction rate from dark matter particles
becomes comparable to the solar neutrino coherent elastic
scattering rate.
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zero, to take into account potential variations in the 32Si
content within the raw Si source material. We also show a
scenario with no 3H or 32Si, which is limited by the next-
highest background, predominantly the Compton ERs from
contamination in the material surrounding the detectors as
described in Sec. III A.

B. Ionization yield studies

SuperCDMS SNOLAB detectors aim to be sensitive to
nuclear recoils as low as tens of eV, energies for which no
ionization yield experimental data is currently available.
Given the lack of experimental measurements of the
nuclear recoil ionization yield below 254 eV in Ge and
675 eV in Si, or a theoretical extension to Lindhard theory
capable of explaining the observed ionization yield in Si
below 15 keV, the SuperCDMS Collaboration is planning
to perform a precision measurement of the ionization yield
down to recoil energies 50 eV as part of the calibration
and commissioning activities leading up to the SNOLAB
experiment. In calculating the experimental sensitivity we
made assumptions about the functional form of the nuclear
recoil ionization yield below existing data (cf. Secs. VA 2
and VA 1). The effect of the uncertainty in the ionization
yield response is presented in Fig. 10, where the black
curves are the nominal SuperCDMS SNOLAB sensitivities
presented in Fig. 8.
A limiting case of the dependence of the sensitivity on

the ionization yield is obtained by operating the HV
detectors at a 0 V bias (cf. orange dashed line in
Fig. 10). In this mode, no Luke-Neganov phonons are
produced by the drifting of ionized excitations and con-
sequently the total phonon energy is independent of the
details of ionization yield. As described in Sec. II, the large

Luke-Neganov phonon signal from ERs, due to the large
voltage bias across the HV detector, serves to “stretch” the
ER background spectrum with respect to a NR spectrum.
Operating the HV detectors with zero (or small) voltage
bias abandons this advantage, resulting in a minimum
cross-section sensitivity that is slightly higher than the
nominal curves for both Si and Ge detectors.
Because the detectors have excellent phonon resolution,

they remain sensitive to the phonon-only energy of low-
mass dark matter recoils. In the case of Si, the sensitivity to
dark matter masses less than ∼0.6 GeV=c2, is enhanced.
This is a consequence of how the analysis threshold is
determined from the detector operation conditions. As
shown in Table VIII, the analysis threshold for the nominal
100 V bias mode is determined by the requirement to
eliminate leakage current, resulting in a threshold given by
Eph ¼ eΔV ¼ 100 eV. This corresponds to a nuclear
recoil energy of 78 eV. For the 0 V bias mode, the eΔV
term vanishes (as do any events associated with
leakage current), resulting in a threshold given by
Eph ¼ 7σph ¼ 35 eV. This corresponds to a nuclear recoil
energy of 35 eV since there is no Luke-Neganov phonon
production at 0 V bias. The gained sensitivity to nuclear
recoils between 35 and 78 eV leads to the improved low-
mass performance. Figure 10 also presents the expected
sensitivity of the Si HV detectors based on the standard
Lindhard ionization yield model with an energy cutoff of
Ey0 ¼ 40 eV, intended as a limiting case of a favorable
ionization response, where the benefit of Luke-Neganov
amplification for suppressing ER events is exploited. This
calculation achieves a better sensitivity compared to both
the nominal and 0 V bias modes for Si.

FIG. 9. Si (left) and Ge (right) HV detector sensitivities for different background assumptions. The black dashed lines are the
sensitivities for the nominal assumptions (same as Fig. 8). The green dashed lines correspond to varying the 3H contamination from zero
(lower curve) to 3 times the nominal exposure (upper curve) while keeping all other backgrounds at their nominal values. For Si, the blue
dashed lines correspond to varying the 32Si contamination from zero (lower curve) to 10 times the nominal value (upper curve), while
keeping the 3H at its nominal value. The purple dashed line is the expected sensitivity if both the 3H and 32Si contamination levels are
zero. The solid lines are the same experimental sensitivities presented in Fig. 8.
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For the Ge detectors, the analysis thresholds are set at 40
and 70 eV, for the 100 and 0 V bias modes respectively,
leading to a 0 V sensitivity curve that is worse than the
nominal one for all masses. Unlike the case of the Si
detectors, the analysis threshold for the Ge detectors is
higher for the 0 V bias mode as a consequence of the more
favorable yield model and a worse phonon resolution than
for Si.
In summary, the 0 V and Lindhard sensitivity curves

represent two extreme cases for the nuclear recoil ioniza-
tion yield. The comparison of 0 and 100 V performance
highlights the important roles of Luke-Neganov phonon
amplification as a means to suppress ER backgrounds and
to enhance sensitivity to low-energy nuclear recoils in
certain cases. Most importantly, this study demonstrates
that the phonon sensitivity for SuperCDMS SNOLAB HV
detectors, even without the benefit of Luke-Neganov
amplification, is sufficient to detect nuclear recoils from
sub-GeV dark matter.

VIII. CONCLUSION

In this paper, we have detailed the calculation of the
sensitivity to low-mass dark matter particles for the
SuperCDMS SNOLAB experiment and provided a snap-
shot of the initial design sensitivity [53]. We have also
provided a set of studies that vary several key input
parameters over a wide range to motivate understanding
for how the sensitivity depends on the detector response

and background assumptions. We have shown that there is
considerable flexibility provided by the mix of detector
types, and how they are operated, which will provide a
robust path to detection of the lowest mass dark matter
particles. The dependence of the sensitivities on back-
grounds was presented conservatively, with no attempt at
background subtraction. As the design progresses, and
backgrounds are modeled better, we will update the
sensitivities and present likelihood analyses that incorpo-
rate background subtraction, to give a more accurate
projection for the initial reach for SuperCDMS
SNOLAB. The ultimate goal of the experiment, to reach
the solar neutrino floor, will be enabled by R&D on
improved detectors with lower energy thresholds and
backgrounds.
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the sensitivities for the nominal assumptions (same as Fig. 8). The orange dashed curves correspond to operating the detectors with zero
voltage bias. For Si, the gray dashed curve shows the sensitivity using the standard Lindhard ionization yield model with an energy
cutoff of Ey0 ¼ 40 eV. Solid lines are the same experimental sensitivities presented in Fig. 8.
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