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We present constraints on the annihilation cross section of weakly interacting massive particles dark
matter based on the joint statistical analysis of four dwarf galaxies with VERITAS. These results are

*a.geringer‑sameth@imperial.ac.uk
†koushiappas@brown.edu
‡bzitzer@physics.mcgill.ca

PHYSICAL REVIEW D 95, 082001 (2017)

2470-0010=2017=95(8)=082001(14) 082001-1 © 2017 American Physical Society



derived from an optimized photon weighting statistical technique that improves on standard imaging
atmospheric Cherenkov telescope (IACT) analyses by utilizing the spectral and spatial properties of
individual photon events. We report on the results of ∼230 hours of observations of five dwarf galaxies and
the joint statistical analysis of four of the dwarf galaxies. We find no evidence of gamma-ray emission from
any individual dwarf nor in the joint analysis. The derived upper limit on the dark matter annihilation cross
section from the joint analysis is 1.35 × 10−23 cm3 s−1 at 1 TeV for the bottom quark (bb̄) final state,
2.85 × 10−24 cm3 s−1 at 1 TeV for the tau lepton (τþτ−) final state and 1.32 × 10−25 cm3 s−1 at 1 TeV for
the gauge boson (γγ) final state.

DOI: 10.1103/PhysRevD.95.082001

I. INTRODUCTION

The search for standard model particles resulting from
the annihilation of dark matter particles provides an
important complement to the efforts of direct searches
for dark matter interactions and searches for dark matter
production at particle accelerators. Among the theoretical
candidates for the dark matter particle above a few GeV,
weakly interacting massive particles (WIMPs) are well
motivated [1,2] as they naturally provide the measured
present day cold dark matter density [3–7]. In such models,
the WIMPs either decay or annihilate into standard model
particles that produce monoenergetic gamma-ray lines and/
or a continuum of gamma rays with energies up to the dark
matter particle mass.
Attractive targets for indirect dark matter searches are

nearby massive objects with high inferred dark matter
content and that are not expected to be sources of very-
high-energy gamma rays. Dwarf spheroidal galaxies
(dSphs) are relatively close (∼20 to 200 kpc) to Earth
and lack conventional astrophysical high-energy sources of
gamma rays [8]. Five dwarf galaxies have been observed
with the Very Energetic Radiation Imaging Telescope
Array System (VERITAS) between 2007 and 2013, for a
total of 230 hours of high quality data.
In this paper we perform a joint statistical analysis of

dwarf galaxies observed with VERITAS. We find no
evidence of dark matter annihilation in any of the dwarf
galaxies individually observed with VERITAS or in a joint
analysis of four of the dwarfs. We place upper limits on the
emitted flux and derive upper limits on the annihilation
cross section.

II. OBSERVATIONS

VERITAS is an array of four imaging atmospheric
Cherenkov telescopes (IACTs), each 12 m in diameter,
located at the Fred Lawrence Whipple Observatory in
southern Arizona, USA (31.68° N, 110.95° W, 1.3 km
above sea level). Each VERITAS camera contains 499 pix-
els (0.15° diameter) and has a field of view of 3.5°.
VERITAS began full array operations in the spring of
2007. The instrument has gone through a number of
upgrades since then to improve performance. In the

summer of 2009, the first telescope (“T1”) was moved
to its current location in the array to provide a more uniform
distance between telescopes, improving the sensitivity of
the system [9]. The telescope-level trigger was replaced
with a faster system in the fall of 2011 [10], allowing for
greater night-sky background (NSB) reduction during all
operating modes of the experiment. The VERITAS camera
pixels were replaced in summer 2012 with higher quantum
efficiency photomultiplier tubes (PMTs), allowing for a
lowered energy threshold [11]. VERITAS is sensitive to
gamma rays from approximately 85 GeV (after camera
upgrade) to greater than 30 TeV with a typical energy
resolution of 15%–25% and an angular resolution (68%
containment) of <0.1 degrees per event. The flux sensi-
tivity of the standard analysis is such that a source with a
flux of order of 1% of the Crab Nebula flux can be detected
in approximately 25 hours of observation. The looser event
selection criteria (commonly referred to as “cuts”) used in
this work described later in this section resulted in a slightly
larger energy resolution (25%–30% at 1 TeV) and angular
resolution (∼0.12° at 1 TeV).
From the beginning of four-telescope operations in 2007

to the summer of 2013, five dwarf galaxies in the northern
hemisphere have been observed by VERITAS: Segue 1,
Ursa Minor, Draco, Boötes and Willman 1. Quality data for
this analysis requires moonless and clear atmospheric
(based on infrared temperature measurements) conditions
and operation of all four telescopes. Dwarf galaxy data used
in this work were taken during three different epochs of
VERITAS operations: data taken before the move of T1,
data taken after the T1 move, and data taken after the
camera upgrade. In all three epochs, data were obtained
with the wobble pointing strategy, where the camera center
is offset by 0.5 degrees from the target position [12]. The
wobble mode allows for simultaneous background estima-
tion and source observation, reducing the systematic
uncertainties in the background estimation as opposed to
using separate pointings for background estimation.
The data reduction mostly follows the standard tech-

niques employed by VERITAS [13], with the notable
exceptions being the methodology of the cosmic-ray back-
ground estimate, the adopted statistical approach based on
individual photon weighting, and the method of image
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characterization for shower reconstruction. Images
recorded by the VERITAS cameras are calibrated by the
photomultiplier tube (PMT) gains. Traditionally the show-
ers are characterized by their second moments [14]. In this
work each Cherenkov shower image is fit with a two-
dimensional elliptical Gaussian function to get the param-
eter characterization of the shower [15]. This fitting method
for Cherenkov images is advantageous because the two-
dimensional elliptical Gaussian fit allows for better point-
spread function (PSF) characterization at high energies, and
is less biased to images that are truncated at the edge of the
camera or by dead pixels or suppressed pixels due to bright
stars. This method of fitting has also been shown to reduce
the time for a weak point source to reach 5σ by 20% [15].
The stereo reconstruction of the event’s arrival direction
and energy is accomplished by combining parameters from
multiple telescopes [16]. The hadronic cosmic-ray back-
ground is reduced by applying mean scaled width and mean
scaled length cuts [16]. The cuts were optimized a priori
using data from known weak and soft-spectral very-high-
energy sources. These “soft” cuts were selected to give the
lowest possible energy threshold, which increases sensi-
tivity to dark matter searches by allowing more low energy
events to be used for the analysis. An additional cut is
applied on the angle between the target position and the
reconstructed arrival position, θ < 0.17 degrees, thus
defining the signal search region or “ON region”.
Many IACT analyses select background events from one

or more OFF regions in the camera field of view [17]. Two
methods for forming an OFF region are commonly used. In
the reflected region method (also called a wobble analysis),
the source is offset from the telescope tracking position,
and OFF regions consist of regions with the same size as
the ON region with the same offset. In the ring background
method the OFF region is an annulus surrounding the ON
region.
This analysis requires a larger sample of the measured

background and to determine its energy spectrum, therefore
a third method is introduced. We name this new method the
“crescent” background method (CBM) [18]. This method
was previously described in Berge et al. [17] but this is the
first time it has been applied to IACT data. Background
events are selected from an annulus similar to the ring
background. However, the annulus is centered on the
tracking position as opposed to the source position (see
Fig. 1). This gives roughly a factor of two more background
events than from standard reflected regions (depending on
the field of view of the array pointing). The ring back-
ground method typically used is not suitable for this
analysis, due to the energy dependence in IACT accep-
tances. Those acceptances are symmetrical around the
tracking position to first order [17]. By selecting events
only from a region at approximately the same angular
distance from the tracking position, we reduce the energy
dependence of the background scaling factor, α.

Visible starlight may bias the background estimate and is
removed by defining circular background exclusion regions
centered around stars with apparent magnitudes ofmB < 8.
The size of the exclusion region used varies with the
brightness of the star; for example an exclusion region of
0.4 degrees is set around the 3.5-apparent magnitude star η
Leonis in the field of Segue 1. The central region of radius
0.3 degrees around each dwarf is also excluded.
The scaling factor of each background event, α, used to

calculate the gamma-ray excess and significance [19] is
determined by the ratio of the integral of the cosmic-ray
acceptance within the ON region to the integral of the
acceptance within the crescent-shaped OFF region. To
better account for background systematics associated with
deep exposures, an acceptance function was derived using
the zenith angle of observation as well as the angular
distance from the tracking direction. The procedure is
similar to the one described in the appendix of Rowell
[20] and is described in more detail in [21]. An acceptance
gradient in the VERITAS cameras was determined by
utilizing a smoothed map of the ratio of counts using the
total data set for each dSph in each skymap bin to the
azimuthally-symmetric acceptance in that map bin, a
parameter we refer to as flatness. If the radial-only
acceptance adequately describes the cosmic-ray back-
ground, then the flatness map should be uniform within
statistical errors across the field of view, i.e., it should not
correlate with zenith angle or any other external parameters.
A second map was produced with the mean difference
of the zenith angle of the reconstructed photon direction
from the zenith angle of the array tracking direction at
the time the event was recorded. We will refer to this as the
mean zenith map for simplicity. A scatter plot of the

FIG. 1. Illustration of the background method that is used for
the photon weighting analysis in the dark matter search. The ON
region is shaded in light blue, while the OFF region is shaded in
red. Note that this figure is not drawn to scale. The standard offset
from the center of the ON region to the tracking position is 0.5°.
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contents of each bin for the mean zenith map and the flatness
map was made, showing a strong correlation for each field of
view. That correlation was fit with a fourth-degree poly-
nomial which was used to reweight each bin in the spatial
acceptance map and recalculate α. The difference between α
with and without the zenith correction is ≲1%.

III. DARK MATTER DISTRIBUTION
WITHIN THE DWARFS

The strength of the predicted gamma-ray signal is
proportional to the dark matter distribution within dwarf
galaxies. In general, this is characterized by the J-profile,
defined as

dJðn̂Þ
dΩ

¼
Z

ρ2ðln̂Þdl; ð1Þ

where l is the line-of-sight distance along the n̂ direction,
dΩ is the solid angle, and ρ is the mass density profile of the
dwarf galaxy.
The distribution of dark matter in dwarf galaxies is

obtained using line-of-sight velocity and position measure-
ments of stars that are gravitationally bound within the
dwarf galaxy potential well [22,23]. Distributions of stellar
velocities and positions are functions of the gravitational
potential as described by the Jeans equation [24–29].
We adopt the observational constraints on J-profiles as

derived by Geringer-Sameth et al. [30]. The density profile
of each dwarf is modeled as a “generalized” NFW
(Navarro-Frenk-White) profile [31],

ρðrÞ ¼ ρs½r=rs�−γ½1þ ðr=rsÞα�ðγ−βÞ=α; ð2Þ

with five free parameters. A likelihood function relates the
five parameters (and a sixth nuisance parameter specifying
the stellar velocity anisotropy) to the observables through
the Jeans equation. The parameter space is explored, giving
rise to a chain of posterior sample halos.
This analysis generates many realizations of halos which

reasonably fit the stellar kinematic data. This produces a
systematic uncertainty for the dark matter search. When we
present the results of the search and limits on the annihi-
lation cross section we will separate this systematic
uncertainty from the statistical uncertainty induced by
our finite event statistics. This is done by repeating the
analysis separately for different realizations of halo param-
eters. The systematic uncertainty “band” that results from
this repetition should be thought of as reflecting our
imperfect knowledge of the dwarf density profiles. See
Sec. IX. C of [32] for details.
Use of the Jeans equation requires the assumption that

stellar tracers are in dynamical equilibrium and the analysis
of [30] further assumes spherical symmetry, Plummer light
profiles, and velocity anisotropy that is constant with
radius. These are approximations, and all real systems will

violate them at some level. Bonnivard et al. [33] have
studied the biases introduced by these effects. While the
statistical uncertainty due to finite kinematic sample sizes
dominates the errors in J for ultrafaint dwarfs (e.g. Segue 1,
Boötes 1, Willman 1), the assumption of spherical sym-
metry may cause a moderate bias (comparable to the
statistical error bar) for the classical dwarfs (e.g. Draco,
Ursa Minor). In the combined analysis, the uncertainties for
Segue 1 dominate the error budget and our results will be
insensitive to the other systematic effects mentioned above.
The stellar population of Willman 1 shows irregular

kinematics, which may be due to ongoing tidal disruption
of the satellite [34]. Regardless of the cause, the observa-
tions strongly suggest that Willman 1 is not in dynamical
equilibrium, violating a core assumption of the Jeans
equation. This object was excluded from the analysis of
Geringer-Sameth et al. [30], who considered the inferred
J-profile to be unreliable with no handle on the magnitude
of the error. In the present work, we therefore exclude
Willman 1 from results which require an estimate of its
J-profile.
Additionally, Bonnivard et al. [35] have pointed out the

possibility of contamination of the stellar samples used to
perform the Jeans analysis. Milky Way interlopers mistak-
enly included in the spectroscopic sample of dwarf member
stars will inflate the inferred velocity dispersion and may
bias J-profiles toward large expected annihilation signals.
In particular, there are indications that Segue 1 may suffer
from such contamination: the removal of several ambigu-
ous stars from Segue 1 sample can have drastic (i.e., orders
of magnitude) effects on J. Compared with classical
dwarfs, this issue will be most severe for ultrafaint dwarfs,
which have much smaller spectroscopic samples. While
several groups have begun extending the Jeans analysis
framework to encompass foreground contamination
[35–37], no uniform analysis of the dwarf population
has been performed, though several groups have begun
extending the analysis framework to encompass this effect
[36,37]. Notably, the issue of contamination has not been
observationally checked for any ultrafaint dwarfs apart
from Segue 1 and the recently discovered Reticulum II.
Ichikawa et al. [36], simulating future spectroscopic
observations, find that contamination may bias J high by
factors of ∼3 for the classical dwarfs Draco and Ursa
Minor. Therefore, we caution that the uncertainties in our
particle physics limits may be underestimated due to this
additional astrophysical systematic uncertainty.

IV. EVENT WEIGHTING

We employ a newly developed event weighting method
[32] to simultaneously analyze the data from all five dwarf
fields. This technique improves on standard IACT analyses
by utilizing the spectral and spatial properties of the
individual events. It also takes into account the expected
properties of the annihilation signal and the instrumental
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and astrophysical backgrounds, to perform an “optimal”
analysis (see [32] for further details and a theoretical
development of the technique).
Given the reconstructed events in an ON region we seek

an optimal way to extract a possible dark matter signal.
Each reconstructed event is assigned a weight based on
three parameters: the dwarf field ν it came from, its
reconstructed energy E, and its reconstructed angular
separation from the dwarf galaxy θ. The test statistic T
is defined as

T ¼
X
i

wi; ð3Þ

where the index i runs over all ON events from all dwarf
fields and wi ¼ wðνi; Ei; θiÞ is the weight of the ith event.
The weight function wðν; E; θÞ can be an arbitrary

function of the event properties. For example, a conventional
ON/OFF analysis (see, e.g. [38]) is recovered ifw ¼ 1 for all
events within the ON region of a particular dwarf andw ¼ 0
for all other events. In this case the test statistic is just the
number of observed events in the ON region.
The weight function can be designed to distinguish, as

efficiently as possible, the difference between background
and background plus a dark matter signal. An intuitive
solution is to weight different events according to how
likely they are to be due to dark matter compared to
background.
It has been shown [32] that when testing a simple null

hypothesis (background only) against a simple alternative
(signal plus background) the optimal form of the weight
function wðν; E; θÞ is

w ¼ log

�
1þ s

b

�
; ð4Þ

where sðν; E; θÞ is the expected number of signal events
with properties ðν; E; θÞ, and bðν; E; θÞ is the expected
number of background events due to all other processes
besides dark matter annihilation (e.g. hadronic air showers,
leptonic air showers and diffuse astrophysical gamma rays).
The test statistic derived from this weighting is optimal in
the sense that it maximizes the statistical power of the
hypothesis test; if a dark matter signal is hidden in the data
this test statistic is most likely to turn up a detection (see
[32] for details).
The functions sðν; E; θÞ and bðν; E; θÞ are differential

quantities, namely the expected number of events from
dwarf ν with energies between E and Eþ dE and angular
separations between θ and θ þ dθ. We use the events in the
OFF region of each dwarf to estimate the function b. The
energy spectrum of these background events is modeled
as a piecewise function. For energies below 1 TeV we
replace each event with a Gaussian of width 3% of the
measured energy, giving a kernel density estimate. This is a

requirement of the kernel estimator and is unrelated to the
VERITAS energy dispersion. Above 1 TeV we splice on a
power law with exponential cutoff. The form is fðEÞ ¼
f0ðE=E0Þγ exp½ðE − E0Þ=Ecut�, where E0 ¼ 1 TeV and f0
is the kernel density estimate of the spectrum at 1 TeV. The
choice of 3% of the measured energy as well as 1 TeV for
the energy cutoff are arbitrary and do not affect the
statistical significances of the search or the coverage of
the limits. The parameters γ and Ecut are obtained using the
unbinned maximum likelihood. We choose this smooth
fitting function to avoid noise in the kernel density
estimator due to the relatively low number of observed
events with high energies. The corrected solid angle ratios α
between OFF and ON regions are used to predict the
expected number of background events in the ON region
for each dwarf. The background is assumed to be isotropic
within the ON region so the θ dependence of bðν; E; θÞ is
proportional to sinðθÞdθ.
The expected signal sðν; E; θÞ is determined by con-

volving the dark matter annihilation flux with the
VERITAS instrument response. The gamma-ray flux from
annihilation, i.e., flux of photons from direction n̂ per
energy per solid angle, is given by

dFðE; n̂Þ
dEdΩ

¼ hσvi
8πM2

dNγðEÞ
dE

dJðn̂Þ
dΩ

; ð5Þ

where M is the dark matter particle mass, hσvi is the
velocity-averaged annihilation cross section, and dNγ=dE
is the spectrum of gamma rays from a single annihilation
event. This last spectrum is determined by the branching
ratios Bi into the various standard model final states:

dNγðEÞ
dE

¼
X
i

Bi
dNγ;iðEÞ

dE
; ð6Þ

where dNγ;i=dE is the number of gamma rays produced per
annihilation per gamma-ray energy by the products of
channel i. We adopt the annihilation spectra given in [39],
including electroweak corrections. For annihilation into a
two-photon final state we model the energy spectrum as a
Gaussian of width 10% of the dark matter mass and an
amplitude of two photons. This width is always less than
the VERITAS energy resolution.
The number of events reconstructed with energy E and

angular separation θ is given by the convolution

dNðE;n̂Þ
dEdΩ

¼
Z
Et

Z
Ωt

dEtdΩt
dFðEt;n̂tÞ
dEtdΩt

RðE;n̂jEt;n̂tÞ; ð7Þ

where the subscript t denotes true energies and directions
and the function R is the response of VERITAS. For clarity
we have omitted a subscript ν from the quantities in Eq. (7),
but the predicted dark matter flux and VERITAS response
depend on which dwarf is being considered.
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The response RðE; n̂jEt; n̂tÞdEdΩ is the probability (per
incident flux) that a gamma ray with true energy Et and
direction n̂t will be reconstructed with an energy in the
interval dE around E and in the solid angle dΩ around
direction n̂. It is the product (summed over VERITAS
observation runs) of the effective area Aeff , live time per
observation run τ, instrument PSF, and energy dispersionD:

RðE; n̂jEt; n̂tÞ ¼
X
runs

τAeffðEtÞPSFðn̂jEt; n̂tÞDðEjEtÞ: ð8Þ

These four factors are computed for each observation run.
Because the considered J-profiles and PSFs are azimuthally
symmetric in n̂ (i.e. dJ=dΩ only depends on the angle
between n̂ and the dwarf and the PSF only depends on the
angle between n̂ and n̂t), the expected number of events is
also azimuthally symmetric and depends only on θ, the angle
between the reconstructed direction n̂ and the direction of
the dwarf.
The VERITAS point spread function, PSFðθjEtÞ (prob-

ability per solid angle of detecting a photon of true energy
Et an angular distance θ away from its true direction) is
derived from gamma-ray simulations. The reason that
simulations were used instead of data from a bright source
(for example, the Crab Nebula) is that simulations provide
much larger statistics, and therefore better characterization
at all energies. The simulated PSF agrees well with Crab
Nebula data, to within ≲10% in the energy range where
VERITAS is most sensitive. The same quality and back-
ground rejection cuts are applied to the simulated events,
which are then binned in θ from 0° to 2° and in E in the
range from 0.01 TeV to 100 TeV, covering the entire
VERITAS energy range. At each energy, the binned
histogram is normalized over θ, forming the probability
distribution function, PSFðθjEtÞ. The VERITAS epoch, the
energy and the zenith angle are the only simulated
parameters that have an impact on the shape of the PSF
in this work, although others were investigated. Azimuthal
angle and background noise dependencies have a negligible
effect for this analysis. Examples of the energy dependence

are shown in the left panel of Fig. 2. The differences in the
curves are due to differences in zenith angle and the epochs
the dSphs were observed in.
The effective collection area, AeffðEtÞ is a function of the

true gamma-ray energy Et, and it depends on the zenith and
azimuth angles of observations, the amount of background
noise present, VERITAS configuration epoch, offset of the
source from the target position, and thegamma-ray cuts [40].
The right panel of Fig. 2 depicts the average effective area
curves of the observing conditions (zenith, azimuth, NSB
and epochs) for all dwarf galaxies included in this study.
The line spread function, or energy dispersion (DðEjEtÞ),

quantifies the energy resolution and bias of VERITAS. It is
constructed by generatingMonte Carlo gamma-ray showers
at a true energy and putting the simulated showers through a
simulated detector and the same reduction and cuts as the
data. The shower reconstruction algorithm of the data
analysis assigns the event a reconstructed energy E [40].
Simulated showers that survive the “soft” cuts described
above are put into a two dimensional histogram of recon-
structed and true energy. Each bin of Et is normalized to
unity to produce a probability density function.
Finally, the expected number of dark matter events from

a dwarf with reconstructed energy between E and Eþ dE
and separation between θ and θ þ dθ is simply

sðν; E; θÞ ¼ dNðν; E; θÞ
dEdΩ

dE2π sinðθÞdθ; ð9Þ

with dN=dEdΩ given by Eq. (7).
To conduct a search for annihilation or set limits on the

cross section we compute the probability distribution for
measuring the test statistic under various hypotheses. For
example, to conduct a search for dark matter annihilation,
the observed value of the test statistic Tobs is compared with
the probability distribution for T due to background
processes only PðTjbg-onlyÞ. The significance of the
detection is defined as the probability that T is less than
Tobs under the background-only hypothesis. It is convenient

FIG. 2. Mean point-spread function (left panel) and mean effective areas (right panel) vs. Monte Carlo (MC) energy for the observing
conditions of the five dwarf spheroidals in this work.
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to convert this probability into a “sigma value” using
percentiles of a standard Gaussian distribution.
Alternatively, to construct upper limits on the annihila-

tion cross section we compute the distribution for T given a
particular dark matter model, which includes specifying
values for the particle mass M, cross section hσvi, and the
branching fractions Bi [see Eqs. (5) and (6)].
The method for computing the probability distribution

for T under any dark matter hypothesis (i.e., hσvi ≠ 0), is
detailed in [32]. An abbreviated description follows. The
test statistic is the sum of two independent quantities Ts and
Tb: the sum of the weights of events due to dark matter
(signal) and all other sources (background). The weights of
individual signal events are statistically independent and
they are independent of the weights of background events.
Further, in this study we assume that background events are
all independent of each other.
Under these conditions, the variables Ts and Tb are

described by compound Poisson distributions: the sum of
independent random variables (the weights) where the
number of terms in the sum is a Poisson distributed
variable. All that is required to construct the distribution
is the expected number of events that will be detected with
each weight. This is found by discretizing the ðν; E; θÞ
space in a finite number of bins and computing the
expected number of events in each bin [Eq. (9)] and the
weight assigned to events in each bin [Eq. (4)]. Then a
histogram is formed over the weight variable.
For the background events we consider the same dis-

cretized ðν; E; θÞ space. The weight of events in each bin is
computed as above. The expected number of background
events in each bin is computed using the empirical energy
distribution of the OFF events and assuming the back-
ground events will be isotropic within the ON region.
Specifically, each OFF event from dwarf ν with recon-
structed energy in bin E contributes αdΩj=Ω expected
events to the ðν; E; θjÞ bin, where α is the ON/OFF ratio for
the run, dΩj is the solid angle of the jth θ-bin, and Ω is the
total solid angle of the ON region. This procedure is
equivalent to a background model where events are
sampled from OFF regions (with replacement) and dis-
tributed isotropically within the ON region; the probability
of selecting an OFF event is proportional to its α value.
The probability distribution for T is the convolution

of the probability distributions for Ts and Tb (since
T ¼ Ts þ Tb). The compound Poisson distributions and
the convolutions are efficiently calculated using standard
fast Fourier transform techniques.
In principle, the statistical power of the analysis can be

increased by having an event’s weight depend on the run in
which it was detected (in addition to its energy, angular
separation, and which dwarf field it was detected in). This
generalization would automatically and optimally “down-
grade” runs which had poor observing conditions (smaller
effective area, larger background flux).However, this requires

having accurate background models and response functions
on a run by runbasis and current data sets are not large enough
to allow this. In general, the search becomesmore sensitive as
the event weights are allowed to depend onmore observables.

V. RESULTS

A. Search for annihilation in individual dwarfs

The search for dark matter annihilation is performed by
measuring Tobs and comparing this with the probability

FIG. 3. Results of the individual search for dark matter
annihilation for three standard model final states. For each
dark matter mass (x-axis), the y-axis gives the significance of
detection, defined as the quantile of the probability distribution of
the background-only model. This probability is converted into a
“sigma value” using the inverse CDF of a standard Gaussian. The
gray band represents the range of �1σ.
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distribution for T due to background. A search in an
individual dwarf field is performed by setting the weights of
events from all other dwarfs to zero. The weight function
Eq. (4) requires a signal hypothesis sðν; E; θÞ which
depends on the dark matter parameters M, hσvi, and Bi.
We perform a search for dark matter of each mass and
annihilation channel (assuming Bi ¼ 1) in heavy quarks
(bb̄) and leptons (τþτ−) as well as a two photon final state.
The cross section hσvi is a measure of the expected signal
amplitude and must be specified in order to assign weights.
A specific value hσvi90 is used: it is the value of the cross
section for which there is a 90% chance of making a 3σ
detection, where σ is defined as number of standard
deviations above the background. In VHE astronomy, 5σ
is typically required for a discovery. In practice, the search
is essentially independent of the specific value of hσvi used
in the weighting, but hσvi90 is chosen to make the search as
sensitive as possible to cross sections that are on the verge
of being detectable by the instrument.
Figure 3 shows the results for the search in the individual

dwarfs. No evidence of dark matter annihilation at any
mass has been observed in any one of the dwarfs. Note that
annihilation into a two photon final state terminates at the
highest energy of the event sample as shown in the last
column of Table I. These run from the lowest reconstructed
energy for an off source event to an upper energy where the

uncertainty in the effective area is 10%. The limits given
here are insensitive to these energy thresholds.

B. Flux upper limits

Due to the lack of any detectable signal and in order to
compare with complementary experiments we derive a flux
upper limit ΦγðE > EminÞ, as

Φγð>EminÞ ¼ Nγ;obsð>EminÞ
Z

∞

Emin

dNγ

dE
dE

×

�X
j

Z
∞

Emin

τjAeff ;jðEÞ
dNγ

dE
dE

�
−1

ð10Þ

where Nγ;obs is the total observed number of events along
the direction of a dwarf, τj and Aeff ;jðEÞ are the observation
time and effective area of each j run, respectively, and
dNγ=dE is the assumed source differential energy spec-
trum. The energy threshold Emin is defined here as the
maximum of the efficiency curve which is defined as the
effective area curve multiplied by the assumed source
differential spectrum. In this case, the assumed differential
spectrum is a power law of index−2.4. The bounded profile
likelihood ratio statistical method of Rolke et al. [41] is
used in this analysis to determine the upper limit on the
number of gamma rays from the direction of each dwarf.
The last column in Table II shows the resulting upper limits.

C. Combined search

Compared with examining individual dwarfs, pooling
the data from all of them yields a search sensitive to weaker
annihilation cross sections. The ON events from Boötes 1,
Draco, Segue 1, and Ursa Minor are weighted according to
Eq. (4) and summed according to Eq. (3). We do not
include Willman 1 in the joint analyses because its irregular
kinematics preclude a reliable determination of its J-profile
via the Jeans equation (see discussion in Sec. III and [30]).
In this approach, the J-profiles must be taken into

account since they are no longer degenerate with the cross
section. We incorporate the systematic uncertainties in the

TABLE I. Dwarf galaxy zenith and azimuth range, total
accumulated exposure and energy range after cuts are applied.
Azimuth is measured east from north. Upper energy range is
defined as energies where the uncertainty in effective area is less
than 10%.

Dwarf
Zenith
[deg]

Azimuth
[deg]

Exposure
[hours]

Energy
Range
[GeV]

Segue 1 15–35 100–260 92.0 80–50000
Draco 25–40 320–40 49.8 120–70000
Ursa Minor 35–45 340–30 60.4 160–93000
Boötes 1 15–30 120–249 14.0 100–41000
Willman 1 20–30 340–40 13.6 100–43000

TABLE II. Dwarf galaxy detection significance (generalized Li &Ma method) and integral flux upper limit with 95% confidence level
above 300 GeV, assuming a spectral index of −2.4. The last two columns are the heliocentric distance to each object and the inferred
value of J-profile integrated within a cone with half-angle of 0.17° (i.e., over the ON region), errors denote the 16th and 84th percentiles
on the posterior [30]. Note that this analysis uses the J-profile convolved with the VERITAS instrument response as discussed in Sec. IV.

Dwarf
NON

[counts]
NOFF

[counts] ᾱ
Significance

[σ]
N95%

[counts]
Φ95%

[10−12 cm2 s−1]
D

[kpc]
log10 Jð0.17°Þ
[GeV2 cm−5]

Segue 1 15895 120826 0.131 0.7 235.8 0.34 23 19.2þ0.3
−0.3

Draco 4297 39472 0.111 −1.0 33.5 0.15 76 18.3þ0.1
−0.1

Ursa Minor 4181 35790 0.119 −0.1 91.6 0.37 76 18.9þ0.3
−0.3

Boötes 1 1206 10836 0.116 −1.0 34.5 0.40 66 18.3þ0.3
−0.4

Willman 1 1926 18187 0.108 −0.6 23.5 0.39 38 N/A
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dark matter distributions in the dwarfs by performing an
ensemble of searches. For each, we assign each dwarf
a J-profile from the posterior distribution of halo param-
eters [32]. The scatter of the search resulting from many
such realizations gives a measure of the systematic uncer-
tainty due to our incomplete understanding of the density
profiles in the dwarfs.
The results of the combined search are shown in Fig. 4.

The dashed lines bound 68% of the halo profile realizations
and the solid line is the median significance. The combined
observation shows no sign of dark matter annihilation in
any channel.

D. Upper limits on the cross section

Weslightlymodify the procedure of [32] to compute cross
section upper limits. In that work 95% confidence limits
were generated using the Neyman construction of confi-
dence belts. There, a hypothesis test is performed at every
value of the cross section. The hσvi-space is divided into two

regions where the hypothesis can and cannot be rejected at
95% confidence, with high enough values of hσvi always
being rejected. The boundary between the regions consti-
tutes a 95% upper limit on the cross section. The hypothesis
test is performed by asking, for a given value of hσvi,
whether the probability that T < Tobs is less than 5%. If it is,
then this value of the cross section is rejected.
In this work we adopt the CLs technique [42,43] (some-

times called modified frequentist analysis) to produce upper
limits. This method is strictly more conservative than the
Neyman construction described above, i.e., always gives a
larger upper limit, but has the benefit of being immune to
downward fluctuations of background causing the upper
limits to be much lower than the experimental sensitivity.
That is, in the scheme described above, if there is a
strong enough negative fluctuation of background so that
PðT < Tobsjhσvi ¼ 0Þ < 5% even the hσvi ¼ 0 hypothesis
will be rejected causing the hσvi upper limit to be zero.
The 95% confidence level upper limits on the annihila-

tion cross section are presented in Figs. 5 and 7. Each panel

FIG. 4. Results of the combined search for dark matter annihilation in the four dwarf galaxies whose dark matter density profiles can
be reliably determined for annihilation into four standard model final states. For each dark matter mass (x-axis), the y-axis gives the
significance of detection, defined as the quantile of the probability distribution of the background-only model. This probability is
converted into a “sigma value” using the inverse CDF of a standard Gaussian. The dashed lines show how the detection significance
depends on the uncertainty in the dark matter density profiles (the solid line is the median over all allowed density profiles).
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constrains dark matter with a 100% branching fraction into
various standard model final states. The shaded band
represents the 1σ systematic uncertainty induced by our
imperfect knowledge of the dwarfs’ density profiles. They
are produced by repeating the limit calculation over an
ensemble of realizations of the dwarf halos from the
distribution described in Sec. III. The lower, upper, and
center of the band correspond to the 16th, 84th, and 50th
percentiles of the distribution of limits over halo realiza-
tions. All other systematic uncertainties are negligible in
this work in comparison and have been ignored.
As discussed in Sec. III, recent work has questioned the

reliability of the J-profile of Segue 1 because of possible
foreground contamination of its spectroscopic sample. By
excluding Segue 1 from the combined analysis (i.e., setting
its dark matter density to zero) we can bracket the effect
that this unmodeled systematic uncertainty has on the

particle physics constraints. Cross section limits are
substantially weakened below a particle mass of about
400 GeV due to the lower energy threshold for the Segue 1
observations as compared to Draco and Ursa Minor (see
Fig. 2). Depending on the annihilation channel, excluding
Segue 1 increases the hσvi limit by a factor between 9–14 at
100 GeV, 4–7 at 200 GeV, 2–5 at 400 GeV, 2–3.3 at 1 TeV,
and 1.2-2 above 10 TeV. Combined limits with and without
Segue 1 included in Figs. 5 and 7.

E. Statistical fluctuations

Hypothetically, if we were to repeat the measurement
many times while holding the J-profiles of the dwarfs
fixed, we would still obtain a distribution of limits due to
statistical fluctuations intrinsic to a finite data set. We
quantify the impact of the statistical uncertainty by looking

FIG. 5. Annihilation cross section limits from the joint analysis of dwarf galaxies. The shaded bands are the systematic 1σ uncertainty
in the limit derived from many realizations of halo J-profiles of the dwarfs consistent with kinematic data. The solid line depicts the
median of this distribution of limits over the halo realizations with all dSphs except Willman 1. The dashed line depicts the median limits
of the distribution of limits without Segue 1 and Willman 1. A machine-readable file tabulating these limits is available as Supplemental
Material [44].

S. ARCHAMBAULT et al. PHYSICAL REVIEW D 95, 082001 (2017)

082001-10



FIG. 6. Expected annihilation cross section limits from the joint analysis of four dwarf galaxies. The green and yellow bands depict the
a 68% and 95% chance of the limit being in these regions. The expected limit has a 50% chance to be below the dashed line, while the
solid line shows the observed upper limit for a particular realization of halo density profile (the actual width spanned by the complete
sample of different profiles is shown as the shaded area in each panel of Figure 5).

FIG. 7. Same as Figs. 5 and 6 for the case of dark matter annihilation to a two photon final state.
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at the distribution of the test statistic under the background-
only hypothesis. That is, without using the events in the ON
region, we take Tobs to be a given quantile of PðTjhσvi¼0Þ
and find the upper limit that would be obtained if this value
had actually been measured. By taking the 0;�1σ;�2σ
quantiles we find ranges where the observed limit is likely
to lie. These are plotted in Figs. 6 and 7. Specifically, due to
random fluctuations of the background in the ON region,

there is a 68% chance that the observed limit lies in the green
band and a 95% chance that it lies in the yellow band. The
dashed line is the median expected limit: there is a 50%
chance that the observed limit is stronger than this. The solid
black curve is the observed limit using the data from the
ON region. This plot contains similar information to Figs. 3
and 4. It shows how consistent the observations are with the
background-only hypothesis. These plots were made using a
particular set of J-profiles for the dwarfs, chosen to align
well with Figs. 5 and 7, and are meant to illustrate the
experimental sensitivity of VERITAS and show the effect of
background fluctuations on the cross section limits. The
median limits for all channels are shown in Fig. 8.

VI. CONCLUSIONS AND DISCUSSION

The VERITAS limits in comparison with other con-
current gamma-ray instruments as well as older VERITAS
results are shown in Fig. 9. For the first time in an IACT
DM search, this work uses the individual direction in
addition to energy information of each event in the
construction of the test statistic. The VERITAS results
shown in this work are a substantial improvement over the
entire WIMP mass range over the previous result with
48 hours on Segue 1 [46]. VERITAS has a diverse dark
matter program: observing time is divided between both the
classical and ultrafaint dSphs since we still have an
imperfect knowledge of dwarf spheroidals and their
J-profiles and their systematic uncertainties. This is espe-
cially important in light of the considerable uncertainty in
the reconstruction of dwarf dark matter density profiles (see
Sec. III and Fig. 5). The strategy taken here of combining
multiple targets in a single dark matter search mitigates
sensitivity to future findings about particular galaxies.
Pointed telescopes that rely heavily on a single target
(e.g. Segue 1) may find their results susceptible to large,

FIG. 8. The median annihilation cross section limit from all
dwarf galaxies and for all channels (the solid curves of Figs. 5
and 7). The strongest continuum constraints are from a heavy
lepton final state. The thin dashed horizontal line corresponds to
the benchmark value of the required relic abundance cross section
(3 × 10−26 cm3=s), while the solid horizontal line corresponds to
the detailed calculation of this quantity [45].
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FIG. 9. Annihilation cross section limits for dwarf spheriodial galaxies from this work, HESS [47], MAGIC [48], Fermi-LAT [49], a
combined result of MAGIC and Fermi-LAT [50] as well as previous VERITAS results [46] for the bb̄ (left) and τþτ− (right) channels.
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unaccounted systematic uncertainties. The Fermi-LAT,
with a large duty cycle on all dSphs and low backgrounds,
sets more stringent limits in the low mass range; however,
the IACTs (VERITAS, MAGIC, and HESS) put more
stringent limits at the high mass range (M ≳ 1 TeV), where
Fermi-LAT has very low statistics.
Although no future hardware upgrades are currently

planned for VERITAS, several advanced analysis tech-
niques are starting to be deployed for VERITAS data.
These techniques (e.g. boosted decision trees for γ=Hadron
separation [51]) could boost dark matter sensitivity by
30%–50%. Additionally, the cuts used for this analysis
were “pointlike,” optimized for the detection of point
sources. Nearly all the dark matter profiles for dwarf
galaxies extend larger than the ON source region used in
this work. An extended source analysis using a larger signal
region could boost dark matter sensitivity by as much as a
factor of two, dependent on the J-profile for each dSph.
Dwarfs and other dark matter targets remain high-priority
targets for the remainder of the lifetime of VERITAS.
The current upper limits on the annihilation cross section

are about two orders of magnitude away from the relic
abundance value (hσvi ≈ 10−26 cm2 s−1). This highlights
the importance of improving both the instrumental sensi-
tivity and the particle physics analysis. It is vital to extract
all information present in the data to push experiments to
the limit of their capability. The event weighting method,
applied to IACTanalysis for the first time, is a powerful and
efficient way to combine multiple data sets and use our
knowledge of the dark matter distribution and particle
properties to perform optimal searches. For the first time,
the event angular direction is used in addition to the energy
of individual events for an IACT dark matter search.
It should be noted that the dark matter annilihation limits

in this work were independently cross checked with a
variation of the full likelihood utilized by the MAGIC
collaboration [48] for a single halo realization for each
dSph. The only major difference is that DM profiles were

convolved with the VERITAS PSF described in this work,
giving an integrated J-factor that is a function of energy.
The combined dwarf limits of the two methods agreed
within both the expected limits and J-factor systematic
limits for the entire DM mass range used in this work.
To reach the thermal relic cross section, it may be

necessary to combine all data taken from several
gamma-ray telescopes into a single, deep search, expanding
on the example that has been demonstrated by the MAGIC
and Fermi-LAT collaboraftions [50]. The methods we
employed here may help prepare the experimental astro-
particle physics community to accomplish this with upcom-
ing experiments such as the Cherenkov Telescope Array
(CTA) [52].
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