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Prompted by plans for a free neutron oscillation experiment at the European Spallation Source (ESS), we
consider issues associated with the magnetic fields that must be present. To this end, we introduce a
stochastic model of the residual magnetic field within the propagation region which draws on features of
magnetic profiles measured during the last free oscillation experiment at the Institut Laue-Langevin (ILL).
A perturbative analysis, which relates the antineutron probability to the power spectral density of the
magnetic field sampled, suggests that deviations from the quasifree result will increase quadratically with
the length l of the propagation region. However, with inclusion of averaging over representative spectra of
neutron speeds, departures from the quasifree result are found to be approximately linear in l. As regards
the large spikes in the magnetic field at, for example, joints in the magnetic shielding of the propagation
region (despite compensating currents and magnetic idealization of the shield), we demonstrate that their
effect scales as l=D3=2, where D is the diameter of the cylindrical magnetic shielding, and identify
conditions under which they can be neglected. We also establish that any large magnetic field encountered
after the propagation region is exited will not diminish the probability for antineutron detection. For the
range of values of l of most interest to the ESS experiment, it should suffice to improve on the level of
magnetic suppression achieved at the ILL by a factor of 2.
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I. INTRODUCTION

With construction of the European Spallation Source
(ESS) [1] in Lund, Sweden, there is renewed interest [2–5]
in an experimental study of free neutron-antineutron
oscillations that would improve on the work done at the
Institut Laue-Langevin (ILL) in the 1990s [6,7], which, in
turn, superseded earlier experiments [8–10]. As highlighted
in the historical overview in Ref. [11], the search for
neutron-antineutron oscillations would complement that
for neutrinoless double beta decay. Both phenomena violate
the “accidental” global anomaly-free Standard Model (SM)
symmetry resulting in conservation of the difference
between the baryon number B and the lepton number L.
If the example of the SM has anything to teach us, it is that
the identification of apposite symmetries is key to suc-
cessful model building: thus, the status of this (B − L)
symmetry [12,13] is important, and the observation of
neutron-antineutron oscillations [involving jΔðB − LÞj ¼ 2
transitions] would be a discovery of physics beyond the
Standard Model (or BSM physics). Furthermore, the
detection of neutron-antineutron oscillations along with
either a B- or a (B − L)-violating nucleon decay would
imply [14] that neutrinoless double beta decay must occur.
Of course, there is a more direct link between neutron-
antineutron oscillations and neutrinoless double beta decay
within models [15] that postulate spontaneous breaking of

the global Uð1ÞB−L symmetry. In their own right, neutron-
antineutron oscillation studies are an avenue to information
on jΔBj ¼ 2 processes which can drive postsphaleron
baryogenesis [16–20] and may contribute to an explanation
of the observed baryon asymmetry of the universe. It has
also been argued that, in view of their sensitivity to any
difference in neutron and antineutron rest energies, neu-
tron-antineutron oscillation experiments with free neutrons
furnish a potentially stringent test of Lorentz invariance
[21] and, in similar vein, that discovery of neutron-anti-
neutron oscillations would impose strong limits on any
departure from the equivalence principle [22]. There have
been formal arguments [23–26] attempting to identify a
role for CP violation in neutron-antineutron oscillations,
but the model-dependent considerations of Ref. [27] sug-
gest that it would be very small (although oscillations of
heavy flavor baryons could exhibit substantially more CP
violation).
Models giving rise to neutron-antineutron oscillations

date back (with the notable exception of Ref. [28]) to the
end of the 1970s, some of the pioneering papers being
Refs. [29–42]. The advent of the Large Hadron Collider
(LHC) has prompted an understandable emphasis on
models with predictions which are testable at mass scales
of 1 TeV=c2 or so (for the most up-to-date reviews, see
Refs. [4,43] or, for a broader perspective, Ref. [44], which
relies heavily on Refs. [45,46] in its discussion of neutron-
antineutron oscillations). Despite the impending avalanche
of LHC data on rare processes, a case is made in Ref. [4]
that the ESS-based effort to increase the lower bound on the
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neutron-antineutron oscillation rate will be useful. This
claim has been substantiated by a study [47] of simplified
supersymmetric (SUSY) models with R-parity violation,
which include jΔBj ¼ 2 processes and can accommodate
the absence of SUSY signatures in run 1 of the LHC: even
after allowing for uncertainties [48] in hadronic matrix
elements of B-violating interactions (which are being
addressed by the lattice QCD community [49–51]), it is
concluded that, for certain regions of the model parameter
spaces, the projected ESS experiment can probe for
gluino and squark masses at energies beyond the foresee-
able reach of the LHC program as well as other BSM
searches based on flavor transitions, CP violation, and
dinucleon decays. Given the increasing number of models
[52–61] which imply the possibility of observable
neutron-antineutron oscillations, the more experiments
performed the better.
In the mold of the ILL example, the current conception

of the next generation of free oscillation experiments
envisages a high flux of slow neutrons propagating down
a long, horizontal, magnetically shielded, and evacuated
cylinder (“the propagation region”) to a target surrounded
by an antineutron annihilation detector. Unique among
experiments looking for B violation, this setup offers the
possibility of high sensitivity freed of significant back-
grounds. The hope is that with a dedicated beam line,
advances in neutron moderator technology, modern neutron
optics, and a longer propagation region, the ILL limit on the
free neutron oscillation probability can be bettered by at
least 3 orders of magnitude.
In the latest assessment (conducted in Ref. [4]) of future

n-n̄ oscillation experiments, it is suggested on the basis of a
rough estimate that “one requires a magnetic field in the
1–10 nT regime to meet the quasi-free condition” and there
is a call for “a significant research program to understand
how to achieve this lower limit [on the magnetic field] in a
cost effective manner, and to understand the possible
reduction in sensitivity that might arise from residual field
configurations.” (The quasifree condition is tantamount to
the requirement that, for the passage through the propa-
gation region, the difference in neutron and antineutron
energies is much less than the limit set by the energy-time
uncertainty principle.) The present paper represents a
partial response to this challenge.
Our treatment of the residual magnetic field is based on

an extension of the 4-state (or vector) model in Ref. [62] to
accommodate random inhomogeneities. Inhomogeneities
are perforce present when mumetal magnetic shielding is in
place, because external magnetic fields, which are other-
wise excluded, enter where segments of the shield are
mechanically joined together [63,64]. Comparison of
magnetic field profiles recorded during the ILL experiment
[65] points to the existence of unpredictable changes in
inhomogeneities during runs and following the regular
magnetic idealizations [63] of the shielding. By viewing the

inhomogeneities as random, an interrelated effect can be
incorporated, namely, the different values of the magnetic
field experienced by neutrons on neighboring flight paths
through the propagation region. Differences in the mag-
netic field across a cross section of the propagation region
are due to inhomogeneities in the nonaxial (or transverse)
components of the field, which result from the increases in
the longitudinal field at points along the shield where there
are magnetic “leaks.” There are also random fluctuations
with time in the ambient field although it has been past
practice to compensate for these (whatever their source)
by an active feedback system [63]. An average over the
ensemble of neutrons studied during the course of a many-
year experiment involves implicitly an average over all of
the values of the actual field sampled.
A stochastic analysis of the effect of magnetic field on

neutron-antineutron oscillations is clearly not needed if
field profiles have been measured. The measured profiles
themselves can be used in conjunction with numerical
solutions of Schrödinger’s equation to determine the extent
to which oscillations have been suppressed. However, our
stochastic approach permits discussion of the design of an
experimental setup in the planning stage for which there is,
perforce, no actual magnetic profile data.
In this paper, a number of topics related to generic

aspects of the residual magnetic field are addressed.
Paramount is the issue of whether, as suggested in
Ref. [4], the acceptable size of the residual magnetic field
in future experiments must be as low as 1 nT on average
(i.e., about a factor of 5 smaller than the average field in the
ILL experiment). What, if any, is the cumulative impact of
small unavoidable inhomogeneities in the field given the
increased length of the propagation region to be used
(maybe as much as nearly 3 times as long as that in the ILL
experiment [4])? The relation between the limit on the
magnetic field and propagation distance has not been
broached explicitly before but should be quantified.
Another consequence of increasing the length of a mumetal
shield which does not seem to have been given any
attention (in the context of ILL-type experiments) is the
increasing strength of spikes in the field [64] at magnetic
leaks in the shielding. Even with carefully adjusted
compensating currents (aimed at achieving cancellations
accurate to more than one part in 2000), large peaks
(∼0.1 μT) usually persist at a handful of joints near the
ends of the magnetic field profiles recorded during the ILL
experiment (see, for example, Fig. 13 in Ref. [63]). The
dependence of these features on the length of the shield
is nonlinear (approximately quadratic). Thus, although the
effect of these abrupt variations in the field was discounted
in the analysis of the ILL experiment, their presence could
be more significant for an experiment with a longer shield.
There is also the large magnetic field in the region between
the end of the mumetal shield and the annihilation detector
to be considered.
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In our stochastic model of the magnetic field, we
distinguish between the large spikes in the field and the
otherwise small residual field. The latter is treated pertur-
batively, and its random behavior (in the rest frame of any
neutron) is assumed to be wide-sense stationary [66], in
view of the presence of compensating currents designed
both to iron out inhomogeneities along the full length of the
propagation region and to actively counteract any time
dependent fluctuations. Our treatment of the large spikes is
such that we do not have to commit ourselves to any
detailed specification of their statistics.
The structure of the paper is as follows. Section II begins

with the 4-state model for neutron-antineutron oscillations
as formulated in Ref. [62], and then presents a perturbative
result for the antineutron probability which includes the
effect of small random inhomogeneities in the residual field
(or magnetic noise). In Sec. III, numerical estimates of
the effect of this magnetic field noise on the quasifree
propagation efficiency η for new ILL-type experiments are
given, with particular attention being paid to dependence
on the length of the shielded neutron propagation region.
The impact of large fields at leaks in the shielding and at
the end of the propagation region, in the vicinity of the
antineutron annihilation detector, is taken up in Secs. IV
and V, respectively. Conclusions are drawn in Sec. VI.

II. THE CASE OF A SMALL RESIDUAL
MAGNETIC FIELD

For times relevant to ILL-type experiments (which are
several orders of magnitude shorter than the lifetime of the
neutron), the Pauli-Schrödinger equation for the oscillating
neutron-antineutron system in its rest frame reads [62]

iℏ
d
dt

�
χnðtÞ
χ n̄ðtÞ

�
¼ℏ

�1
2
~σ · ~ωL δ12

δ12 −1
2
~σ · ~ωL

��
χnðtÞ
χn̄ðtÞ

�
; ð1Þ

where χn (χn̄) is a neutron (antineutron) Pauli spinor, ~σ
denotes the triplet of Pauli matrices fσx; σy; σzg, 12 is the
2 × 2 unit matrix, δ is the matrix element of the scalar
interaction coupling neutron and antineutron, and, in terms

of the residual magnetic field ~B (which is, in general, time
dependent), and the negative gyromagnetic ratio γ of the

neutron, the Larmor frequency vector ~ωLðtÞ ¼ −γ ~BðtÞ
(following the sign convention of Ref. [67]).
In the limit that ~B is strictly uniform and time indepen-

dent (and, hence, constant in the rest frame), Eq. (1) can be
solved exactly to yield the Rabi-like formula for the
probability of finding an antineutron at time t after the
oscillating state began as a neutron [68,69],

Pn̄ðtÞ ¼
δ2

1
4
ω2
L þ δ2

sin2
��

1

4
ω2
L þ δ2

�1
2

t

�
: ð2Þ

Equation (2) forms the basis for the identification of the
quasifree scaling regime in which ωLt ≪ 1: under this
condition, coupled with the existing empirical bound on δ
(which implies that, in all cases of practical interest,
δ ≪ ωL), it follows, from Eq. (2), that Pn̄ðtÞ ≈ δ2t2, which
is identical to the result expected in the absence of any
magnetic field.
In the rest frame of the oscillating system, inhomoge-

neities in ~B translate into explicit time dependence, which,
following [62], can be accommodated by working with the
interaction picture state vectors

ΨIðtÞ ¼
�
U2ðtÞ 0

0 U†
2ðtÞ

��
χn

χn̄

�
; ð3Þ

where U2ðtÞ describes evolution of the neutron spinor in

the magnetic field ~B, i.e.,

i
∂
∂t U2ðtÞ ¼

1

2
~σ · ~ωLU2ðtÞ ð4Þ

with U2ð0Þ ¼ 12. These interaction picture state vectors
satisfy the equation of motion

iℏ
dΨI

dt
¼ ℏδ

�
0 ðU†

2ðtÞÞ2
ðU2ðtÞÞ2 0

�
ΨI: ð5Þ

To lowest order in δ, the corresponding probability for
detection of an antineutron (with a polarization insensitive
detector), starting from a source of unpolarized neutrons
at time t ¼ 0, is

Pn̄ðtÞ ¼
δ2

2

Z
t

0

dt0
Z

t

0

dt00Tr½ðU†
2ðt0ÞÞ2ðU2ðt00ÞÞ2�; ð6Þ

a result first obtained in Ref. [62] (where the matrix U2 is
denoted by Φ).
Equation (6) permits, in principle, a nonperturbative

treatment of the magnetic field, but, in the estimates of the
quasifree propagation efficiency of interest, a perturbative
calculation suffices. For the purpose of calculating the trace
in Eq. (6) to quadratic order in small magnetic fields
(equivalently, small ~ωL), U2ðtÞ can be approximated as
exp½− i

2
~φðtÞ · ~σ�, where the dynamical phase vector

~φðtÞ≡
Z

t

0

dt0 ~ωLðt0Þ: ð7Þ

To this order in ωL, Eq. (6) reduces to

Pn̄ðtÞ
δ2t2

¼ 1 −
1

t

Z
t

0

dt0
����~φðt0Þ − 1

t

Z
t

0

dt00~φðt00Þ
����
2

þ � � � ; ð8Þ

which is the same as Eq. (18) in Ref. [62].
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Allowance can be made for the randomness of the
values of magnetic field inhomogeneities sampled in the
propagation region by viewing the antineutron detection
probability Pn̄ in Eq. (6) as a functional of a random (or
stochastic) process [70], namely, ~ωLðtÞ with the probability
distribution functional P½~ωLð·Þ�. (In what follows, a pair of
angle brackets h� � �i will denote an expectation value
computed with the probability distribution functional
P½~ωLð·Þ�.) In line with the discussion in the Introduction,
it will be assumed that the process ~ωLðtÞ is wide-sense
stationary; i.e., the expectation value h~ωLi is time inde-
pendent and the autocorrelation functions

hðωL;iðt1Þ − hωL;iiÞðωL;jðt2Þ − hωL;jiÞi ð9Þ

involving Cartesian components ωL;i depend only on the
relative time difference t1 − t2.
Under this plausible assumption about the statistics

of ~ωL, the expectation value of the probability in Eq. (8)
can be expressed in terms of the sum of the power spectral
densities

SðiÞωLðωÞ¼
Z þ∞

−∞
hðωL;iðτÞ−hωL;iiÞðωL;ið0Þ−hωL;iiÞie−iωτdτ:

ð10Þ

Thus, for example,

�
1

t

Z
t

0

dt0 ~φðt0Þ · ~φðt0Þ
�

¼ 1

3
jh~ωLij2t2 þ

1

π

Z þ∞

−∞

dω
ω2

½1 − sincðωtÞ�SωL
ðωÞ;

ð11Þ

where SωL
ðωÞ ¼ P

iS
ðiÞ
ωLðωÞ and sincðxÞ denotes the unnor-

malized cardinal sine function [sincðxÞ≡ sinðxÞ=x for
x ≠ 0 with sincð0Þ ¼ 1]. The complete result for hPn̄ðtÞi
reads

hPn̄ðtÞi
δ2t2

¼ 1 −
1

12
jh~ωLij2t2

−
1

2π

Z
∞

−∞

dω
ω2

�
1 − sinc2

�
1

2
ωt

��
SωL

ðωÞ þ � � � :

ð12Þ

In the limit of no fluctuations [i.e., SωL
ðωÞ≡ 0 and

h~ωLi ¼ ~ωL], Eq. (12) reduces to the second order pertur-
bative result expected for a small constant magnetic field
[which can also be derived directly from Eq. (2)]: the
deviation of the ratio hPn̄ðtÞi=ðδ2t2Þ from unity increases
quadratically with increasing time-of-flight t. Equation (12)
makes explicit how fluctuations modify this deviation from
unity. The associated dependence on t is, in principle, more

complicated than quadratic if SωL
ðωÞ is not independent

of ω.
For the purpose of making numerical estimates, the

power spectral densities SðiÞωLðωÞ will be taken to be the
Lorentzians

2λi
1þ τ2cω

2
; ð13Þ

defining wide-sense stationary Markovian noise. Linear
superpositions of such Markovian noise sources can model
ubiquitous 1=fα noise (0 < α < 2) [71,72]. In Eq. (13), τc
is a correlation time, arising from spatial correlations in the
longitudinal (or axial) direction of the propagation region
and proportional to the associated correlation length lc
(defined in the laboratory frame). Two choices of lc,
bracketing the range of reasonable values, are adopted in
Sec. III: lc ¼ 10 m (about twice the distance between
adjacent joints in the shielding used in the ILL experiment)
and lc ¼ 0 (the “white” noise limit). The strength λi can be
related to the statistics of the residual magnetic field by
considering the expectation value (with respect to P½~ωLð·Þ�)
of the square of

ΔωL;i ¼
1

t

Z
t

0

dt0ðωL;iðt0Þ − hωL;iiÞ: ð14Þ

Computation of σ2L;i ≡ hðΔωL;iÞ2i with Eq. (13) (under the
assumption of wide-sense stationarity) implies that

λi ¼
1

2
σ2L;it=β

�
t
τc

�
ð15Þ

with βðxÞ≡ 1 − ð1 − e−xÞ=x. Equation (12) depends on the
combination

P
iλi or σ

2
L ≡P

iσ
2
L;i.

In principle, hωL;ii and σL;i are to be extracted from the
detailed comparison of magnetic field profiles along the
length of the propagation region. In as much as inhomo-
geneities in a given profile and changes from one profile to
the next both result from the influence of magnetic leaks, it
is reasonable to suppose that estimates of hωL;ii and σL;i
can be inferred from a single profile (of the ith component):
hωL;ii=γ and σL;i=jγj should be comparable to the mean and
standard deviation, respectively, of the spatial variations in
this profile. This assertion can be bolstered by an appeal to
the ergodic properties expected of wide-sense stationary
random processes (see Sec. IV in Ref. [66]), which imply
that the averages over the ensemble of realizations of ωL;i

defining its expectation value and autocorrelation function

can be replaced by averages of a typical realization ωð�Þ
L;i

over an infinite time. (Temporal averages in the rest frame
become spatial averages in the laboratory frame.)
An eyeballing of field profiles [65] from the ILL

experiment (including Fig. 13 in Ref. [63]) suggests that,
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except in the vicinity of a few isolated magnetic leaks
(considered in Sec. IV), the mean of the residual axial field
component B∥ and its standard deviation (about this mean)
were reduced to the level of 5 nT or so. There is less
information on the transverse components (as the single
available profile is corrupted by a magnetized screw), but,
because of the coupling between inhomogeneities of axial
and transverse components, it can be assumed that their
means and standard deviations are similar. In fact, in
Ref. [63], it is claimed that the transverse components
are smoother than the axial component and that their
collective effect is at most equal to that of the axial
component—see the discussion immediately preceding
Eq. (12) in Ref. [63]. In Sec. III, we set

jh~ωLij2 ¼ 2γ2ð5 nTÞ2 ¼ σ2L; ð16Þ

corresponding to the conservative selection of a mean of
5 nT and a standard deviation of 5 nT for both the axial
component B∥ and the total transverse component B⊥ of

the residual magnetic field ~B½¼ ~B∥ þ ~B⊥�.

III. QUASIFREE PROPAGATION
EFFICIENCY ESTIMATES

A figure of merit for the prospects of an ILL-type
experiment is proportional to the product η · ht2iv, where
the subscripted brackets h� � �iv denote an average over the
neutron time-of-flight spectrum and the quasifree propa-
gation efficiency

η≡ hhPn̄ðtÞiiv
δ2ht2iv

: ð17Þ

Existing studies [4] of the optimal length l of the shielded
propagation region for an ILL-type experiment at the ESS
have taken into account the increase in ht2iv associated with
an increase in l. We now investigate the impact on η of an
increase in l.
Neutron optics involving supermirrors which redirect

neutrons to the annihilation target is crucial to plans for
future ILL-type experiments, but, to begin with, it will be
supposed that neutrons propagate directly from the source
to the target through a fixed horizontal distance l. It will
also be assumed that the entirety of this distance is
magnetically shielded. (This last assumption is justified
in Sec. V.)
Under these assumptions, hPn̄ðtÞi can be re-interpreted

as the probability of detecting an antineutron with an axial
component v of velocity equal to l=t. One can define
an antineutron detection probability which is a function
of v: Pn̄;vðvÞ≡ hPn̄ðt ¼ l=vÞi. The average hhPn̄ðtÞiiv in
Eq. (17) is found by integrating Pn̄;vðvÞ over the spectrum
of axial speeds.

The total antineutron probability for a propagation
region of length l is

Pn̄;l ¼ hPn̄;vðvÞiv
≡

Z
∞

vmin

Pn̄;vðvÞnðvÞdv
Z

∞

vmin

nðvÞdv; ð18Þ

where nðvÞ is the probability density for the axial speed v
during the experiment and the positive lower limit vmin is
the smallest axial speed which is consistent with the
requirement that the oscillating neutron-antineutron sys-
tem, which is in free fall, traverse the horizontal propaga-
tion region without hitting its tubular walls. (Such
collisions have to be avoided for the same reason that
the propagation region must be evacuated.) In the quasifree
limit, Pn̄;l reduces to P0

n̄;l ¼ δ2l2hv−2iv. Thus, the quasifree
propagation efficiency is

η≡ Pn̄;l=P0
n̄;l

¼
Z

∞

vmin

Pn̄;vðvÞ
δ2l2

nðvÞdv=
Z

∞

vmin

v−2nðvÞdv; ð19Þ

which, on substitution of the expression for Pn̄;vðvÞ
½¼ hPn̄ðt ¼ l=vÞi� implied by Eqs. (12), (13), and (15)
(with replacement of t and τc by l=v and lc=v, respec-
tively), becomes

η ¼ 1 −
1

12

�
jh~ωLij2 þ 2~β

�
lc
l

�
σ2L

�
μð−4Þ
μð−2Þ

l2 þ � � � ; ð20Þ

where

μðkÞ ≡
Z

∞

vmin

vknðvÞdv ð21Þ

and ~βðxÞ≡ ½1 − 3xþ 6x2βð1=xÞ�=βð1=xÞ.
The apparent quadratic dependence of η on l is modified

by the factor ~βðlc=lÞ and the ratio μð−4Þ=μð−2Þ through its
dependence on vmin (see the next paragraph). The function
~βðxÞ, which regulates the contribution of the fluctuation
term (i.e., the term containing σ2L), is unity for lc ¼ 0 and
decreases monotonically as x ¼ lc=l increases: as one
should expect, increasing correlations diminish the effect
of fluctuations.
An elementary estimate of the extent free fall (ignoring

any influence of the neutron optics) suggests that vmin
should be approximately proportional to l, with a constant
of proportionality α ≈ ð1

2
g=dÞ1=2, where g is the acceler-

ation due to gravity, and d is the vertical distance through
which the oscillating neutron-antineutron system can fall
and yet still strike the detector (without interacting with
the confining walls of the propagation region). Values of d
consistent with current plans (as in Fig. 3 of Ref. [4]) for
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future experimental setups range from about 1 m
(α ≈ 2.2 s−1) to about 2 m (α ≈ 1.6 s−1). Accordingly, in
the present investigations, we set vmin ¼ ð1.9 s−1Þl.
Two quite different choices of nðvÞ are made. One is the

physically motivated superposition

nsðvÞ ¼ ð1 − fÞ 4ffiffiffi
π

p v2

v3T
exp

�
−
v2

v2T

�
þ f

vc
v2

Θðv − vcÞ;

ð22Þ

where f is the epithermal fraction, vT is the most probable
speed for the Maxwellian component, and vc is the
epithermal cutoff speed, parametrized in terms of vT as
vc ¼ ffiffiffi

μ
p

vT [73]. (In terms of the absolute temperature T of
the Maxwellian, Boltzmann’s constant k and the neutron
mass m, vT ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2kT=m
p

.) The other more ad hoc selection
is the Nakagami-like probability density function

ndðvÞ ¼
2Ω−ν

ΓðνÞ ðv − vminÞ2ν−1 exp
�
−
ðv − vminÞ2

Ω

�

× Θðv − vminÞ; ð23Þ

where ΓðνÞ is the gamma function, and Ω¼ðvmax−vminÞ2=
ðν− 1

2
Þ, which ensures that ndðvÞ peaks at v ¼ vmax. For

T ¼ 35 K (typical of cold neutrons), μ ¼ 5 (advocated in
Ref. [73]) and f ¼ 0.15 (results are insensitive to an
increase or decrease in f by a factor of 3), nsðvÞ bears a
reasonable resemblance to the simulated spectrum of
speeds for the cold neutron source considered in
Ref. [4], while, if vmax ¼ 800 m=s and ν ¼ 3

2
, ndðvÞ is

similar to unpublished simulation results [74] for the speeds
of neutrons reaching the detector with neutron optics of
the kind outlined in Ref. [4]. The use of both nsðvÞ and
ndðvÞ allows one to gauge the uncertainties in estimates of
η due to uncertainties in nðvÞ.
Figure 1 contains plots of the quasifree propagation

efficiency η versus shield length l for the four possible
pairings of noise model (lc ¼ 0 versus lc ¼ 10 m) with
speed spectrum (ns or nd). Both the axial and nonaxial
components, ~B∥ and ~B⊥, respectively, of the magnetic field
~B have a mean and standard deviation of 5 nT [see
Eq. (16)]. The ratio of the fluctuation term in Eq. (20)
(containing σ2L) to the average field term (containing
jh~ωLij2) varies from a maximum of 2 when lc ¼ 0 to a
minimum of 2~βð1=5Þ ≈ 1.48 when lc ¼ 10 m and l ¼
50 m (the minimum value of l in Fig. 1).
With regard to the proposed ILL-type experiment at the

ESS, the deliberations in Ref. [4] have not ruled out the
possibility that the magnetic field in the propagation region
may need to be suppressed to as low as 1 nT. However, it
would seem from Fig. 1 that a larger residual magnetic field
comparable to that achieved in the ILL experiment can be

tolerated: η is still in excess of 0.94 for the most interesting
values of l, identified as between 175 m and 200 m in
Ref. [4]. Although, as anticipated, η decreases with
increasing l, the extent of this decrease is sufficiently small
(< 3% as l increases from 100 m to 200 m) that it can be
disregarded in any determination of the optimal length of
the propagation region.
In view of the quadratic dependence of η in Eq. (20) on

magnetic field strength, an improvement by a factor of 2 on
the level of field suppression attained in the ILL experiment
will be enough to guarantee quasifree propagation effi-
ciencies of more than 98%. Furthermore, given its close
proximity to unity, η itself can then be ignored for the
purposes of calculating a figure of merit for an ILL-type
experiment, as, indeed, it was in Ref. [4].
It is apparent from Fig. 1 that the nature of the axial

speed spectrum nðvÞ has a bigger impact on η than the
character of the noise in the residual magnetic field.
Another inference from Fig. 1 is that, in lieu of adequate
empirical information on either nðvÞ or the character of the
magnetic field noise, one can rely on the estimate of η with
white noise (lc ¼ 0) and the Maxwellian-plus-epithermal
spectrum nsðvÞ to be the most conservative.
The effect of neutron optics has been omitted in the

above calculations. The presence of elements like focusing
reflectors would mean that there is a range of flight paths
for a given time of flight t. However, given the weak and
approximately linear character of the dependence of η on l,
the impact of the dispersion in flight paths on the
propagation efficiencies in Fig. 1 should be negligible
except for the fact that the abscissa l should be reinterpreted
as the average flight path.

ns

nd

FIG. 1. The quasifree propagation efficiency η versus length l
of the propagation region when the mean and the standard
deviation of the axial component and the total transverse
component of the residual magnetic field are both equal to
5 nT. The upper (lower) pair of curves corresponds to the harder
(softer) spectrum nd (ns) of axial speeds. Within each of these
pairs of curves, the magnetic fluctuation correlation length
lc ¼ 10 m (lc ¼ 0) for the upper (lower) curve. (Parameters of
ns and nd are given in the text.)
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IV. LOCALIZED LARGE FIELDS
AT MAGNETIC LEAKS

In the previous section, the large fields in the immediate
vicinity of magnetic leaks in the mumetal shielding were
ignored. We now present an argument that justifies neglect
of these large fields. It rests largely on the fact that they are
localized or, more graphically, “spikelike.”
It is convenient to begin with a one-dimensional treat-

ment which takes into account only the axial component of
magnetic fields. In this case, the exact solution of Eq. (4)
can be obtained in closed form asU2ðtÞ ¼ exp½− i

2
φzðtÞσz�,

where the axial direction within the propagation region has
been identified with the z axis [by assumption, U2ð0Þ is the
identity matrix 12], and Eq. (6) for the probability of an
antineutron reduces to [62]

Pn̄ðtÞ ¼ δ2
����
Z

t

0

dt0 exp½iφzðt0Þ�
����
2

: ð24Þ

The breakout of (axial) magnetic field at points along the
shielding can be modeled by replacing the random process
ωL;zðtÞ by the sum

ωL;zðtÞ þ
XN
k¼1

Δφk
zδðt − t�kÞ; ð25Þ

where Δφk
z denotes the net change in the z component of

the dynamical phase across the kth leak (which is encoun-
tered at time t�k or, in the laboratory frame, at an axial
distance l�k from the beginning of the propagation region).
For neutrons of a given axial component v of velocity,
the Δφk

z’s can be assumed to be constant during runs of the
experiment between any two successive magnetic ideal-
izations of the shield. (Only the process [63] whereby the
magnetic shield is idealized is likely to give rise to
substantial changes in the Δφk

z’s.)
The issue of whether the Δφk

z’s in Eq. (25) induce
significant corrections to the estimate of η in Eq. (20) can be
addressed by considering the maximum value Δφmax of the
jΔφk

z j’s. If the largest spike in the axial field attains a value
of magnitude Bmax and has a half-width of Δl, then Δφmax
may be calculated as

Δφmax ≈ jγjBmax
Δl
vmin

≈ ΔφILL
max

�
vmin

Bmax

�
ILL

Bmax

vmin

≈ ΔφILL
max

�
DILL

D

�
3=2 l

lILL
: ð26Þ

In rewriting Δφmax in terms of ΔφILL
max, it has been assumed

that Δl is not significantly affected by changes in the length
l of the shielding, and that, over the relevant range of l,

Bmax is approximately proportional to ðl=DÞ2 [64,75–77],
whereD is the diameter of the shielding, while vmin is taken
to be approximately proportional to l=D1=2 (as in the free-
fall based estimate of vmin earlier).
As regards the configurations for future ILL-type

experiments discussed in Ref. [4], even in the worst case
contemplated of smallest D and largest l (D ¼ 2 m,
l ¼ 200 m), Δφmax ≈ 0.9ΔφILL

max. Provided axial magnetic
field profiles resemble those of the ILL experiment, with a
few large spikes close to either end of the propagation
region, their presence should not be a concern.
In the generalization of these considerations to the full

magnetic field, one can parallel the discretization method
adopted (and tested) in Ref. [78] for the computation of the
neutron spinor evolution operator in pulsed fields. Thus, the
effect of a spike in the full magnetic field on evolution is
approximated (at the kth magnetic leak) as a rotation
through an angle ~φk about a unit vector n̂k. The associated
unitary matrix is U2;k ¼ exp ð− i

2
~φkn̂k · ~σÞ. The reasoning

employed in the estimate ofΔφmax above can be repeated to
set a bound on the j ~φkj’s, which, similarly, indicates that
they should be smaller for any of the experimental
configurations considered in Ref. [4] than in the ILL
experiment.

V. MAGNETIC FIELD IN THE VICINITY
OF THE DETECTOR

A non-negligible magnetic field (≫ 1 μT) is unavoid-
able in the space intervening between the end of the
shielded quasifree propagation region and the antineutron
detector. In an analysis of the influence of this field, it is
appropriate to distinguish between its spatial and temporal

average ~Bav and fluctuations about ~Bav. The uniform ~Bav
can be discussed within the aid of Eq. (24) by the formal

device of aligning the z axis with ~Bav. The fluctuations are

assumed to be small in relation to ~Bav and are ignored in the
present analysis. [A nonperturbative analysis of fluctua-
tions in the axial field based on Eq. (24) shows that there is
little or no change in η provided Brms ≲ 1

2
Bav.]

The effect of an uncompensated ~Bav can be readily
gauged in a model in which the magnitude of the magnetic
field has the idealized behavior (in the rest frame)
BðtÞ ¼ BavΘðt − tqfÞ, where tqf is the time of flight for
the quasifree propagation region (of length lqf). Then,
beyond the quasifree propagation region (t > tqf ), the use
of Eq. (24) yields

Pn̄ðtÞ
δ2t2qf

¼ 1þ 2

ωav;Ltqf
sinωav;Lðt − tqfÞ

þ 2

ðωav;LtqfÞ2
½1 − cosωav;Lðt − tqfÞ�; ð27Þ
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where ωav;L ¼ −γBav. Deviations from the quasifree scal-
ing term [which is the first term on the right-hand side of
Eq. (27)] are negligible, being suppressed by inverse
powers of

jωav;Ljtqf > jωav;Lj
lqf
vmin

¼ α−1jωav;Lj
lqf
l
∼ ð102=μTÞBav;

ð28Þ

where the last product evaluates to a thousand or more for
the fields under consideration. In effect, Pn̄ðtÞ is frozen at
the value Pn̄ðtqfÞ attained at the end of the interval of
quasifree propagation.
As a consequence of the stagnation in the value of Pn̄ðtÞ,

the quasifree propagation efficiency

η ¼ ηqf
l2qf
l2

ð29Þ

for l > lqf, where ηqf is the value of this efficiency at the
end of the quasifree propagation region. The l dependence
of η in Eq. (29) is stronger than that of η in the quasifree
regime for the field strengths adopted in Fig. 1. For
example, if lqf ¼ 175 m (on average) and the distance of
the detector from the end of the magnetically shielded
region is 2.8 m (as in the ILL experiment), then, at the
location of the detector, η ¼ 0.97ηqf . Over a distance of
2.8 m, η has decreased by 3%, whereas, over a quasifree
propagation distance of 175 m, ηqf decreases by at most
2% (see Fig. 1). Nevertheless, the quantitative difference
between η and ηqf is sufficiently small that, in any figure of
merit, one can, in practice, substitute η by ηqf, which is the
quantity computed in Sec. III.

VI. CONCLUSION

The investigation of neutron-antineutron oscillations at
the ILL in the early 1990s entailed construction of the
largest high efficiency magnetically shielded system in
existence. In this paper, we have considered what the hard
won experience at the ILL suggests about prospects for an
even larger shielded system. Concerning the effect of the
large spikes in the residual field at the location of
unavoidable magnetic leaks in the shielding system, we
have presented an argument, relying on little more than
reasonable estimates of scaling with system size, that
these features can be ignored because they could be ignored
in the analysis of the ILL experiment. A calculation
admitting magnetic fields of arbitrary strength implies that
any large magnetic field encountered after the oscillating

neutron-antineutron system exits the quasifree propagation
region (specifically, the field surrounding the detector) will
not degrade the probability for antineutron detection.
Instead, it is frozen at the value attained at the end of
the propagation region. Most of our attention, however, has
been focused on a perturbative treatment of the residual
field (sans spikes) as a random process with the aim of
clarifying the relation between the length l of the propa-
gation region and the quasifree propagation efficiency η.
Our findings establish that the dependence of η on l is
approximately linear (cf. Fig. 1). The overall import of the
related numerical estimates of η for values of l relevant to
the design of future experiments is encouraging: to attain
quasifree propagation efficiencies in excess of 98%, it is
enough to improve on the level of magnetic field suppres-
sion achieved in the ILL experiment by a mere factor of 2.
Some aspects of our perturbative treatment of η warrant

further scrutiny. Variations in the residual magnetic field
(after exclusion of any large spikes) have been assumed to
be wide-sense stationary. We believe that this assumption is
justified for the system under discussion because of the
compensation currents deployed, but, nonetheless, its
compatibility with data on magnetic field profiles should
be tested. Less fundamental to our analysis is the
assumption that the magnetic field noise is Markovian,
which serves to fix the frequency dependence of the
required power spectral densities [cf. Eq. (13)]. It would,
of course, be better if power spectral densities taken from
experiment were employed, but our results on η suggest
that the precise functional form of these densities is
unimportant for the estimates made in this paper. More
crucial is the ratio of the moments of the axial speed
distribution in our final expression for η [in Eq. (20)]. We
have attempted to compensate for our ignorance about this
ratio by working with two radically different options for the
axial speed distribution [given in Eqs. (22) and (23)]. More
precise estimates of η require empirical constraints on this
ratio of moments.
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