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Recently Witten introduced a type IIB brane construction with certain boundary conditions to study knot
invariants and Khovanov homology. The essential ingredients used in his work are the topologically twisted
N =4 Yang-Mills theory, localization equations and surface operators. In this paper we extend his
construction in two possible ways. On one hand we show that a slight modification of Witten’s brane
construction could lead, using certain well-defined duality transformations, to the model used by Ooguri-
Vafa to study knot invariants using gravity duals. On the other hand, we argue that both these constructions,
of Witten and of Ooguri-Vafa, lead to two different seven-dimensional manifolds in M-theory from where
the topological theories may appear from certain twisting of the G-flux action. The non-Abelian nature of
the topological action may also be studied if we take the wrapped M2-brane states in the theory. We discuss
explicit constructions of the seven-dimensional manifolds in M-theory, and show that both the localization
equations and surface operators appear naturally from the Hamiltonian formalism of the theories. Knots

and link invariants are then constructed using M2-brane states in both the models.
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I. INTRODUCTION AND SUMMARY

Knot theory has attracted both mathematicians and
physicists to tackle some of the challenging problems.
There are various approaches of constructing invariants of
knots and links. Mathematicians put forth skein/recursion
relation [1] to evaluate the invariants. The skein method
involves the study of knots projected onto two dimensions.
These invariants can also be obtained from braid group
representations deduced from the two-dimensional statis-
tical mechanical models, rational conformal field theories
and quantum groups. All these approaches show that the
invariants are Laurent polynomials in variable g with
integer coefficients. That is, for any knot K,

J(K.q) = anq". (1.1)
n
where a, are integers.

On the other hand, Chern-Simons gauge theory based on
any compact group G provides a natural framework to
study knots and their invariants [2]. In particular, this
approach gives a three-dimensional definition for knots and
links. For any knot K carrying representation R of gauge
group G, the expectation value of Wilson loop operator
W(K,R) = TrgPexp (§x A) gives the knot invariants:
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J(K,R.q) = (W(K,R))

:/DAexp [ik/ Tr<A/\dA+§A/\A/\A>
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X Trp Pexp (% A),
K

with the first trace being in the adjoint representation, and
the second trace Try being in the representation R of G; and
k, an integer giving the coupling constant that we can use to
write ¢ in the following way:

. 2ri
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where £ is the dual Coxeter number for group G. The Jones
and HOMFLY-PT polynomials correspond to placing
defining representations of SU(2) and SU(N) respectively.
Additionally, the skein relation obtained from SU(N)
Chern-Simons theory resembles the skein relation of the
Alexander polynomial when N = 0. Similarly for the
defining representation of SO(N), we get Kauffman poly-
nomials. Besides the well-known polynomials, we can
obtain many new generalized knot invariants [3]. Within
this theory having manifest three-dimensional symmetry, it
is not obvious as to why these knot invariants have to be
Laurent polynomials with integer coefficients. Giving a
topological interpretation to these integer coefficients is one

(1.2)

(1.3)
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of the challenging problems which has been addressed by
both mathematicians and physicists during the past 17 years.

An understanding of this issue came from the works on
homological invariants initiated by Khovanov [4]. In this
interesting work, Khovanov argued that the integer coef-
ficients can be accounted as dimensions of vector spaces.
This implies, for any knot K, the Khovanov polynomial
will be

Kh(K,q.1) = riq/ dimH;

i.j

(1.4)

J?

where dim H; ; is the dimension of the bigraded homo-
logical chain complex. Taking # = —1, the above invariant
is the g-graded Euler characteristic of the homology which
gives the Jones polynomial [for G = SU(2)], namely,

J(K,O,q) =Y (-1)ig/dimH, ;.

ij

(1.5)

Generalizations of the bigraded homological theory for s/5
[5], sly [6] and arbitrary colors which are referred to as
categorifications of knot polynomials leading to vector
spaces have been extensively studied.

Parallel development from topological string duality
conjecture proposed by Gopakumar-Vafa [7] followed by
Ooguri-Vafa [8] conjecture for knots have shown that these
invariants and their reformulations can be interpreted as
counting of Bogomolnyi-Prasad-Sommerfeld (BPS) states
in string theory. Interestingly, this approach led to various
checks of integrality properties of generalized knot invar-
iants [9]. Further works on categorifications motivated the
study of triply graded polynomials discussed in [10]
succinctly within the string theory context.

More recently, with the aim of interpreting Khovanov
homology within the intersecting brane model, Witten
considered the NS5-D3 brane system to study four-
dimensional gauge theory on W x R™ with knots K stuck
on the three-dimensional boundary W [11]. Interestingly,
the number of solutions a,, to the Hitchin equation in the
four-dimensional gauge theory, for a given instanton
number 7, now gives topological meaning to the integer
coefficients in the Laurent polynomials (1.1). The homo-
logical invariants involve one more variable ¢ besides the
already existing variable ¢, and require study of the surface
operators in a five-dimensional theory.

A relation between Witten’s brane setup [11] and the
Ooguri-Vafa [8] approach with intersecting D4-branes has
been studied in Sec. V of [11]. However, a more generic
construction that relates the four-dimensional N =4
model of Witten to the ' = 1 setup of Ooguri-Vafa has
not been spelled out in full generalities.' In this detailed

"The actual comparison will be between two N = 1 models as
we discuss in Sec. IV D.
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paper, we will study a unified setting in low energy
supergravity description of M-theory where we relate the
brane setup of Witten with the Ooguri-Vafa string theory
background. Specifically we focus on reproducing all the
results of Witten in the supergravity picture. Further, we
also detail the construction of oper equation useful for the
study of knots stuck at the three-dimensional boundary.

A. Organization and summary of the paper

This paper is organized in two broad topics. On one
hand, we analyze in detail the model studied by Witten in
[11]. On the other hand we discuss, albeit briefly, the model
studied by Ooguri-Vafa [8], pointing out some of the key
ingredients that may link various aspects of the two
models [8,11].

We start Sec. II by introducing the two models in question.
In Sec. I A we discuss the brane constructions associated
with the two models, and argue how they can stem from
similar brane configurations. This is of course a first hint to
show that the two pictures in [8,11] may not be so different as
they appear on first sight. However subtlety lies in the
construction of the Ooguri-Vafa [8§] model because there are
at least two possible realizations of the model — one in type
IIB and the other in type IIA. Additionally, because of the
large N nature of [8], there are also gravity duals in each
pictures that may be used to study the model. This is
illustrated in Sec. II B, where certain issues related to knot
configurations are being pointed out.

Section III is dedicated completely to analyzing the
physics of Witten’s model [11] using a dual configuration
in M-theory that has only geometry and fluxes and no other
branes except the M2-branes. The technique considered in
our work is very different from what is utilized in [11].
Witten uses mostly brane configurations and tactics of
four-dimensional N =4 gauge theory, along with its
topological twist, to discuss the physics of knots in the
three-dimensional boundary W. In fact in the notation of
[11], the four-dimensional space will be denoted by V such
that V=W x R*, where R* is a half-line. Our approach
will be to use 11-dimensional M-theory to study similar
physics on the boundary W. Question naturally arises as to
how could two wildly different methods lead to the same
physics on V as well on the boundary W. Elaborating this is
of course one of the purposes of Sec. III, but before we
summarize the story, let us discuss Witten’s model in some
details below.

The work of Witten [11] utilizes certain crucial ingre-
dients useful in studying knots on the boundary W. The
first is the topological theory on W. In [11] this is achieved
in two steps using an intersecting NS5-D3 brane configu-
ration shown in Table I. The details are discussed in
Sec. IIT A.

The second is the localization equations that are not only
responsible in simplifying the path integral formalism of
the theory, but also helpful in fixing the boundary terms
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discussed above. We will call these localization equations
as BHN equations, the acronym being related to
Bogomolnyi, Hitchin and Nahm. A derivation of the
BHN equations, using techniques different from what is
being used in [11], is presented in Sec. III B 10. It turns out,
and as explained in [11,12], the number of solutions of the
BHN equations, for a given instanton number, determines
the coefficient of the knot polynomial. In other words, if we
express the Jones’ polynomial as (1.1), then a, is the
number of solutions to the BHN equation with instanton
number n. This accounts for the integer coefficients in the
knot polynomials.

The knots appear as Wilson loops in the boundary
theory. In the S-dual picture the knots are given by
"tHooft loops. There are some advantages in discussing
the S-dual story, particularly in connection with solving the
BHN equation, and this forms the third crucial feature of
Witten’s work [11]. In Sec. III B 13 we use our technique to
analyze the S-dual picture, putting special emphasis on the
form of the BHN equations.

There is yet another way to study the knots in the theory
involving codimension two operators, both in the boundary
W as well as in the bulk V. These are called the surface
operators, and is the fourth crucial ingredient in Witten’s
work [11]. We discuss the surface operators in Sec. [II C 1,
and as before show that most of the results studied in [11]
do also appear from our analysis.

Finally, Witten discusses a possible realization of the
Ooguri-Vafa model [8] given in terms of intersecting
D4-branes. Similar analysis is also studied by Walcher
[13]. Our study in Sec. IV differs from both the Witten and
the Walcher analysis as we discuss the D6-branes’ reali-
zation of the Ooguri-Vafa model using the brane setup in
Table II. Although this is intimately connected to the
minimally supersymmetric four-dimensional gauge theory,
the specific realization of knots in this picture is more
subtle. This is elaborated in Secs. IVA 1 and IV D.

From the above discussions we see that the general picture
developed by Witten and Ooguri-Vafain [8,11] respectively,
may be addressed in a different, albeit unified, way by
dualizing the brane configurations of Tables I and II to
M-theory. The duality proceeds via an intermediate con-
figuration in type IIB involving wrapped five-branes on two-
cycles of certain non-Kéhler manifolds. The choice of the
non-Kéihler manifolds remains specific to the model that we
want to analyze. For example, Witten’s model dualizes to a
configuration of D5-D5 branes wrapped on a warped
Taub-NUT space as shown in Sec. III B. This Taub-NUT
space, or more appropriately a warped ALE space, is very
different from the ALE space that may appear from
T-dualizing the NS5-brane in Table I. The latter creates a
problem in path integral representation because of the lack of
a global one-cycle rendering it useless to study Khovanov
homology. The Taub-NUT that we study here is different as
discussed in Sec. Il B and we do not use it to study
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Khovanov homology. Instead our configuration is only used
to study knots in the three-dimensional boundary W.

However, restricting the knots to the three-dimensional
boundary is nontrivial. In Witten [11] this is achieved by
switching on the gauge theory € angle. In our supergravity
approach in type I1IB, as we show in Secs. [l B1 and
HIIB 2, this may be achieved by switching on a non-
commutative or a Ramond-Ramond (RR) deformation on
the wrapped five-branes. Interestingly, as we argue in
Sec. III B 2, these two deformations have similar four-
dimensional physics when it comes to restricting the knots
to the boundary W.

The M-theory uplift of the type IIB configuration is then
elaborated in Sec. III B 3. This is the dual description of
Witten’s model in the absence of the knots (knots will be
inserted later), and consists of only geometry and fluxes
with no branes other than the M2-branes. In this section we
argue how the precise geometric information is essential to
derive the harmonic two-form which is normalizable and
unique. This two-form is essential to derive the U(1) gauge
theory on V. This is elaborated in Sec. III B 4, first by
ignoring certain backreactions, and then in Sec. I[II B 5, by
including all possible backreactions.

The U(1) theory is of course only a toy model, and what
we need is the full non-Abelian theory in four-dimensional
space V. This is achieved in Sec. III B 6, where the first
appearance of the M2-branes wrapped on the two-cycles of
certain warped multi-Taub-NUT space occurs. All these
lead to the non-Abelian theory on V, whose details are
analyzed in the subsequent sections. In Sec. IIIB7 we
introduce the boundary dynamics.

In Secs. IIIB 8 and IIIB9 we present our first set of
major computations, related to the four-dimensional scalar
fields. The complete interacting Lagrangian is derived from
M-theory dimensionally reduced over a seven-dimensional
manifold of the form (3.152). It turns out that the dynamics
of three scalar fields that are dimensional reduction of the
seven-dimensional gauge fields are somewhat easier to
derive than the other three scalar fields that are fluctuations
of the multi—-Taub-NUT space. Sections III B 8 and III B 9
are elaborations on this.

We then combine everything and write the complete
four-dimensional action as (3.153). The action contains two
pieces: a topological piece and a nontopological piece. This
is the start of Sec. III B 10, being one of the important
sections of the paper. The action computed in (3.153) now
leads succinctly to the total Hamiltonian (3.158). This is the
central result of the paper, from where all other results are
derived by minimization and other techniques. For example
the BPS equations from the Hamiltonian (3.158) may be
studied by minimizing. The first set of BPS equations
appears in (3.162) for the gauge choice (3.161). As we
showed in detail, for example in (3.163), the coefficients
computed in Secs. [II B 5, III B 8, and III B 9 solve all the
BPS equations (3.162) precisely.
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The second set of BPS equations also follows easily from
the Hamiltonian (3.158). Our analysis proceeds by first
ignoring the topological piece of the action (3.153). The
BPS equations turn out to be the BHN equations studied in
[11]. The BHN equations are given by (3.172) and (3.176),
with (3.176) being further expressed in terms of component
equations as (3.177). Incidentally, if we change our gauge
choice from (3.161) to (3.178), the first and the second set
of BPS equations changes to (3.179) and (3.182) respec-
tively, perfectly consistent to what one would expect
from [11].

Among all the crucial ingredients of Witten’s model [11],
one that we did not emphasize earlier is the appearance of
the parameter r. This parameter has appeared before in
describing the geometric Langland program using super-
symmetric gauge theories in [14]. In the work of [11], ¢
appears once we try to express the BHN equations in terms
of topologically twisted variables. In Sec. III B 11 we show
how t appears naturally in our setup too, although all
information that may be extracted from [11] using ¢ may
appear from our supergravity analysis without involving z.
This is to be expected as supergravity data contains all
information and there is no need to add new parameters.
Nevertheless, as we elaborate in Sec. I[II B 11, one may use
supergravity to define ¢ and then use this to extract
information similar to [11]. One immediate advantage of
this procedure is for finding the BHN equations once the
topological piece in the action (3.153) is switched on. For
example, the BHN equation (3.209) appears easily now,
and the full background equations, including the constraint
equations plus the BHN equations, can be presented
succinctly as (3.221). As mentioned above, all these could
be done directly using supergravity without involving ¢, but
the use of ¢ avoids certain technical challenges.

We have now assimilated all the ingredients, namely the
constraint equations and the BHN equations, to construct
the theory on the boundary W. The crucial ingredients are
the electric and the magnetic charges Qg and Qy; respec-
tively that appear in the Hamiltonian (3.225) which is the
modified version of the Hamiltonian (3.158) once the
topological term in the action (3.153) is switched on. In
Sec. III B 12 we compute the two charges and show that the
electric charge vanishes due to our gauge choice (3.161),
and the magnetic charge is given by (3.227). After twisting,
the magnetic charge combines with the topological piece,
now reduced to the boundary W, to give us the boundary
theory. This is easier said than done, because a naive
computation yields an incorrect boundary action of the
form (3.228). There are numerous subtleties that one needs
to take care of before we get the correct boundary action.
These are all explained carefully in Sec. Il B 12, and the
final topological action on W is given by (3.241). This is a
Chern-Simons action but defined with a modified one-form
field A, given by (3.240), and nor with the original gauge
field A. This is one of our main results, and matches well
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with the one derived in [11] using a different technique. The
story can be similarly reproduced in the S-dual picture, and
we elaborate this in Sec. III B 13. Various subtleties in the
S-dual description discussed in [11] also show up in our
description.

So far we have managed to reproduce the complete
boundary topological theory on W. The question is, where
are the knots in this picture? Section III C 1 is dedicated to
answering this question. It turns out, one of the key players
is the surface operator that will be used to explore the knots
and knot invariants in the boundary theory. In this section
we start by discussing how the surface operators modify the
BHN equations that we studied in Sec. III B 10. The surface
operators are M2-branes in the theory, but their orientations
are different from the M2-branes used earlier in Sec. III B 6
to enhance the gauge symmetry from Abelian to non-
Abelian. In fact the M2-brane surface operators are
codimension two singularities both in the bulk V and in
the boundary W, and their configurations are presented in
Tables V and in Table VI for type IIA and M-theory
respectively.

In the language of Table V, the supersymmetry preserved
by the surface operator is (4,4). The (4, 4) supersymmetric
representation contains a vector multiplet, containing
vectors and four scalars all in the adjoint representations
of the gauge group, and a hypermultiplet, containing four
scalars. If we concentrate only on the hypermultiplet sector
then, in the absence of the surface operator, the BHN
equations satisfy (3.287) which are exactly the Hitchin’s
equations that one would expect from [15-17]. In the
presence of the surface operators (3.287) changes to
(3.307), again consistent with [15—17]. Interestingly, com-
paring (3.307) with (3.287) we see that the rhs of the three
equations in (3.287) are now no longer zeros but propor-
tional to certain source terms parametrized by the triplets
(a.B,7). These triplets can be expressed in terms of
supergravity parameters as given in (3.310), which in
our opinion is a new result.

One might also ask how the full BHN and the constraint
equations appear in the presence of the surface operators
when we consider both the vector and the hypermultiplet of
(4, 4) supersymmetry. The results are presented in (3.316),
and (3.323) for the BHN equations and (3.318) for the
constraint equations.

Having gotten all the background equations and con-
straints, our next question is the form of the boundary
theory. We follow similar steps as before, and express the
Hamiltonian, in the presence of the surface operators, as
(3.330). The Hamiltonian again can be expressed as a sum
of squares plus the magnetic charge Qy;. However now it
turns out, and as explained in Sec. III C 1, that the non-
Abelian case is in reality much harder to study in the
presence of the surface operators. To simplify, we then go
to the Abelian case and express the BHN and the constraint
equations as (3.331). The magnetic charge is not too hard to
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find now—it is presented in (3.333); and from here the
boundary theory on W is given by (3.336) by taking care of
similar subtleties as encountered in Sec. III B 12.

The construction of knots on the boundary W using
surface operators now easily follows using the configura-
tion depicted in Fig. 2 and as given at the start of
Sec. III C 2. More precisely, the Wilson loop structure that
we will consider is as given in (3.343). i.e. using gauge
fields parallel to the x, axis. This way we are able to trace
all the computations with the same rigor as of the earlier
sections.

The next set of computations relies on three crucial steps
for the Wilson line configurations. First is the Heegaard
splitting (3.356) as shown in Fig. 4. Second is the
monodromy identifications (3.365), as shown in Fig. 6;
and third is the braid group action, as shown in Fig. 5.
These three steps form the building blocks for all the knot
configurations that we study here. We represent them as
operators Ay, By and Cy,,) respectively acting on the
Wilson line state |ny), where the subscript k denotes the
number of Wilson lines; and o is the braid group action on
the jth set of two consecutive Wilson lines. Using the three
operators, for example the unknot may be represented as
Fig. 8 and we can use them to compute the knot invariant
for this case. However, the steps leading to the actual
computation of the invariant are riddled with numerous
subtleties—dealing with monodromies and framing
anomalies to name a few—that we discuss in detail in
Sec. III C 2. The final knot invariant, or more appropriately
the linking number for the unknot, is given by (3.367).
Similar analysis is presented for the trefoil knot, torus (2, n)
knots, figure-8 knot and 5, knot in (3.368), (3.369), (3.370)
and (3.371), respectively. These knot configurations easily
follow the three-steps building blocks mentioned above, as
shown in Figs. 9, 10, 11 and 12 respectively, and we discuss
how this generalizes to all knot configurations that may be
built in our model.

In fact other invariants, beyond the linking numbers, may
also be studied for the knot configurations that we discuss
here. These invariants have been addressed in [18] and may
be constructed using the monodromies M, in (3.358),
implying that our analysis is generic enough not only to
include all the constructions of [18] but also give them
appropriate supergravity interpretations. Despite the suc-
cess, a non-Abelian extension of this picture is harder, and
we do not attempt it here leaving a more detailed elabo-
ration for the sequel. Instead however we dedicate the last
section, i.e. Sec. III C 3, albeit briefly on opers that may
generalize more easily to the non-Abelian case.

Section IV is dedicated completely to exploring the
physics of the Ooguri-Vafa [§] model. From the start, there
are many points of comparison with Sec. III dealing with
the physics of Witten’s model [11]. For example, the
absence of a Coulomb branch, the location of the knots
on the internal S and the existence of a gravity dual might
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suggest that the Ooguri-Vafa [8] model is very different
from Witten’s model [11]. In Sec. IV we argue that this is
not the case. In spirit, these two models are far closer in
many respects than one would expect from naive
comparison.

The first hint already appears from the discussion in
Sec. V of [11] and in [13], where the intersecting D4-
branes’ construction of the Ooguri-Vafa model is discussed
from the brane setup of Table I. However we want to
emphasize the connection using the brane setup of Table II
that directly relates the four-dimensional A" = 4 model of
Witten to the N = 1 setup of Ooguri-Vafa.

Our starting point is then multiple D5-branes wrapped on
a two-cycle of a non-Kihler resolved conifold. We take N
five-branes so that the IR gauge group for the minimally
supersymmetric four-dimensional gauge theory becomes
SU(N). The geometry can be worked out precisely as we
show in Sec. IVA, which in turn is based on the recent
work [19]. However existence of a similar picture as in
Sec. III B 1 without dipole deformation, does not mean that
the physics remains similar now. The absence of the
Coulomb branch changes the story a bit, and this is
discussed in detail in Sec. IV A 1. However the two models,
despite the small difference, are identical in some respect
regarding the four-dimensional picture, even when we go to
the mirror-type IIA side. The Ooguri-Vafa model is then
realized from the mirror picture by first Euclideanizing the
geometry, so that the four-dimensional physics is defined

on S?l) x RT, and then performing a flop (4.8) that

exchanges the S?l) with S?z), the three-cycle of the mirror

deformed conifold. The flop transfers the physics to the
three-cycle of the deformed conifold, and this way we can
get [8] from [11].

The discussion in Sec. IVA'1 leaves a few questions
unanswered. The first is related to the physics on S(
namely, what is the pre01se topological theory on S that
we eventually transfer to S ? The second is related to the
knots, namely, what about the knot configurations and the
knot invariants? In the remaining part of the paper we
answer these two questions.

To answer the first question we will require the precise
supergravity background in type IIB, before mirror trans-
formation. This is studied in Sec. IV B, where the fluxes are
worked out in Sec. IV B 1 and the warp- factors, in the type
IIB metric, are worked out in Sec. IV B 2. The M-theory lift
of this configuration is studied in Sec. IV C 1, where we
show that the seven-dimensional manifold is again a
warped Taub-NUT fibered over a three-dimensional base.
This time however the warping of the base and fiber in the
seven-dimensional manifold (4.43) is different from what
we had in Sec. III B3 such that the four-dimensional
supersymmetry can be minimal. Of course the right
comparison with Sec. III B 3 can only be done after we
make a dipole deformation to the type IIB background. It
turns out, and as expected, dipole deformation does not
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break any supersymmetry, but does break the four-
dimensional Lorentz symmetry to three-dimensional
Lorentz symmetry. This is good because we can localize
the knots in the three-dimensional space where there is a
manifest Lorentz invariance. Details on this are presented in
Sec. IVC2.

Once we have the full geometry and fluxes in M-theory,
with dipole deformation, it is easy to follow a similar
procedure as in Secs. [II B3, [IIB 4, IIIB 5 and III B 6 to
work out the normalizable harmonic forms, and non-
Abelian enhancement to study the gauge theory in four-
dimensional space. This is the content of Sec. IV C3,
where we discuss the vector multiplet structure, leaving the
study of chiral multiplets for the sequel. The vector
multiplet structure leads to a non-Abelian gauge theory
in four dimensions whose coupling constant, much like
(3.76) before, may to traced to the underlying supergravity
variables in M-theory.

The above discussions then bring us to the second
question related to the knot configurations and knot
invariants. In fact the story is already summarized in
Sec. IVA 1, and in Sec. IV D we elaborate on individual
steps. The first step is related to the topologically twisted
theory on the three-dimensional boundary W. This time,
because of the absence of the Coulomb branch, the
boundary theory is simpler than the one in Witten’s model,
namely (3.241). It is now given by (4.60), which is again a
Chern-Simons theory but the coupling constant is not the
one that we naively get from the topological piece (4.59) in
M-theory, rather it is a combination that appears from both
the G-flux kinetic and the topological pieces in M-theory.
This is identical to what we had in Sec. III B 12 related to
Witten’s model. We now see that a similar structure, yet a
bit simpler from [11], is played out for the Ooguri-Vafa
model [8] too.

All these are defined on S?U’ and once we take the

mirror, the theory on S?l) remains identical. The second

step is to perform a flop operation (4.8), so that we can
transfer the physics to the three-cycle S%z) of the non-

Kihler deformed conifold, giving us (4.62). For this case,
the knots may now be introduced by inserting codimension
two singularities as depicted in Fig. 14. Again, the picture
may look similar to what we discussed in Secs. III C 1 and
[T C 2, but there are a few key differences. One, we cannot
study the Abelian version now as the model is only defined
for large N. This means all the analysis of the knots using
operators Ay, By and C, , ) may not be possible now. Two,

similar manipulations to the BHN equations that we did in
Sec. I C 1 now cannot be performed.

What can be defined here? In the remaining part of
Sec. IV D we give a brief discussion of how to study knots
in the Ooguri-Vafa model, leaving a more detailed expo-
sition for the sequel. We summarize our findings and
discuss future directions in Sec. V. In a companion paper
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[20], and for the aid of the readers, we provide detailed
proofs and derivations of all the results here including, at
times, alternative derivations of some of the results.

B. What are the new results in this paper?

In this paper we construct two different configurations in
M-theory, which consist of only geometry, fluxes and M2-
branes (the latter provide a non-Abelian enhancement of
the underlying gauge group). We refer to them as model A
and model B. These are dual to the models in [8,11],
respectively. An important new result is that we show the
exact duality transformations that relate models A and B.
Consequently, we make explicit the direct connection
between the seemingly very distinct models in [8,11]. In
other words, we provide a unifying picture of the two
existing physics approaches to compute knot invariants
from the counting of solutions to BPS equations.

The present work focuses on the study of model A, that
dual to the model in [11]. We first obtain the complete
four-dimensional gauge theory Lagrangian (3.153), appro-
priately compactifying model A. Then, we derive its
associated Hamiltonian (3.158). Clearly, the coefficients
appearing in (3.158) are expressed in terms of supergravity
parameters, by construction. All our results for model A
stem from this Hamiltonian and are mapped in exquisite
detail to the results in [11]. We thus conclude that another
major outcome of our analysis is that it allows for a precise
physical interpretation of [11] in the conceptually simple
and long-known classical Hamiltonian formalism. For
example, the BPS equations follow from the minimization
of (3.158) for static configurations of the gauge theory
fields. We refer to them as BHN equations, the acronym
standing for Bogomolnyi-Hitchin-Nahm equations.

The four-dimensional space V where our Hamiltonian is
defined naturally decomposes as V=W x R*. After
minimization of the energy and topologically twisting
our theory, we show that the action on the three-
dimensional boundary W of V is topological. This is a
Chern-Simons action for a modified gauge field, which is a
certain linear combination of the original gauge fields and
some of the scalar fields in our theory. Then, the inclusion
of surface operators in this setup provides an inherent
framework for realizing knot invariants, as argued in [18].
A key result in our work is the realization of surface
operators as M2-branes, different from the ones used for the
non-Abelian enhancement of model A. Upon restricting to
the Abelian case for simplicity, this allows us to work out
the linking numbers for the most well-known knots:
unknot, trefoil, torus (2,n), figure-8 and 5,, given by
(3.367)—(3.371).

Finally, it is interesting to note that we have not yet
exploited most of the immense potential of the constructed
models A and B. To mention a few possibilities, we hope to
learn about the Jones, Alexander and HOMFLY polyno-
mials and Khovanov homology in the sequel.
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II. BRANE CONSTRUCTIONS AND KNOTS

In this section we will study the knots first from a brane
construction proposed by Witten [11,12] and argue how
this could be mapped to the geometric transition picture of
Ooguri-Vafa [8,21]. We will argue that certain fourfolds
along with specific configurations of surface operators are
useful in making the connections between the two
scenarios.

A. Brane constructions for knots

In the original Witten’s construction [11] of knot theory
in type IIB theory, we will call this® model A, the branes
were arranged as in Table I, with an additional source for
IIB axion, C,, switched on such that the knots are localized
along the 241 dimensional intersection parametrized
by xo,12-

Let us now modify the original setup of Witten by
converting the direction xg along which the D3-brane is
stretched into a finite interval. This is achieved by intro-
crucial step will be useful for us to relate the coriﬁguration
of Witten to the configuration of Ooguri-Vafa [8], as we
will soon see. For later convenience we will call this, and
the subsequent modification of this, as model B.

The type IIB configuration can be modified further by
T-dualizing along x; direction. This T-duality leads us to
the well-known configuration in type IIA theory [22,23] as
depicted in Table II. In addition to the required branes we
will have a background type IIA gauge field As, that will
have a pull-back on the D4-brane and furthermore intro-
duce a nontrivial complex structure on the (x3, xg) torus.
The latter operation will help distinguish the noncompact
world-volume directions x(;, with the compact toroidal
directions even in the limit of large size of the torus.
However although supersymmetry of the background still
remains valid, the localization of the knots in the xg,
directions is not: we have lost the Coulomb branch, so the
discussion of knots should be taken with care here. We will
study this soon.

Finally let us make yet another modification to the setup
studied above: introduce large N number of D4-branes.
Such a modification will help us to study the gravity dual of
this setup, in other words will connect us directly to the
model studied by Ooguri-Vafa [8] or more recently to
Aganagic-Vafa [21]. This is because an appropriate T-
duality to the above brane configuration will convert the
two NS5-branes to a singular conifold and the N D4-branes
to N wrapped D5-branes on the vanishing two-cycle of the
conifold. We can then blow up the two-cycle to convert the
singular conifold to a resolved conifold.” The D5-branes

*Not to be confused with A-model and B-model that appear in
the topologically twisted version of our construction.
*We will see that the metric on this will be a non-Kihler one.
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TABLE I. The orientations of various branes in the intersecting
branes setup. The notation / is the direction along which the
branes are oriented.

Directions 0 1 2 3 4 5 6 7 8 9
NS5 v vV * VoV
D3 VARV ARV v * *
TABLE II. The orientations of various branes in the T-dual of
the modified Witten setup.

Directions 0 1 2 3 4 5 6 7 8 9
NS5 v vV x * x x4/
NS5 NV VRV AV VAR S S *
D4 vV vV VAR S *

will then wrap the resolution two-cycle. To see how this
works, let us discuss this in some detail.

B. T-duality, resolved cone
and a geometric transition

We begin by introducing a circle action on the conifold
and extend it to the resolved conifold in a compatible
manner. Consider an action S. on the conifold
xy —uv = 0, where (x,y,u,v) are complex coordinates,
in the following way:

(e, y) = v,

(e, v) = e,

S.:(e", x) > x,

(e, u) — eu, (2.1)
The orbits of the action S, degenerates along the union
of two intersecting complex lines y=u=v =0 and
x = u = v = 0 on the conifold. Now, if we take a T-dual
along the direction of the orbits of the action, there will be
Neveu-Schwartz (NS) branes along these degeneracy loci
as argued in [24]. So we have two NS branes which are
spaced along x (i.e. y = u = v = 0) and y directions (i.e.
x = u = v = 0) together with the noncompact direction
along the Minkowski space which will be denoted by NS,
and NS,.

One may lift this action so as to define a resolved cone.
To do that, let us start with two C> with coordinates
(Z,X,Y)and (Z', X', Y') respectively, where (Z, Z') are the
coordinates of P! in the two C3’s respectively, and the rest
form the coordinates of the fiber. Then the manifold
O(=1) ® O(=1) over P! can be obtained by gluing the
two copies of C3, parametrized above, by the following
identification:

77 =1, XX =2z, Y'Y =2Z. (2.2)
The blown-down map from the resolved conifold to the
conifold C is given by Eq. (7) of [22], from where one may
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infer the action S, on the resolved conifold to be an
extension of the action S. (2.1) given by Eq. (8) of [22].
The rest of the discussion after Eq. (8) of [22], until the end
of Sec. II in [22], details how the T-dual picture becomes
the following brane configuration: a D4 brane along the
interval with two NS branes in the orthogonal direction at
the ends of the interval exactly as illustrated in Table II.
Here the length of the interval is the same as the size of the
two-cycle of the resolved conifold. As the two-cycle
shrinks to zero, the brane construction of a resolved
conifold approaches the brane construction of a conifold.”

In the language of branes, the two NS5 branes are along
directions x, 5 and xg9 and fill simultaneously the space-
time directions x ; 5 3. This means the T-duality was done
along direction xg, or in the language of a conifold, along
w. The conifold geometry is parametrized by (6;, ¢;) with
i =1, 2 with the U(1) direction w and the noncompact
radial direction r. In the following let us clarify some
subtleties related to the T-duality. First let us consider the
wrapped D5-brane on a conifold geometry. A standard
T-duality along an orthogonal direction should convert this
to a wrapped D6-brane. The C; source charge of the
D6-brane decomposes in the following way:

. . eg, A ey,
Gy, ) = GG 1 (P52 23

where V, is the volume of the two-sphere that is being
wrapped by the D6-brane and whose cohomology is
represented by the term in the bracket.” In the limit where
the size of the two-sphere is vanishing (i.e. for the T-dual
conifold), the term in the bracket in (2.3) will behave as a
delta function, and consequently C; will decompose as Cs
i.e. as a D4-brane. It will take infinite energy to excite any
mode along the directions of the vanishing two-sphere, and
therefore for all practical purposes a T-dual of the wrapped
D5-brane on a conifold will be a D4-brane stretched along
y direction. This is of course the main content of [25-27].
Similarly if the wrapped two-sphere is of finite size, i.e. the
D5-brane wraps the two-cycle of a resolved conifold, then
at energy lower than the inverse size of the two-sphere the
T-dual will effectively behave again as a D4-brane [22,23].
Once the energy is bigger than this bound—the size of the
two-cycle is much bigger than the string scale—then the
intermediate energy physics will probe the full D6-brane.
Our analysis in this paper will be related to this case only,

“In the first version of the paper some of the details presented
here overlapped with [22]. Here we remove all the overlap and the
readers are instead referred to Sec. II of [22].

The representative of second cohomolog]y for a two-cycle of a
conifold is ey, A ey — ey, A ey, as both P vanish at the origin
[25]. For resolved conifold we will take (2.3), as geometrically
the D5-brane wraps a two-sphere parametrized by (6, ¢;). This
makes sense as one of the spheres will be of vanishing size at
r=0.
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i.e. we will explore the classical dynamics of a wrapped
D6-brane on a four-cycle parametrized by (6, ¢, w)
and x3.

The above discussion tells us that, under appropriate
T-duality, we should get the IR picture of the geometric
transition model studied by Ooguri-Vafa [8]. There are of
course few differences that we need to consider before
making the equivalences. The first is the existence of a Byg
field with one of its components along the D5-branes and
another orthogonal to it.® This By field should give rise to
the dipole deformations of the D5-branes’ gauge theory
[28-30]. This deformation should also be responsible for
preserving supersymmetry in the model. It is however not
clear that the knots in this model should again be restricted
to xg, directions, although naively one could argue that
the two directions of the D5-branes are wrapped on the P!
of the resolved conifold, and the dipole deformation with a
Bys field Bj, should restrict the knots further to the x ; »
directions. The reason is of course the absence of the
Coulomb branch which is a crucial ingredient in [11,12].

There is another reason why this should not be the case.
We can ask the following question: what will happen if we
make a geometric transition to the two-cycle on which
we have wrapped D5-branes? From standard argument we
know that the DS5-branes will disappear and will be
replaced by fluxes. In this flux picture, or more appropri-
ately the gravity dual, it will be highly nontrivial to get the
information about the knots from the fluxes on a deformed
conifold background (as there are no branes on the dual
side). One might think that a T-dual of this gravity dual
could bring us back to branes in type IIA, but this does not
help as the original D4-branes on which we had the knot
configurations do not appear even on the brane side. To see
this, consider the following circle action S;:

(e”.y) > .
(e, v) —» e v, (2.4)

Sy: (e, x) = x,

(e, u) — eu,

on the deformed conifold xy — uv = u, where pu is the
deformation parameter. Then S, is clearly the extension of
S, discussed in Eq. (8) of [22], and the orbits of the action
degenerate along a complex curve u =v =0 on the
deformed conifold. If we take a T-dual of the deformed
conifold along the orbits of S,;, we obtain a NS brane along
the curve u = v =0 with noncompact direction in the
Minkowski space which is given by xy = u in the x-y
plane. Topologically, the above curve is R! x S!. Thus in
the T-dual picture, the large N duality implies a transition
from the brane configuration of N coincident D4-branes
between two orthogonal NS5-branes to the brane configu-
ration of a single NS5-brane wrapped on R! x S! with

®In general we expect both Bys and Bgg to appear here. The
latter however is more nontrivial to deal with, so we will relegate
the discussion for later.
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appropriate background fluxes. The D4-branes have dis-
appeared in the dual brane configuration too, apparently
along with our knot configuration.

The solution to the above conundrum is nontrivial and
we will discuss this soon. But first let us discuss how to
study model A using the approach of wrapped branes on
certain non-Kihler manifolds. This will lead us to a more
unified approach to discuss both the models.

III. MODEL A: THE TYPE IIB DUAL
DESCRIPTION AND WARPED TAUB-NUT

The situation for model A is slightly different as it is
directly related to [11] and therefore to the Chern-Simons
theory along x;;, directions for the brane configurations
given in Table I. The claim is that the knot polynomial
J(gq; K, R;) for any knot K is given in the Chern-Simons
theory via the following path integral:

J(¢: K R) = (WK, R;)) = <TrR[Pexp ?iiA>

| DAexp (iSe) [[LW(K;. R;)
B J DAexp (iS,) ’

(3.1)

which is a generalization of (1.2), and where ¢ is the
variable which is used to express the knot polynomial as a
Laurent series, R; is the compact representation of the
gauge group G appearing in the Chern-Simons action S:

k
S L= —
S A

/ Tr(A A dA +%A AA /\A). (3.2)
w 3

As discussed in the Introduction, k is an integer used to
express ¢ as in (1.3). The denominator appearing in (3.1) is
in general a nontrivial function of k. For example for the
SU(2) group with W = 83, as shown in [2] and [11], the
denominator becomes

/DAexp(iSCS)—\/zsin<kLH>, (3.3)

but if we take W = R3, this can be normalized to 1 and so
(1.2) and (3.1) become identical. This is the case we will
study in this section. The above two expressions (3.1) and
(1.3) serve as a dictionary that maps the knot polynomial J
and the knot parameter ¢ in terms of the variables of Chern-
Simons theory.

A. First look at the gravity and the
topological gauge theory

We will discuss the knots appearing from this construc-
tion soon, but first let us modify Table I slightly by first
restricting the direction xq to an interval, and second,
T-dualizing along the x5 direction to convert the configu-
ration to D4-branes between two parallel NS5-branes.

PHYSICAL REVIEW D 95, 026010 (2017)

T-dualizing further along x4 =y direction will convert
the D4-branes to fractional D3-branes at a point on a
warped Taub-NUT space. In particular, we will have a
geometry like

ds? = e‘¢ds%123 + e‘pds%

Fy=e*xgd(e]), (3.4)
where ¢ is the dilaton and the Hodge star and the
fundamental form J are with respect to the dilaton
deformed metric e?/ds2. The metric dsq will be given by

dS% = F‘]d”2 +F2(dl//+cost91d¢1)2

+ F3(d6? + sin®0,d¢?) + F4(dxi + dx3), (3.5)
with F, = F(r), F» = F,(r) and F3 = F5(r) as functions
of ronly and F, = F4(r, xg, x9), as the simplest extension
of the case with only radially dependent warp factors.
Note also that the fractional D3-branes cannot be inter-
preted as wrapped D5-D5 branes along (6, ¢, ) directions.
Instead the fractional D3-branes will be interpreted here as
D5-D5 pair wrapping direction y and stretched along the
radial r direction.

We can also change the topology along the xg ¢ directions
from R? to T? or P! without violating Gauss’ law. Before
elaborating on this story, let us clarify a few issues that may
have appeared due to our duality transformation. First, one
would have to revisit the supersymmetry of the model,
which seems to have changed from A" = 4 to N/ = 2. This
still allows a Coulomb branch, but we need more scalars to
complete the story. One way to regain the lost supersym-
metry is to assume that the xq circle is large, so that
essentially, for the half space xq > 0, we have the same
physics explored in [11,14].

Second, Witten discusses the possibility of T-duality
along orthogonal S! for the D3-NS5 system and argues
that, because of the absence of a topological one-cycle in
the T-dual configuration, the path integral in this framework
cannot be taken as a trace. Our configuration differs from
this conclusion in the following way. The T-dual will lead
us to a non-Kéhler metric on the Taub-NUT space (we call
this as a deformed Taub-NUT) and although the Taub-NUT
circle will shrink to zero size, we will not be using the Taub-
NUT configuration to compute the path integral. Rather a
different Taub-NUT will feature later in our study of the
gauge theory on the wrapped D5-branes.

Third, converting the D3-branes to D4-branes wrapped
along direction x; would seem to give us only two scalars
(xg,x9). But this is not quite the case as the fluctuation of
the gauge field along the x5 direction will appear as an extra
scalar field when we look at the three-dimensional gauge
theory along directions (xo,x;,x,). These are therefore
exactly the scalar X in [11]. The other three scalar fields,
namely (x4, xs,x7), are related to Y in [11].
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Below a certain energy scale, related to inverse radius of
the x5 circle, the theory on the D4-branes can be studied at
the intersection space of the NS5-D4 system. The boundary
action is then given, for the Euclidean three-dimensional
space, by [11]

S, = ——
gYM x6=0

HUp 2
+ Le Tr( A,0,A, +34,A.4,

dPx {lleabCTrXa (X, X.]
(3.6)

where (1, [,) are constants related to the background gauge
field (A3) (see also [11]) and the superscript is for later
convenience.

1. On the topologically twisted theory

Constructing a topological field theory using R-
symmetry twist to ' = 4 theory is well known, and could
be easily applied to our configuration. The wrapped D4-
branes on x3; have a SO(5) symmetry broken to
SO(4) x U(1). The one-form associated with the U(1)
symmetry can be combined with the twisted scalar fields,
i.e. scalar fields associated with (xg, x9) converted to one-
forms q’;,,dx” The fluctuation of the gauge field along the x5
direction’ contributes another one-form. Finally the fourth
one-form may appear from one component of the fluctua-
tions of the D4-branes along the orthogonal direction.
Together these one-forms could be expressed (in Euclidean
space) as

3
p=>_ ¢dr, (3.7)
n=0

which captures the concept of R-symmetry twist (see
[11,14] for more details). Using these we can rewrite
(3.6) as the following topological theory [11]:

1
1
S,(] ) — ——
9ym J xs=0

X Tr [211¢ﬂ¢y¢,,+12 <A 9,A +§AﬂA A )] (3.8)

A3 xetp

where the coefficients /; and [, are defined in terms of
= :I:ITl, where 7 is the standard definition for four-
dimensional gauge theory, namely 7 = 9 —|— 4ri g

t+ 1!

(3.9)

"Not to be confused with the type IIA U(1) gauge field with
expectation value (A3).
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The derivation of the above relations are given in [11],
assuming the € angle in the definition of 7 to be related to
the YM coupling g3

The topological theory that we got above in (3.8) is
however not complete. There are other terms that require a
more detailed study to derive. The derivation has been
beautifully presented in [11], so we will just quote the
results. The idea is to take the five-dimensional action on
the D4-branes:

1
Sp4 :—z/dsx 9oL
9s

+T, / P A TtF, F oy (3.10)

where T, is the tension of the D4-brane, and reduce over
the compact direction x;3. The expectation value of A,,
along with T, will give rise to the € angle in the dimen-
sionally reduced four-dimensional N =4 Super Yang-
Mills (SYM) theory with the Yang-Mills (YM) coupling
determined by the length R; of the compact x5 direction
(assuming flat g©)):

I R

s (3.11)

The kinetic piece of the five-dimensional action of the
D4-branes can now be represented as

1 1
72 / Px /Ly = —— / d*x\/9Luin
9ym

~{0.. }+— L
B \/ 1 +w?
X |:_WQ(A) +eTr <¢MFL/0' + W¢MD/4¢O' _§¢M¢y¢u>:| B

(3.12)

where the boundary integral has to be defined at both ends
of x4, namely x4 = 0 and x4 — o0, or to the point along x¢
where we have moved the other NS5-brane. Of course, as
mentioned earlier, to preserve maximal supersymmetry, the
other NS5-brane has to be kept far away so that near xg = 0
we restore N = 4 supersymmetry. We have also related ¢,
appearing in (3.9), and w as

t=w—V1+w (3.13)
The other parameters appearing in (3.12) are defined in the
following way: Q is the standard supersymmetric operator
such that in the absence of any boundary, the kinetic piece
would only be given by the first line of (3.12) i.e. as an
anticommutator with Q. The other parameter Q(A) is the
standard Chern-Simons term in three-dimension, such that
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dxQ(A) = [ Tr A/\dA+%A/\AAA . (3.14)
J s [re(anansSanana)

It is now easy to see that once we combine the boundary
term of (3.12) with the boundary action (3.8), the final
action takes the following simple form:

4z 1

AP S [
G w1+ w? Lﬁo

2
x /Tr(Aw A A, +TA, A A A AW), (3.15)

S:

as one may verify from [11] too. The above action is
essentially Q(A,,), with A,, = A + we. This tells us that we
could insert a generalized one-form, given by A, into the
Chern-Simons action and get the corresponding topological
field theory. This generalized one-form, as we will argue
soon, should appear from our M-theory analysis. Note also
that the path integral description should remain similar to
(3.1) as

4x 1
DA, exp | / &PxQ Aw]
/ p[g%m wv1+ w? (4)

_ / DA exp E—f / d3xsz<A)],

where we assume that the path integral is evaluated at the
usual boundary xq = 0. Thus the S, appearing in (3.1)
should then be identified with (3.14) except with a scaled
coupling ¢* defined as

g:gYM\/W 1+W2

It is important to recall that, for our case, only the low
energy dynamics is given by the Chern-Simons theory at
the boundary. By low energy we mean the energy scale
smaller than the inverse radius of the x5 direction. Using the
language of [11] our five-dimensional Euclidean space is
given by V=W x 8! x R, where S' is parametrized by
x3 and R is parametrized by x¢. This S! should not be
confused with the 8' of [11] used in studying Khovanov
homology.

There is one subtlety that we always kept under the rug:
the physics at the other boundary associated with the
existence of the second parallel NS5-brane. We had
assumed that the second NSS5-brane can be moved far
away so that near x4 =0 we have the full N =4
supersymmetry. Although this description is roughly cor-
rect, this is not the full picture as this x4 circle will become
the Taub-NUT circle in the dual type IIB framework.
Therefore it is then necessary to determine the behavior of
the following Chern-Simons form:

(3.16)

(3.17)
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oAy - i), (3.18)

where Ag) =A,, is gauge field we studied earlier for the
boundary xg = 0. As discussed by Witten in [11], if we
view Aﬁf ) to be trivial, then the path integral can be
represented as (3.16). We will elaborate on this later.

B. Non-Abelian extension and Chern-Simons theory

Having developed the basic strategy to study Chern-
Simons theory from our brane construction, let us now
analyze the geometry (3.4). The x4 circle on the brane side
will appear as a S', parametrized by , fibered over the
radial direction. The topology of this space is a P' and it
will be assumed that the D5-branes wrap this two-cycle.
The D5-branes are moved away along the Coulomb branch.

The fundamental form 7 can be computed from (3.5)
using standard procedure, and is given by

j: \/Fle(dW+COSQId¢1) A dr+F3 Sin91d91 A d¢1
+F4d)€8 AN d.XQ. (319)

One can plug J = ¢?? 7 in (3.4) to determine the RR three-
form flux using Hodge duality. Assuming nonzero back-
ground dilaton, this is given by the following expression:

f?, = ev, AN (klegl AN e(/,I + k2d)€8 AN dX9), (320)
where due to the wedge structure there would be no F,g3 =
% or Fy9 factors. This is reflected in the coefficients

(kxl,kz) which are given in terms of the warp factors of
(3.4) as

ke — €2¢F4rF3\/F2
1 F4 /Fl 9
_ e (VF\Fy = F3,)F4/F,
ky = , (3.21)
F3VF,

even if we keep ¢ as an arbitrary, but well-defined, function
of the internal coordinates. Note that if the metric on the
space (3.4) is Kéhler, then our formula would have yielded
vanishing RR three-form flux. Thus when the D5-branes
wrap the two-cycle of a blown-up Taub-NUT space, the
metric has to be non-Kihler to preserve supersymmetry.

1. Generalized deformation and type IIB background

It is now time to see what effect would the introduction
of type ITA complex structure on the (x3, ) torus have on
our type IIB background. This will not be a dipole
deformation, rather it will be a noncommutative (NC)
deformation of the wrapped five-brane theory, the non-
commutativity only being along the (x3,y) directions.
Essentially the simplest noncommutative deformation
amounts to switching on a NS B-field with both
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components along the brane. The B-field for our case will
have component B3, as we mentioned before, which of
course has the required property in the presence of a
D5-brane along (xg 1,3, 7. ). Since the warp factors are r
dependent, this B-field component will be a constant along
the (x3,y) directions but will depend on the radial
coordinate r. This case is unlike anything that has been
studied so far, although from an effective three-brane point
of view this will be a dipole deformation. Thus this is not
the standard NC deformation but we will continue calling
it one.

We now expect a field strength of the form dB. This field
strength will then backreact on our original type IIB
background (3.4) and change the metric to the following:

d 2
ds? = e ? {—dl‘2 + dx% + dx% + 3 }

cos?0 + F,sin’6
Fz(ctoizla + cos 91 d¢1)2

1 + Fytan?0

+e? [Fldr2 +

L Fy(d6? + sin?0,dg?) + Fa(dd + dxg)} (322)

where 6 is related to the NC deformation. It is easy to see
how the Lorentz invariance along the compact x5 direction
is broken by the NC deformation. This is one reason (albeit
not the most important one) for the knots to be restricted
along the Euclidean three directions.

Coming now to the fluxes, it is interesting to note that the
RR three-form flux remain mostly unchanged from the
value quoted earlier in (3.20) with a small change in the dy
fibration structure:

]:3 = (k1€9] A 6(/)1 +k2dx8 A d)Cg) VAN (dl//+C0$9COS€1d¢1),
(3.23)

where (k;,k,) are the same as in (3.21). However now
along with the three-form RR flux, we also have a source of
NS three-form flux which is responsible for generating the
NC deformation in our system. This extra source of NS flux
is given by

F,, sin 20 N
= e, e e
77 2(cos0 + Fysin0)? v e
F2 sin 6

cos?0 + F,sin%0 !

A\ €¢1 A €3, (324)

from where we see how @ creates the necessary NC
deformation and e, = dy + cos @ cos 0;d¢, denotes the
new y fibration. Finally, the NC deformation also effects
the type IIB dilaton, changing it from e~ to
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e_d)

\/c0s?0 + F,sin0

64)8 f—

(3.25)

2. Comparison with an alternative deformation

Here we pause a bit to ask the question whether the NC
deformation that we study here is consistent with the
procedure adopted in [11,14] to localize the knots along
the Euclidean x ; , directions. In the original construction
of [11] an axionic background C, is switched on to provide
a theta angle to the gauge theory on the D3-branes (with the
NS5-brane boundary). In our language this will dualize to a
RR B-field switched on the wrapped D5-branes on the
Taub-NUT two-cycle. Note that this RR B-field is in
addition to the RR B-field generated by the D5-brane
sources. The question now is how will this additional RR
B-field change the background solution. To analyze this let
us assume, for simplicity, that the RR B-field for the
wrapped D5-brane sources is given by

Cz = b91¢1d91 AN d¢1 + bgngg A dXQ, (326)

with the metric as in (3.4) and (3.5) and (bg,,, . bgy) are
functions of all the internal coordinates except (y, ¢;) to
maintain the necessary isometries. Note that if by 4 =

by, 4, (w) and bgg = bgo(w. ¢y ), then

dCZ = <m1€gl A €¢1 +m2dx8 N d)Cg) A (dl//+m3 C0591d¢1),
(3.27)

which resembles (3.20) but is closed and does not have the
required isometries. We have defined the coefficients in the
following way:

db, ob
m; = cosecd, —2P1 my = —22
dy oy

my = secH % - %
T : Oy opy )
Therefore to be consistent with the RR field strength (3.20),
we can define

(3.28)

F3 =dC, + sources, (3.29)

with dC, derivable from (3.26) that preserves the (y, ¢;)
isometries. What happens when a component like C, 3 is
switched on? To be consistent with [11] this component
should be a constant along the fractional D3-branes’
direction but could be a function of the internal coordinates.

The answer can be derived following certain well-
defined, but tedious, steps. The backreacted metric changes
from (3.4) and (3.5) to the following:
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dx3

c0s%0 + F,e*?sin’0

Fy (22 4 cos 0,dep, )

+e2¢+¢3 F dr2—|— 2\cos @
! 1 + F,e*’tan’6

ds* = e?» [—ah‘2 + dx} + dx3 +

L Fy(d6? + sin?0,dg?) + Fa(dd + dx%)} . (330)

where 6 will be related to the additional RR B-field
component switched on. Comparing (3.22) and (3.30)
we see they are formally equivalent: the Lorentz invariance
along spacetime directions is broken in exactly the same
way for both the cases; and the w-fibration structure
matches. The metric differs slightly along the (,x3)
directions, and the warp factors are little different from
(3.22), but the essential features are reproduced in an
identical way. The dilaton e”# is again a slight variant of
(3.25) and takes the form

e?

\/cos20 + Fre*sin20

e_{/)B —

(3.31)

The RR B-field changes from what we started off in (3.26)
because of the backreactions from the additional RR
B-field piece. The precise functional form can also be
worked out with some efforts, and the result is

. — F,e*?tan 0
> \cos20 + F,e*sin20
+ b91¢1 dgl AN d¢1 + bggd)Cg N dXQ,

> (dy + cosOcosO,dp) N dxs
(3.32)

where we see that the first term is precisely the additional
RR B-field piece that is switched on to restrict the knots
along the Euclidean x ; ; directions. In the limit  — 0 we
get back (3.5) and (3.26).

Thus, comparing (3.22) and (3.30), we see that NC (or
dipole) deformation and the deformation from switching on
RR component of the B-field essentially amount to the
same thing: they both restrict the knots along the x,
directions, albeit in the Euclidean version, by breaking the
Lorentz invariance along the x;;, and the x; directions.®
However the RR deformation is sometimes hard to imple-
ment in the supergravity language as it relies on the precise
values of the C, components in the presence of sources. But
now with our above-mentioned equivalence we can use the
NC deformations to compare the results as the supergravity
analysis that we perform here will only be sensitive to the
metric deformations. Henceforth we will mostly use the
dipole (or NC) deformations to study the knots, unless
mentioned otherwise, and compare with the RR deforma-
tions whenever possible as we go along.

$This is a bit sloppy as, we shall see later, restricting the knots
along a particular subspace is more subtle.
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3. M-theory uplift and harmonic forms

It is now instructive to analyze the M-theory uplift of the
deformed background (3.22). Before that however we can
see how the intermediate type IIA background looks by T-
dualizing along a compact orthogonal direction. There is no
global one-cycle, but locally we have polar coordinates
(61, ¢1). There is no isometry along the 0, direction, so that
leaves us only with the ¢, circle. Local T-duality along ¢
will give us D6-branes, originally wrapped along the two-
sphere generated by the collapsing y coordinate on the
radial r direction, and the ¢, circle. This configuration is
stabilized against collapse by background fluxes, which we
will determine below. The background metric for the
wrapped D6-branes is now given by

dx3
cos?0 + F,sin?0
(dgp; + F, tan @ sec 6 cos 0, dx )
F,cos20, + Fsin20, }

ds* = e |:—dt2 + dx3 + dx} +

+

+ ¢f [Fldrz + F3d03 + Fdsg,

( F, F3sin?0,sec?0 (3.33)

F,cos%0, + F3sin®0,
where we note that the Lorentz invariance along (x3, ¢ )
directions is broken so that the knots are still localized
along the x ; , directions, albeit in the Euclidean version.

Note also the nontrivial fibration of the ¢, circle, which in
turn appears in the background NS two-form 13, as

B I:"z cos 0, secd
> Fycos?0, + F5sin®0),
x (d¢p; + F, tan @ sec 0 cos 0,dx3) A dy

B

+ F, tan Osec20dy A dxs, (3.34)

from where the field strength H3 = dB, can be determined.
We have also defined F, as

- F,

Fr=——"—=—— 3.35
2T 14 Fytan?0 (3:35)

To complete the story we will need the type IIA dilaton and
the RR fluxes. The dilaton is well defined and takes the
form

—3¢/2
e¢A — €

- . (3.36)
\/(00529+F25in29)(F2c05261 + F3sin%0,)

provided the warp factors (F,, F3) are well defined every-
where. Otherwise strong coupling will set in at the
following two isolated points:
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0 =052 =0 (0 =575 =0). (3.3)

irrespective of whether there is any NC deformation on the
type IIB side. In general however, for arbitrary choice of the
warp factors, strong coupling will set in when e™? — co.
This is the regime where the dynamics will be captured by
M-theory.

To study the RR fluxes we first note that in the type IIB
framework, the RR three-form flux F5 is not closed and
gives rise to the following source equation:

df3 = —kz COS 9691 VAN €¢1 AN dxg A dX9
+ (klaegl A €¢1 + k2adx8 A dX9> A €, AN élll’
(3.38)

with a= (6,,r,8,9) and e, = (db,,dr, dxg, dxy). The
first term is the expected source term for the D5-branes
located at a point in (0, ¢, xg,X9) space. The other two
terms signify the fact that we have fractional D5-branes.
This is also reflected on the type IIA two-form F, as

dF,=—k,cos0sin8,dO; A dxg A dxq
— (sin@k,,d0, A dy —cosOcosb ky,dxg Adxg) A ey,
(3.39)

with the first line denoting the expected charge of the
wrapped D6-branes.

At strong type IIA coupling, we can analyze the
dynamics using M-theory. The M-theory metric takes the
following form:

ds* = H,[—dt* + dx} + dx3 + H,dx3
+ Hy(dpy + f3dxs)* + € (Fidr* + Hydy?)]
+ X H | [F3d0} + F,4(dx} + dx3)]

+ 6_2¢H_2 dxu + Almdxm 2, 340
1

where we see that the second line reflects the warped Taub-
NUT nature of the background using gauge field A; from
the source (3.39). The warp factors H; and f3 describing
the background are defined as

H, = (cos0 4 F,sin20)'/3(F,cos26, + F5sin20,)'/?

1 1
= T 5 o . o H — =
7 0826 + F,sin?6 37 Fyc0s20, + Fasin®0,
- F,F;sin?0,sec?0
f3 = F,tanOsecfcos b, Hy=—" 3510 lse? .
F,c0820, + F3sin®0,
(3.41)
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To proceed further we will have to define the type IIA
gauge field from (3.39) as

fZZdAl

= a1dxg A dxg + ardxg A dOy + azdxq A dO), (342)

where the background one-form A appears in the fibration
structure of (3.40) giving the Taub-NUT form and o; =
a;(0;,x3,x9) as some generic function of (6, xg, x9) at
some fixed value of r satisfying the constraint:

% daz Oy

4
601 + 8X8 8x9 (3 3)

Since most of the warp factors are functions of r, except F
and e? which are respectively generic functions of (xg, xo)
and (xg, x9,0;) also, at a given point if r, i.e. at r = ry, we
have a warped Taub-NUT space specified by the following
metric derivable from (3.40):

dS%N = GldG% + szxg + G3dx§
+ Gy(dxy; + Ayp)?, (3.44)

with G; given by the following expressions in terms of the

warp factors H; given in (3.41), F; in (3.5), and the dilaton
e’

Gl :€2¢H1F3, G2:G3:€2(/)H1F4,
1

To proceed further we will assume, for simplicity, the
warped Taub-NUT space described above in (3.44) is a
single centered Taub-NUT space. This is clearly not an
accurate description of the system as the warped Taub-NUT
space is derived originally from N wrapped D4-branes in
type IIB theory. We will rectify the situation soon by
resorting back to the original description, but for the time
being a single-centered Taub-NUT space will suffice to
illustrate the picture without going into too many technical-
ities. Having said this, we now use the fact that a single-
centered Taub-NUT space allows a unique normalizable
harmonic form w = d{ which is self-dual or anti-self-dual
i.e. ® = £ %4 w. For our case, this is given by

¢ =9g(01,x3,x9)(dxy + Ay), (3.46)

with ¢(0;, xg, x9) satisfying the following set of differential
equations at r fixed at r = ry:

026010-14



KNOT INVARIANTS AND M-THEORY: HITCHIN ...
1 39 G1 G4
—=*um

900, G,G;

—4 a F
e*PFy \| (cos20+ F,sin?0) (F,cos20, + Fsin?;)

G,G,
G,G;

10
199 _
gOxg

as 6_2(/)

=4
\/F3(cosz6'+Fzsinze)(l:“zcos@l + F3sin%0))

199 _
g0xqg B

G;G,
GG,

Fa

e

\/F3 (c0s20+ F,sin*0) (F,co0s0, + F3sin®0,)
(3.47)

The above set of partial differential equations are in general
hard to solve if we do not know the precise functional forms
of the warp factors and dilaton involved in the expressions
above. However comparing (3.42) and (3.39) we see that o,
appearing above in (3.47) should at least be proportional to
k, defined in (3.21). In other words, we can write a; at
r=ryas

a1 (ro, Xg, X0, 01) = €V Fya,(6,), (3.48)
where F, = F4(rgy, xg,%9) and ¢ = ¢(rg, xg, X9, 6;). Note
that, with the choice of F, in (3.42) and the wedge
structure, we can allow the above functional form for ¢
without spoiling the constraint equation (3.43). This way
the first equation in (3.47) is easily satisfied. However for
the other two equations in (3.47), one simple way to solve it
would be to allow the dilaton as well as (a,,a3) to be
functions of (r,xg, xg,6;), such that the following con-
ditions are met:

aze20
= - = f3(xs),
\/F2C05291 —+ F3sin2(91
a,e 2
2 =y (xo). (3.49)

\/cm05291 + F3sin®0,

Let us also assume that g appearing in (3.46) can be
expressed as

9(01, xg, X9) = g1(01)92(x3)g3(x9). (3.50)

Thus plugging in (3.50) into the differential equa-
tions (3.47) and assuming, without loss of generality,
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Fy(rg) = by', we get the following functional form

for g
0,
g(ng X9, 91) = GJo €Xp iC() / . 9 cos’6
0 y/sin®0) + 520

s [M g [ ﬁzdxg)],

where for appropriate sign we should get a normalizable
harmonic form ® and we have defined ¢, as
cy' = \/F3(ry)(cos? @ + by' sin? §). The normalizability
is defined with respect to (xg,x9) directions as 6, is a
compact angular coordinate. Thus the 0, dependence of
(3.51) is redundant and we can simplify (3.51) by elimi-
nating the 0, dependence in the gauge field (3.42), i.e.
eliminating the a factor in (3.42). Under this assumption
the integrand in

0 0
/ a)/\w—/2g a3—g—a2—g do; Adxg N dxg A dxyy
TN Oxg Oxg

(3.52)

(3.51)

will be independent of 0; provided (a,, ;) can be made
independent of 6; leading to a constant factor for the 6,
integral’ as ¢ in (3.51) will now be a function of (xg, X9).
The 6, independency of (a,,a3) is still consistent with
(3.49), but the question is whether this will be true for
(3.42). To see this, recall that F, in (3.42) needs to satisfy

Fr=dA, + A, dA = sources, (3.53)
where A; would still be written as (3.42), but now with
only (@, a3), and appear in the M-theory fibration structure
in the metric (3.40); and the sources correspond to the D6-
brane sources. We can distribute the sources appropriately
such that (3.42) has a, = ay(x9) and a3 = az(xg) satisfy-
ing all the background constraints. The dilaton, which is a
function of (r, xg, x9,0;), can be chosen from the start in
(3.4) to be of the form

o2 e Q(r, xg, x9)

\/F2C0S261 + F3sin2(91

, (3.54)

which can then be used to determine the RR three-form flux
F5 in (3.20) and (3.21) with the functional form for
O(r, xg,x9) determined using supersymmetry via torsion
classes.'” The 0, independence of (3.52) will be useful

°In general however one should get an additional piece of the
form 2ga, 2% in (3.52).

“An example of supersymmetric compactification will be
described in detail later using torsion classes. For our case using
torsion classes may lead us to consider a more generic case with

F,4(r, xg,x9,0;) instead of our present choice of F,(r, xg,xg).
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later. Finally, this harmonic form can be used to express the
M-theory G-flux G, as

Gy = (Gs) + F N o, (3.55)

where F = dA is the field strength of the U(1) gauge field
A and (G,) is the background G-flux whose explicit form
can be easily determined from the type IIB three-form
fluxes F5; and Hs. This can be worked out by the diligent
reader, therefore we will not discuss this and instead we will
concentrate on the M-theory uplift of the RR deformed
background (3.30), (3.32) and (3.31). The M-theory metric
is given as

ds* = H\[~df* + dx} + dx} + H,dx}
+ Hy(dp, + f3dxs)? + ¢ (Fydr® + Hydy?)]
+ 62(/)1:]] [F3d6% + F4(dX§ + dxg)]

+ €_2¢H1_2H51 (dxH + Almdxm)z, (356)

where we see that the metric is almost similar to the one
presented earlier with NC deformation in (3.40). In fact the
coefficients are also identical to the ones in (3.41), namely,

H, = (cos20 + F,eXsin?0)!/3(F,cos26, + F4sin6,)!/3
i, _ 1 P
cos’0 + >’ F,sin%6’ 27 1 + X Fytan®0
= F, F3sin%0,sec?d
F,c0s%0, + F3sin®0;
(3.57)

FI3:FII37 f3:O,

with the differences being the vanishing of f3, and the
existence of certain extra factors of ¢%?. Finally, the gauge
field appearing in the fibration structure of (3.56) can be
read from the by 4 and b3y components of (3.32) as

A] = bg](/,]dgl + b3(/,]dX3. (358)
The next step would be to evaluate the field strength for A
and bring it in the form (3.42) with the triplet (a;, a,, a3)
such that we can eliminate @; and make a, = a,(x9), a3 =
as(xg) at r =ry and fixed x3. All these can be accom-

plished by a simple choice of the components in (3.32) and
(3.58):

db91¢1 =m (x87 x9)dx8 + a3 (xg, x9)dx9,
8(12 8(13 i O

b3‘/’| = al(el)’ ax9 axs -

(3.59)

This way the a; piece in (3.42) will be absent at fixed x3
and the harmonic function will be independent of 0, in
exactly the way we wanted. The dilaton can now be chosen
as (3.54) with F, defined as in (3.57) to satisfy the
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remaining constraints. Thus with the initial metric choice
(3.4) and (3.5), along with the dilaton (3.54), supersym-
metric configuration can be constructed once the RR
fluxes satisfy the second relation in (3.4). This can be
verified by working out the torsion classes, but we will not
do so here. Instead, in the following section, we will
determine the four-dimensional action that may appear
from the 11-dimensional M-theory supergravity action.

4. First step towards a gauge theory

To derive a four-dimensional gauge theory from
M-theory we will start by assuming Lorentz invariance
along (xg, X1, x,, ). Looking at (3.40), we see that this is
possible only if the dilaton and the warp factor H,
combination e*?H, is expressed as

62(/)H4 = 1 +Z/{4, (360)
with small U, at all points in (r, xg, x9,6;). In this limit,
comparing this with (3.49) and (3.41), it means (a,, a3) are
chosen as

B (x9) (Focos20, + F5sin26, )%/

ar(r,xg9,0,) = = +0oU
2(r.x9.61) F,F5sec’0sin’6, (ts)
F,c08%0, + Fsin®6,)*/?
as(r. . 0) = BN O A BSWO ,)
F2F3S6C Osin 91
(3.61)

for all points in (7, xg, x9,6;) space except at §; = 0. At
6; = 0 one has to resort back to the definition (3.49).
Therefore for small U, the metric along (xg, x;, Xo, ) is
essentially H, and consequently the M-theory action with
[, = 1 will have the following four-dimensional reduction:

/d“xg4 A *11Gy +/C3 NGy NGy

= /d“fo *4f+c2/fAf, (3.62)

where we have ignored for the time being the seven-
dimensional nature of the U(1) theory by compactifying
down to four dimensions over the three-cycle X; para-
metrized by ¢; in (3.40) and the two-sphere determined by
the degenerating x5 fibration over the radial coordinate r.
The coefficients ¢; appearing in (3.62) are given as

cy :/ d36\/g3/ W N kN,
b8 TN

02:/<c3>/ o N o,
3, TN

with ¢; giving us the U(1) YM coupling whose value can
be read off from w, using (3.51), and the internal metric

(3.63)
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along (¢, r,w), using (3.40); and ¢, giving us the © angle.
Note also that ¢; and ¢, are related by

— f23 (&)
T oy

which should be reminiscent of the relation between ® and

—L discussed in [11]. To see the precise connection, let us
YM

go back to the original orientation of the D3-branes on the
NS5-brane in Table I. The D3-branes are oriented along x,
X1, X, and y directions, and therefore since the M-theory
Taub-NUT is oriented along (xg, xo, 6, x;), we are left
with the three-cycle X; along (x3,r,¢;) directions with
metric

(3.64)

€y =

HH,+H\H;f} HH;f5 0
HH;f5 H\H; 0 ,
0 0 H]€2¢Fl

g5 = (3.65)

which could be read from the metric (3.40), and H;, f5 are
defined in (3.41) above. The above metric leads to the
following value of the integral:

1}35/2 d30@:2ﬂR3A dre?\/F,,
3

(3.66)

at a fixed value for (6, xg, X9 ). In deriving (3.66), we have
assumed R; to be the radius of the x5 circle. The above
integral is a well-defined function because the dilaton is
well defined at the two boundaries of r and F'; vanishes at
the origin and goes to identity at » — co. Thus (3.66) will
lead to some constant value at any given point of
(6, xg,x9) space.

Coming to the M-theory three-form Cs, we now require
the component (C3)s,,, to compute ¢, in (3.63). A naive
computation from T-duality will yield zero value for this
component.'' However the scenario is subtle because of the
fractional brane nature of the type IIB three-branes. The
D5-DS nature of the fractional D3-branes implies that we
need a small value of NS B-field switched on along (x3, r)
directions to take care of the tachyons [25]. Consistency
then requires us to have at least a RR two-form along (x3, r)
directions in the type IIB side. This will dualize to the
required C3 component (C3)s,, Which, without loss of
generalities, will be assumed to take the following form:

""A more accurate statement is the following. Existence of the
RR two-form C, in (3.32) implies the three-form field strength
components (F73)3,, and (F73)s,,» both of which under specific
gauge transformations may yleld‘ a two-form field (C,);,. How-
ever consistency would require this to be functions of (y, ¢;)
which, in our T-dual framework, would be impossible as we
require the field components to be independent of the T-dual
coordinates (w, x3, ¢;).
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N, sin20cosOp(0,,0)q(0)
2(cos*d + Nsin?0)?

C3 dr A dX3 VAN d¢1, (367)

where N = N(r, 0) such that N remains arbitrarily small for
all r and only at r - co, N — 1; and p(6,, ) and ¢(0) are
well-defined periodic functions of #; and @ respectively.
This way equations of motion (EOMs) will not be affected
by the introduction of these field components. Using this,
the value of the integral in (3.63) for ¢, is given by

2 (/2
/ (C3) :—/ do,p(6,,0)
PN 7 Jo

X/ dr/\dx3/\d¢1
Z3

= 2R;3q(0) sin 6,

N, sin 26 cos 0¢(6)
(cos’6 + Nsin’6)?
(3.68)

where we have absorbed the value of the 0, integral in the
definition of R3 and g. Now combining (3.66) and (3.68),
and making ¢(0) = 1 for simplicity, we find that ¢; and ¢,
are related by

_ 2tan? 2a
CH :Slnecl = (Tanzzg> c1 = (m)Cl, (369)
2

where we have normalized the integral in (3.66) to 2R; to
avoid some clutter. Furthermore, in (3.69), we have defined
a= tan . It is interesting that if we identify this a with the
same a used in Eq. (2.7) of [11], we can compare (3. 69)
with Eq. (2.14) of [11] provided we define (c;, c,) as'>
_4n 6
= ) 6= 3

2

(3.70)
9ym

What happens for the M-theory uplift (3.56) for the type
IIB background (3.30), (3.32) and (3.31)? It is easy to see
that the component of the C5 (3.67) remains unchanged, but
v3 defined in (3.66) changes to the following:

00 F
U3 = 277,'R3 SGCG/ dre¢ %
0 1 + e*?Fytan?6

= 27R; secH/ dre?\/F < ——62¢F2tan29+ >
0
(3.71)

at a fixed value of (6, xg, x9) space. The last equality is
assuming small RR deformation parameter 6, otherwise
one will need the explicit form for the warp factor F; and
the dilaton e? to evaluate the three-volume v;. Now,

"The results do not match exactly as the above comparison is
naive. The precise connection between a of [11] and the super-
gravity parameters will be outlined later.
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because of the change in the volume wv;, the relation
between ¢, and ¢; becomes

| tan 0
Cy ZESIHZGCl = (m)

2a 1 —a?
cl=——|——=])cy,
iyl \i+a?)!

with corrections coming from the O(6?) terms in (3.71).
This relation can be compared with (3.69) and also with
[11] where a somewhat similar discussion appears from the
gauge theory point of view.

(3.72)

5. Including the effects of U,

The above identification (3.69) or (3.72) is encouraging
and points to the consistency of the picture from the M-
theory point of view. However generically (/4 is never small
everywhere, and therefore Lorentz invariance cannot
always be restored along the y direction. In such a scenario
we expect the gauge theory to have the following form:

Cl;Cl/d4fo Fab 4 /d4 z]: Fav,
3
(3.73)

where a, b =0, 1, 2 and (¢, c;p) will eventually be
related to the YM coupling (3.70) after proper redefinitions
of the gauge fields. We will do this later. However subtlety
arises when we try to define these coefficients in terms of
the background data because the components of the metric
along directions orthogonal to the Taub-NUT space as well
as the dilaton do depend on the Taub-NUT coordinates
(61, xg, x9). For example the first coefficient in (3.73) can

be expressed as
F F,—F
4R3ez¢ﬂsecé/d451/ -2 ,/ 2 3)
F
(3.74)

x g0 <0’3 Dxg 26x9>

where g = g(r,xg,x9) instead of g(ry,xg,x9,6;) as in
(3.51) and Q = Q(r, xg,x9). We have defined d*¢ as the
integral over

© Ry Ry Ry
/d4§E/ dr/ d)Cg/ d)CQ/ d)C]l (375)
0 0 0 0

with R, being the radius of the nth direction, which could
be compact or noncompact depending on the configuration.
For example we expect Rg or Ry to be noncompact.
Looking at (3.74), we see that there is a mixing between
the Taub-NUT and the non-Taub-NUT coordinates.
However we can simplify the resulting formula by making

C11€
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two small assumptions: (a) we can take the constant leading
term for the dilaton, namely e?%, and (b) fix the Taub-NUT
space at r = ry. The latter would mean that the dr integral
could be restricted only to the space orthogonal to our Taub-
NUT configuration, whereas the former would imply that
we do not have to worry about the dxg and dxq integrals.13
Note also that the average over the 6, coordinate that we
perform here is consistent with (3.52) because one may
assume as though the d6), integral is being transferred to
the integrand over the space orthogonal to the Taub-NUT
space. This is where our work on making the integrand in
(3.52) independent of #; will pay off. Of course as we saw,
a general analysis is not too hard to perform, but this is not
necessary to elucidate the underlying physics.

Therefore taking the two assumptions into account, the
first coefficient ¢ is easy to work out, and is given by the
following integral:

F\FyFy
Fy—F,

g B

where we have only taken the constant leading term for the
dilaton. Additionally, the combination F, — F3 should be
viewed as |F, — F3| so that this will always be real. This
means for our purpose we will always be choosing the
metric ansatze (3.5) with F, > F5 at all points in r, the
radial coordinate."* This choice, although not generic,
should suffice at the level of a concrete example. An
alternative choice with F; > F,, at all r, leads to

FF2F3 _( F3—F2)
F3—F2 £

(3.77)

c1(0) = R3se(:9/ dre*bo

(3.76)

C11(9)22R3SCC0[) dr€2¢0

BIf we define Q appearing in (3.54) as Q = Q,+/F5, then we
2F,
For regimes where F, — F5, the latter is simply e?#0Q,. There-
fore the choice of constant dilaton means that Q; do not vary
significantly over the (r, xg, X9) space. This way issues related to

strong coupling could be avoided.

"“Note that the r behavior of the warp factors F; typically goes
as Fy = >, ap,(r/r,)" where r, is the scale and the sum over n
can be from all positive and negative numbers depending on the
model. This means, to maintain F, > F3 at all points in r, we will
have to choose the functional behavior differently for » < r, and
for r > r,. Again, this subtlety is only because we restricted
ourselves to a concrete example with F, > F'3. We could take

generic (F,, F3) for our case, but then the analysis becomes a bit
cumbersome although could nevertheless be performed. However
since in the latter case we do not gain any new physics, we restrict
ourselves with the former choice.

see that the dilaton varies between ¢?#0Q, and e Q,
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and could be considered instead of (3.76) but we will only
consider the former case namely F,>F 3.

The above integral (3.76) is just a number and is well
defined for all values of the warp factors even in the limits
F;=0= Fz and Fz = F3. On the other hand ¢, is more
nontrivial to represent in integral form because ¢, depends
on H;' given in (3.41), which unfortunately is not well
defined at #; = 0. To deal with this we will express the
integral form for ¢, in the following way:

F,(F F3) vV
c12(0) —2R3c089/ ry/ 1( 2 3/ Z +a

=2R; cose/ drb,
0

X | bstanh™! 1 /Bt b(F; — F)
3 b Fz

BB

such that b is the regularization factor introduced to avoid
the z = +1 singularities. We have also defined (a, b,, b3)
in the following way:

\/ F, - F 3
F3+ b? (F ) —
by =
b Fy—F;
Let us now study the limiting behavior of the integrand in

(3.78). In the limit F3 vanishes for some point(s) in r, the
integrand generically blows up but we can arrange it such

that this vanishes as
1-b*\ F
lim ——=< tanh™! | /1 4+ 22
F3—0 \/ { \/ < b? >F21
+11’1<\/F2 -\ F2 —F3)} - 0

On the other hand, when F » — F5 for certain value(s) of r,
the integrand in (3.78) approaches the following limit:

1
tanh™' | — ),
an <b>

which blows up in the limit b = 1. But since b is never
identity—the original integral (3.78) being not well defined
for b = 1—the value in (3.81) can be large but not infinite.

(3.78)

F\(F, - F;)
AF,F,

(3.79)

(3.80)

(3.81)
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However subtlety arises when F » — 0, because in this limit
we expect F5 to also vanish otherwise F,>F 3 cannot be
maintained. Furthermore, F3 has to go to zero faster than
F ». This then brings us to the case (3.80) studied above, and
we can impose F, — 0 there. This means the integrand in
(3.78) will be well defined at all points in (r, xg,x9,6;)
space even where both (F,, F5) vanish, and the large value
of (3.81) can be absorbed in the definition of AV, in (3.73).

Again, we should ask what happens once we consider the
M-theory uplift (3.56). The coefficients in the metric (3.56)
are slightly different from the ones in (3.40) so we expect
(c11, ¢12) to change a bit. Indeed that is what happens once
we evaluate the precise forms for (cy;,cjp). The first
coefficient ¢ is now given by

FF,F,
by(Fy - F3)

g Hoit

where F » 1s now defined as in (3.57) with an extra factor of
the dilaton ¢2?. Unless mentioned otherwise, we will
continue using the same notation for Fz as in (3.35) to
avoid clutter. It should be clear from the context which one
is meant. As expected, (3.82) is exactly as in (3.76) except
for the additional factor of b, defined as

c11(0) = Ry secé’/ dre®t

(3.82)

by = cos’0 + > F,sin? (3.83)
in the dr integral. Similarly, the ¢, coefficient is given by
an expression of the form (3.78) except b, in (3.79)
changes to \2_4’ i.e,

by

b2 - .
\/c0s?0 + ¢*? F,sin%6

(3.84)

This concludes our discussion of the gauge theory from M-
theory and we see that the components of the gauge fields,
namely (A, A, A,) can formally be distinguished from
A,,, because of their structure of the kinetic terms in (3.73).
However the picture that we developed so far is related to
U(1) theory, so the natural question is to ask whether we
can extend the story to include non-Abelian gauge theories.
This is in general a hard question because the G-flux in the
supergravity limit is always a U(1) field. However if we are
able to include M2-brane states then we should be able to
study the non-Abelian version of (3.62). In the following
we will analyze this picture in some detail.

6. Non-Abelian enhancement and M2-branes

To proceed we will have to first find the two-cycles in the
space given by the metric ansatze (3.44), where we now
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take our background to be a warped multicentered Taub-
NUT space. The idea is to wrap a M2-brane on each of the
two-cycles such that in the limit of vanishing size of the
cycles, the M2-branes become tensionless giving rise to
enhanced gauge symmetry. This idea has been explored
earlier in [31] so we will be brief. Note that for this to
happen, we will start by assuming that the circle para-
metrized by the coordinate x;; shrinks to zero size at
various points on the geodesic line in the (6, xg, x) space.
This way we will have multiple two-cycles, giving rise to a
warped multicentered Taub-NUT space. In other words, we
can rewrite the warped Taub-NUT metric (3.44) in the
following suggestive way:

dst = U™ (dx), + A))* + Udx?, (3.85)
where we have defined the variables appearing above, using
the definitions in (3.45), in the following way:

. 1
dX? = ———[F3d6? + F4(xg, x9) (dx3 + dx3)]

H,(61)
U=eH3
in2e\ 2/3 cos20 2/3
_ 29 . SiD oy |
e <cos +7b0 3sin“6, +7b0 Ttang ,
(3.86)
with by = F3'(ry) as before. Now since both by and F3(r)

are O(1) numbers, and just for analytical simplicity if we
take a small NC deformation 8, then both U and H; will be
independent of (6,60,) and U can be expressed as

(3.87)

stemming entirely from the dilaton e??, where c,, are
certain constants associated with the N-centered warped
Taub-NUT space and lgg is the geodesic length in (xg, x9)
space.

We can simplify the subsequent analysis a bit more if we
assume that the warp factor F, is only a function of xg at
r = rq and is independent of xq. Of course the generic case
can also be done, but since this will not change any of the
physics that we want to discuss here, we will resort to the
simplest treatment here. Thus the mass of the wrapped M2-
brane between (I, ;) two-cycle is then given by

L
My g1 = TMSk,k+1 :ﬂTMRH[ dxs\/ Fy, (3-88)
k

where Ty, is the tension of the membrane, Sy ;. is the area
of the two-cycle between points (I, /) and f is a
constant that could be extracted from the coefficients
Cnk 1n (3.87) that is needed to avoid any conical
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singularities in the system. The next step is easy and has
been discussed in detail in [31]. The intersection matrices
of the two-cycle satisfy the following algebra:

25kl

[Starr]o[Sii] = { (3.89)

_5l,k—l

which is exactly the Cartan matrix of Ay_; algebra. Thus
the enhanced gauge symmetry of the system leads to an
SU(N) group with the Cartan coming from the decom-
position of the localized G-flux as (3.55) but now with

N
g4 = <g4> + Zf, N w;, (390)
i=1

with orthonormal harmonic forms w; associated with the ith
two-cycle. All these harmonic forms can be easily derived
from (3.51) by restricting the (xg,xo) integrals over the
two-cycles appropriately. Thus after the dust settles, and
ignoring the seven-dimensional origin of the system for the
time being, we expect the following non-Abelian enhance-
ment of the U(1) theory discussed earlier in (3.62) for the
D3-branes oriented as in Table I:

SYM = C /d x<y]ZTrfabf“b +}/22Trf f’al/l)

a<b

+ e / TrF A F, (3.91)

with the trace in the adjoint representation of SU(N) and
(cy, ¢,) defined as in (3.70) and related by (3.64) and (3.69)
(the correct relation will be provided later). Note that we
have inserted (y;,y,) for the coefficients of the F,, and
F 4 terms respectively. We expect y, to be related to (3.76)
and (3.66); and y, to be related to (3.78) and (3.66) as in the
U(1) case described in (3.73). A proof of this is hard, and in
the following we will try to give some justification of this.

So far we saw that the localized G-fluxes at the Taub-
NUT singularities provide the Cartan of the gauge group
and the wrapped M2-brane states provide the necessary
charged states to allow for the non-Abelian enhancement.
In fact the M2-brane states provide a two-dimensional
sigma model description at weak string coupling that takes
the following form:

S = [ @aVaRT (@1, 8,000,400
+ f2( @y, @y, P3)0pd2044,]

5
+/d25\/ﬁhaﬁ {ka(‘l)h@zvés)aa@ga/f@k
=3

+ f6(Py, P, <I>3)8(,/13T8ﬁ/13 + } (3.92)
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where h,; is the world-sheet metric, f;(®;) are the
couplings, the dotted terms denote couplings to NS and
RR fields including the fermions, and the various sigma
model fields are defined as

X,
(I)lz( 8), (Dz:r, @3:91.
X9

(3.93)

Due to the nontrivial interaction terms in (3.92), a detailed
study of the spectra is hard. However we make a few
observations. First, the couplings are not arbitrary and can
be worked out from (3.33). We will specifically concentrate
on the first two interactions in (3.92) as their fluctuations
will be related to the four-dimensional gauge interactions.
The (f;, f,) terms are given by

F1(®@y, @y, @3) = f1(r, x5, X9.0,) = e,
¢
e

fz(q)h D,, ¢’3> Efz(”’x&x%@l) =7 5, (3'94)
1—-Uy

where U, is the same function that appeared in (3.60) and
entered in the derivation of the couplings (¢, c¢j,) in
(3.76) and (3.78) respectively. Thus plugging (3.94) in the
first two terms of (3.92) leads us to the following 2d
interacting Lagrangian for the fields (4;,4,):

L = 0 AT 0 + 000 + AT O,

+ (p— Uy — PUL)D A2 0%2 + ... (3.95)
Second, the dilaton field ¢ interacts equally with all the
components of the sigma model field 4;, but has a different
interaction with the sigma model field 4,. This at least
suggests that the three gauge fields (A, A;, .A,) appearing
from the corresponding vertex operator with A; will have
identical gauge couplings, which would differ from the
gauge coupling of the gauge field A, appearing from 1.
Third, the appearance of /4, or more appropriately ¢*?H,
from (3.41) with the same relative weight as in (3.40) points
to the emergence of the coefficients (cyy,c,) describing
the gauge fields in four dimensions. Therefore putting these
together, and including the Chan-Paton factors, we expect
the possibility of the emergent action (3.91), with

Y1 X Crps 72 X Cpa. (3.96)
In addition to the emerging gauge theory description (3.91),
the M-theory gravitational coupling also leads to interesting
four-dimensional gravitational coupling. For example we

can have the following correspondence:
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/C3/\X8—>c3/trR/\R,

which will become useful in studying gravitational and
framing anomalies associated with the knots in a curved
background as mentioned in [11]. We will discuss this
later. In writing (3.97) we have defined R as the four-
dimensional curvature two-form, the trace over the Lorentz
group, and the coefficient c5 given via

"3:/23<C3>/TN”1’

with p; being the first Pontryagin class defined over the
warped Taub-NUT space (and as such should be an
integer).

(3.97)

(3.98)

7. Dynamics on the three-dimensional boundary

In writing (3.91) and (3.97) we have inadvertently
described the theory in four-dimensional spacetime without
resorting to any boundary. The boundary description is
important and as such lies in the heart of the problem. This
description featured prominently in [11] and therefore we
should see if our M-theory picture leads us to the right
boundary description.

To infer about any boundary, we note that we have two
possible four-dimensional descriptions in the dual type 1IB
side. In one description, mentioned in the brane construc-
tion Table I, the D3-branes are oriented along (xg, X1, X2, )
directions. In the other description, also in type IIB, the
fractional D3-branes are oriented along (xg,x;,x,, X3).
Thus we should look at the M-theory metric along
(x0, X1, x,), as well as along (x3,y). This can be extracted
from (3.40) and is given by

ds®> = H,(—dr* + dx? + dx3) + H H,dx3}

+ e H H,dy?, (3.99)
where we note that the Lorentz invariance along x5 is
broken by our choice of H, that depends on the NC
deformation € as depicted in (3.41); and the Lorentz
invariance along y is broken both by our brane construction
as well as the NC deformation, as depicted also in (3.41).
This is at least one reason for localizing the knots along
(x0, X1, x,) directions albeit in the Euclidean version. The
other reason, which also stems from the Lorentz invariance,
is related to supersymmetry as described in [11]. Therefore
from both viewpoints, namely the brane construction of
Table I and the fractional branes on warped Taub-NUT
space, there is a reason to localize the knots along the
Euclidean three dimensions.

Having gotten the space along which knots could be
described, we should now investigate the topological
theory describing the knots from M-theory. Of course
some parts of the four-dimensional theory is already at
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hand, this is given by (3.91) and (3.97). We will have to
restrict them to the three-dimensional boundary. This is the
same boundary W that featured in [11]:

V=WxR_, (3.100)
with R, related to y described earlier. Note that in the
language of fractional branes wrapped on two-cycle of our
warped Taub-NUT space, W will be the same Euclidean
three-dimensional space, although the four-dimensional

space (xg, X, Xy, x3) does not have a representation like
(3.100).

8. Action for the three scalar fields
in four dimensions

Before moving to the three-dimensional description on
the boundary W, we should complete our four-dimensional
description. This would require us to go back to the original
seven-dimensional description that appears naturally from
M-theory. The non-Abelian seven-dimensional gauge field
will have an action similar to (3.91), but now the integral
will be restricted to d’x. The number of scalars in this
description appears from various sources. A set of three
non-Abelian scalar fields should appear from the dimen-
sional reduction of our seven-dimensional non-Abelian
gauge fields on X3, and as such also appears from the
wrapped M2-branes fluctuating orthogonally to both the
Taub-NUT and the four-dimensional space-time directions.

It is instructive to work this out in some detail as this will
help us to unravel the BPS structure of the system. In this
section we will concentrate on the scalars that come from
the non-Abelian gauge fields on X;. To start we will define
our non-Abelian gauge field as

A =Qé3 —l—aze, +a3€¢1 = Ang3 —|—.A,dr+A¢ld¢1

(A3 = f3Ay,) e A, A,
= e+ e, + L_e. . (3.101
VHH, ' JFH VHH; " ( )

where these three components of the gauge field
(A3, A, Ay, ), that are now functions of (xg.x;, x5, ¥),
would appear as scalar fields in four-dimensional space
[note a; are also functions of (r,0;)]. These three scalar
fields form a part of the N' = 4 vector multiplet, and we
will discuss the remaining three scalar fields in the next
subsection. The functional forms for H;, F; and f; have
been defined in (3.41), and e; are given by

63:\/H1H2d)(f3, er:ed)\/H]Fldrs
ey, = VH H3(dp) + f3dx3).

Now using the gauge field A in (3.101), and using the
vielbeins e; in (3.102) we can evaluate the following four-
dimensional piece stemming from the interaction term of
(3.91):

(3.102)
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S — /Tr(A AA) A AR A)

—R3/d4xdrd91H% H4F1€2¢

x Tr([ay, @) + [y, 5] + [z, 05)),  (3.103)
where d*x = dtdx,dx,dy and the commutator brackets
take the following form in terms of the gauge field
components:

[011 a ] — [A37 A(f)l] [az (Zg] — e_¢[~’4r’~/4¢1]
T H VHH; "7 H\JFH;
A A+ et f3[ AL Ay
, = - L. 3.104
[al aZ] Hl\/m ( )

To evaluate the functional form of the scalar action
we need to plug in the values of the warp factors from
(3.41) in (3.104) and (3.103). Doing this we get the
following terms for the scalar field action in four-
dimensional space:

2
Sfri[) = /d4XTI'{Cl] |:ArﬂA¢1 - 03A3:|
261]

4 — 2
N < aya, — a3
4611

){As,fwz +a4[A3,A¢1]2},
(3.105)

where a; = a;(0) are all functions of the constant NC
parameter 6 which are got by integrating out all the internal
coordinates as well as averaging over 0, coordinate. For
example a;(0) will be defined as"

0 fia H, 1 f%
0) =R d Ao |—| —+=—
() 3[) r/o 1\/1[71<H3+Hz

=R; secé/00 dra,
0

F3Fy  aF)? Fy
+—= =

Fy 2a; \ F\(Fy - F3)
\/Fz"’ \/Fz—F:;

x In = = ,
/Fy—+/Fy— F5

where we have assumed that F 5, defined in (3.35), satisfy
F, > F5 atall points in r, otherwise we will need to replace

(3.106)

Bl coefficients, including the ones for Aq,l, henceforth will
be taken to be positive definite, unless mentioned otherwise. Any
overall negative signs can be absorbed in the definition of the
fields.
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this combination by |F, — F3| to allow for real values of the
above integral. We have also defined a; as

. tan’0(1 4 F,tan’)F3

a1:1+ ~ )
Fy — F3
tan20(1 + F,tan20)F3
g, = 1 — BOU + Foan’6)Fy. (3.107)
Fy, — F3

The above integrand in (3.106) is well defined everywhere
in r and therefore integrates to a constant, i.e. only a
function of the constant NC parameter 6 as predicted
earlier. The other constants a;(6) are slightly simpler than
(3.106), and we will define them in the following. It is
interesting to note that

—2R3/ dr/ del—J:_o, (3.108)

which mean that there are no unnecessary cross terms in the
scalar-field interactions (3.105), as one might have
expected from supersymmetric considerations. The other
two coefficients are given as follows:

) n 1 IH
:R3/ dr/ delH—z F—4
1

= Ry sec 9 " dr (cos?0 + F,sin®0)

F2F3 \/F2+\/F2_F3
FZ_F3 \/FZ_\/FZ_F3

(3.109)

where the integrand is again a well-defined function for all
values of r, and therefore a, is just a function of the
constant NC parameter 6. On the other hand the coefficient
a,(0) is given by

VHIF,

24’0
R3 / dr / d91 H2H3

—R3sec9/oodr&4 Fy+
0

g B

assuming as before the dilaton ¢*” to be given by the
leading order constant piece ¢*?. In that case a,(r, ) is
given by the following expression:

I3

2\/F2—F3

(3.110)
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a4(r,0) = €2 (cos20 + F,sin?0)\/ FoF3F,.  (3.111)

We can similarly work out the coefficients for the M-theory
uplift (3.56). Interestingly, the functional forms for the a;
and the ay coefficients for the new background are similar
to the a4 functional form (3.110) except with a4 in (3.111)
replaced by

214—) \/b4F1_1ﬁ2F3, and a4—>e \/bFF2F3,

(3.112)

respectively with b, as in (3.83). On the other hand, the
functional form for the new a, is similar to the functional
form for a, in (3.109). The only difference being the
following replacement in (3.109):

V.

We now have all the functional forms for g, given in terms
of the constant NC parameter 6. All the q; are finite
numbers, and although one might worry about the case
when F5 vanishes for some r in (3.106), (3.109), (3.110)
because the logarithmic functions therein are not well
defined, this is not a problem. The reason is that all the
logarithmic functions in (3.106), (3.109), (3.110) always
come with a factor of F; attached to them, so when Fj
vanishes, the logarithmic functions also vanish. Thus after
the dust settles, the interaction terms for the three scalars in
(3.103) and (3.105) can now be expressed as

bi(p =0) — (3.113)

0/ = [ x{anO)TLA A, P

+ay () Tr[ A, A + ay(0)Tr[As, Ay 12}, (3.114)

Having gotten the interaction terms, it is now instructive to
work out the kinetic terms of the three scalars
(A3, A, A, ). As one might have expected, M-theory
does reproduce the expected form of the kinetic terms,
namely,

St = / d*x { ¢,3Tr(D, A3)? + ¢, Tr(D, A, )?
2
+ cl//(/)]Tr(Dx//A(/)l )2 + Z[cu3Tr(DuA3)2
a=0
+ ¢ Tr(D, A, )? + cw]Tr(DaA,/,l)Z]}, (3.115)

where D, and D,, are defined using the four-dimensional
gauge fields A, = (Aj, A, A;) and A, in the usual way:
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D.p =0, + i[Ay, ],

D, =0,0 +ilA,.¢l. (3.116)

The coefficients (c,y.cy,,), Where m = (3,r,¢,), are
straightforward (albeit tedious) to work out from the
background data. We will first tackle the easier ones.
The coefficients c,; for all a’s take the following form:

0 20 |F. F.F

cs(0) = R secé’/ a2 [Eifas

0 Hy \| Fy - F;

X In = - ,
V2= F2—F3

where H, is defined in (3.41), and the integrand is well
defined when (F,, F3) — 0 as well as when F, — F3. This
means c,3 is just a constant defined in terms of €, the NC

parameter. Similarly the other three coefficients c,,. are
similar to (3.117) and take the following form:

o F,F
car(0) = R3 secé/ dry|—=223
0 Fi(F, = F3)

\/ F),—F;
V2= F3
and is well defined at all the limits described above.

The remaining three coefficients ¢4, are more compli-
cated than (3.117) and (3.118) as they involve certain

manipulations involving c,; in (3.117). After the dust
settles, the result is

Ca¢l (9) :R3SCCQ/OOdr€2¢O \/ F1F2F3

0
72
X <1+~72tan29se026'>
Hy(F,—F3)

a,Fy \/F2+\/ﬁ2—F3

= In = = .
ay\Fr—F3 |\[Fy—\/F,—F;

)

(3.119

(3.117)

(3.118)

\/Fy +
X In =
A Fy—

Q| 2\/Fr+

The integrand is well defined in the limit F >, =F;=0,but
seems to diverge in the limit F,>F 3. However as before,
we should look at the limit more carefully. If we assume
F , — F3 = €2, where € — 0, then the relevant part of the
integrand in (3.119) takes the following form:
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1 F, Fy |\(F2te 4

lim—|24/1+-—5——1n -
e—0¢€ /% /%
F2—€ 3 Fz

+ O(e),

(3.120)

which implies that the integrand in (3.119) is well defined
everywhere, and thus the corresponding integral leads to a
constant function of the NC parameter 6.

The integral form of the other two coefficients, namely
¢,3 and c,,, have certain resemblance to (3.78) as for all
three cases the integrands are somewhat similar. For
example,

© byl
¢,3(0) = 2R5 cos 0 / dr =2,
0 H,
© by
¢yr(0) = 2R3 cos @ / dr—==3,

3.121
U (3.121)

where the functional form for J; can be expressed from
(3.78) as

1 [Fy+ b*(F, — Fs)
J3(r) = bytanh™! [ — /=2 1
3(7) stan (b\/ 2

\/Fz—\/ﬁz—F3
+1In = = ,
\/Fy+ 1/ F, — Fs

with (b,, b3) as defined earlier in (3.79) and H, as in (3.41).
Since the integrand in (3.78) is well defined for the limits
F, =F;=0 and F, — F5, we expect the integrands in
(3.121) to be well defined as well. Note that only in the
limit H, = F|; = 1 we get

(3.122)

CV/3 = Cl[lr = Cqp, (3123)
which is in general not true as H, is a function of (r, )
whereas F, is a function of r only. However if F, — Fj,
then H; becomes a function of r only, and we can choose
our starting metric (3.5) with F, = F7 in the absence of NC
deformation. This choice is very special, so in general we
do not expect (3.123) to hold.

The final coefficient ¢, is a little harder to compute as
it involves some mixing with ¢,z in (3.121), similar to
(3.119) derived earlier. The analysis nevertheless is
straightforward, and is given by

Cyg (0) = /) drlagtanh™ (ag) — by In |boa | — o],
(3.124)

where the various coefficients appearing above are defined
in the following way. The first three coefficients
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(@g1. by, cor) receive contributions from c,; of (3.121).
The other two (ag,, by, ) are more straightforward. We start
with ap -

2R;cosO[(1 — b*)F5 + b217"2]3/2\/1T1
b\ FaFs

N 2bRytan@sec OF3 |(1 — b*)F,F5 + b*F\F,
HZ F2F3

ag) =

El

(3.125)

where the first line is the expected output directly from M-
theory analysis, and the second line involves contribution
from ¢, 3 in (3.121). The second coefficient b, also takes a
somewhat similar form:

b01 = %R% Cosg[<3 - 2?:2)11%;; szFz} Fl (%2;3}73)3
N Rstan?d sec OF3 [(1 —2b%)F5 + 2b21~”2} \/tﬁ

2H, \/ﬁ FyF5

(3.126)

where again the second line appears from the c,3 coef-
ficient of (3.121). Finally the coefficient ¢y is given by

Ry cosO(F, — F3)/F, +R3F%tan295609 F,
col = —,

" NG H, F;
(3.127)

with the second term now appearing from the c,3 piece.
The other two factors, namely (agp,, by,), are straightfor-
ward to work out and take the familiar forms:

(3.128)

Once again, it is time to look at the limiting behavior of the
integrand when F3 — 0 and F3 — F,. The other limit of
F> — 0 is contained in the other two limits if we assume
that F; goes to zero faster than 1:"2. Thus in the limit
F5 — 0, the integrand in (3.124) behaves as
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1 1-b*\ F

. -1 _3
fim, = ot {\/ =+ (5) 7
—&—ln‘\/f’z—\/ﬁz—&‘—constant},

which could be arranged to vanish as before. For the other
limit F5 — F,, or alternatively as F, — F3 = ¢> — 0, the
integrand in (3.124) behaves as

(3.129)

€2

-7 (3.130)

1\ F3 |1
\/F3(1+ F3)tanh™! (Z) ——31n‘ te

€ 1-¢

which vanishes in the limit F5 goes to zero slower than €?.
However this limit, although would contradict with
Fz > F;—where we expect F5 to vanish faster than
F,—would still be fine if we impose Fy,=F 3 at the
vanishing point.

We are almost done, but before ending this section let us
work out the gauge theory coefficients for the kinetic terms
in (3.115) using the M-theory uplift (3.56) of the RR
deformed background (3.30). The coefficients are again
easy to work out, and it is no surprise that they do not
change appreciably from what we computed above. For
example the expressions for (c,;3,c,,) remain similar to
(3.121) with the same J; as in (3.141) except for the
following changes:

H, > \/H,, and b, - by\/H,, (3.131)

respectively, where f]z = b;! is defined earlier in (3.57)
and (3.83). Similarly for the coefficient c,. the new
expression is exactly as in (3.118) given above, except
with the following replacement in the integrand of (3.118):

F
VE= 5

For the other two coefficients ¢,y and ¢, in (3.119) and
(3.124) respectively, the above replacement (3.132) along
with the vanishing of the F' % terms in (3.119) and (3.125),
(3.126), (3.127) respectively capture the new coefficients
succinctly. Finally for the c,; coefficient (3.117), all we
need is to replace H, therein by \/E of (3.57) to get the
correct expression.

Thus, after the dust settles, the three scalars coming from
the seven-dimensional gauge fields, all combine together to
reproduce the action (3.115) with the coefficients ¢, and
Cam as well-defined functions of the NC parameter 0 or the
RR deformed parameter 6. In the following section we will
discuss the remaining three scalars that come from the
explicit form of the warped Taub-NUT geometry.

(3.132)
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9. Action for the remaining three scalar fields

The remaining scalar fields, that fill the rest of the N' = 4
vector multiplet in four dimensions, come precisely from
the seven-dimensional vector multiplet. In M-theory they
should appear from our warped Taub-NUT configuration.
The zero-mode fluctuations of the N-centered Taub-NUT
space, namely,

N(2h; +1) =3N, (3.133)
which would appear in our four-dimensional description on
V, provide the Cartan of the Ay_; algebra for the seven-
dimensional theory. The fluctuations of the wrapped
M2-branes along the Taub-NUT directions provide the
necessary roots and weights of the A,_; algebra leading to
the non-Abelian enhancement of the three scalars in the
vector multiplet of the seven-dimensional theory.

To analyze these scalars, let us first discuss the Abelian
version of the model that would come from the zero mode
fluctuations of our warped Taub-NUT space. These fluc-
tuations are not hard to work out from the M-theory
Einstein term, and have the following action derivable
from the supergravity Lagrangian:

/dl]X5(\/911R11)
3 2

« [axy {Z bu0up) + by Oy |, (3.134)
k=1 La=0

where (¢, @, @3) are the three Abelian scalars, and &§
denotes the combination of the three fluctuations of the
internal Taub-NUT space. In writing (3.134) we have
assumed that the fluctuations are only functions of the
spacetime coordinates (xg, x|, X, ). The coefficient b,
for a given (a, k) is a function of the NC parameter 6 and
can be expressed in terms of the warp factors as

bk (0) = 2R; sec 6/000 dre*(cos?0 + F,sin?0)!/3

x FY3\/FF,0,,. (3.135)
where we see that all the nine coefficients have identical
functional form because of the isometry along the
(xg,x1,X,) directions. We have also defined ©;, using
hypergeometric function in the following way:

113 Fy,—-F,
®12:2F1(g7§§§; Fs >

Let us now check the limits. When F3 = 0, the integrand in
(3.135) vanishes, and so it is well defined. On the other
hand, when F; — F 5, the hypergeometric function
®,, = 1, and the integral is again well defined provided

(3.136)
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none of the warp factors blow up at r — co. However
subtlety arises once we use the warp factors to define the
other coefficient b,;. The form of b, for any k is more
nontrivial compared to (3.135), and takes the following
form:

2Rycos0 [
b, (0) = %A dr(cos®0 + F,sin®0)!/?
F
Fi3 i:—1®34, (3.137)

where as before all three coefficients have identical func-
tional forms, and they differ from (3.135) because the
Lorentz invariance along the y direction is broken. The
functional form for ®;4 is now defined in terms of a certain
Appell function in the following way:

1 5 3 Fy—F, 1
934_Fl<§;_6;1;§; Fs ;ﬁ)’

(3.138)

where b? is the same regularization parameter used earlier
in (3.78) to avoid certain singularities. Note that when
F3 — F,, the Appell function blows up in the limit b — 1,
but b is not necessarily identity. This way the integrand will
be well defined everywhere. Alternatively, the field ¢,
could be made independent of y altogether. We will discuss
a variant of the latter idea soon when we study the boundary
dynamics in more detail.

Our discussions so far have mostly concentrated on the
Abelian scalar fields. To study the non-Abelian scalars we
will, without loss of generalities, define the scalar fields
again as ¢, where @, = @{T* with T being the generator
of SU(N) in the adjoint representation. The extension of
(3.134) to the non-Abelian version is now straightforward:

3 or2
Sffﬂ = /d“xz [Z b Tr(Dypr)? + by Tr(Dy, g1 )? |

k=1 La=0
(3.139)

where the trace is in the adjoint representation and D, ,, are
the covariant derivatives with respect to the four-
dimensional bulk gauge fields (A,..A,) as described
in (3.116).

To proceed further we shall use various arguments to
justify the remaining interaction terms. Maximal super-
symmetry tells us that the remaining scalars should at least
have the following form of the Lagrangian:

ﬁ(p = ﬁlTr(Dm(ok)z + ﬂZTr[(pkv ¢l]2 + ﬂSTr[A{?’,r,(/)]}v (pk]Z’
(3.140)

where we determined the form of f; in (3.139) above.
Additionally, multiple D6-branes wrapped on a three-cycle
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of a manifold will have the world-volume dynamics given
by a non-Abelian Born-Infeld action in a curved space.
What curvatures are we interested in from the M-theory
point of view? Looking at the analysis done in the earlier
subsections, we see that the emergent dynamics of the
seven-dimensional gauge theory from M-theory is simply
an interacting non-Abelian vector multiplet in a curved
space with a metric given by the first line of (3.40). In fact
this is consistent with the matrix formalism of M-theory
also. Multiple D6-branes in a curved background can be
studied as a M(atrix) theory on warped multicentered Taub-
NUT space [32,33] where the seven-dimensional gauge
theory appears on a curved ambient space orthogonal to the
warped Taub-NUT background.

With this in mind, the rest of the discussions are now
straightforward and will follow the pattern developed in
(3.115). The interaction terms of the three scalars will not
only involve self-interactions, but also interactions with
the other three scalars (A3, A,, A,,) that we studied in the
previous subsection. The interaction terms then take the
following form:

‘Ci(r? = delTr[% o)
k.l

{cuTr[ A, o]* + c3Tr[As, o)

3
+

k=1
+ ¢y i Tr[ Ay, i)} (3.141)
Let us first study the self-interaction terms. These terms
have coefficients d;; as depicted above, and since all these
scalars appear in a democratic way, we expect the coef-
ficients dj; to be the same for all choices of k and /. This is

indeed what is bourne out from our analysis, and the
coefficient dy; for any (k,1) is given by

1 o0
dy(0) = §R3 secQ[) dre’®

x \/ F1F,F5(cos?0 + F,sin20)*30se,  (3.142)

where @55 now involves another hypergeometric function
that can be expressed, in combination with other warp
factors, in the following way:

153 F3—-F ~

@ss = Fi/°,F, (2,6;2; 3F3 2) +3FYC (3.143)
that approaches 1 in the limit F; — F,. This means the
integrand in (3.142) is well defined when F3; — 0 and
when F3 — F,.

The interaction of the scalars ¢, with the other three
scalars (A, A,. A, ) can now be determined using similar
hypergeometric functions. For example the coefficient ¢,
can be expressed as
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o F
,x(0) =2R5secd A drFy (cos20+ F,sin%0)'/3 /ﬁ@lz,
(3.144)

in terms of the hypergeometric function ®;, given in
(3.136), which implies that the limiting behaviors of the
integrand (3.144) for F3; - 0 and F; — F, remain well
defined. The other coefficient c;; now has a form given by

c3(0) = 2R, secQA dre*hFl/?

x \/ FyF(cos®0 + F,sin20)*3@,,,  (3.145)

using the same hypergeometric function ®,, as in (3.136).
The above integrand is also well defined in the limits
F; -0 and F; — F, as before because ©®, is well
behaved in the latter limit.

Finally, the last three coefficients c,, ; for any k are more
complicated than the other coefficients that we derived
earlier. However as before we do expect all three coef-
ficients to be identical because of the isometry of the three
scalars. Thus for any given k, we get

cpk(0) = Ry secﬁ/oo dre*(cos? 0 + F, sin? )'/3
0

X \/ F1F2F3H78,

which is well defined in the limit /3 — 0. For the other
limit 3 — F, we need to know the behavior of I1;53. Our
analysis shows that I1;5 can be expressed in the following
way:

(3.146)

I3 = 55 + 3tan®Gsec20F3(cos0 + F,sin?6)I1,
(3.147)

where, compared to our earlier analysis, this is a more
complicated form because of the fibration structure of ¢, in
the metric (3.40). The variables ﬁ78 and II,3 are both
expressed in terms of the hypergeometric function ©,,
given earlier in (3.136), and the warp factors as

A 3 7-5/6 5 5/6

H78 :ZFZ/ +ZF3/ @12,

B ﬁ5/6—F5/6®
4(Fy - F3)

Now the limiting behavior of F5 — F), is easy to determine.
Since the hypergeometric function ®,, approaches identity
in this limit, 1:178 vanishes and ﬁ78 - 8F g/ % This way the
integrand in (3.146) is well defined everywhere.
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For the M-theory background (3.56), one may similarly
work out the coefficients as we had done earlier. We expect,
as before, the results to not change significantly and indeed
this is what appears from concrete computations. For
example, for the coefficients (b, by, i) in (3.135),
(3.137) and (3.144) respectively, the integral expressions
remain unchanged up to the following replacements in each
of the above integrands:

by (¢ =0) ﬁ%, (3.149)
b,

where b, = 1:15 ! has been defined earlier in (3.57) and
(3.83). In a similar vein, the integral expressions for
dy; in (3.142) and c3;, in (3.145) remain unchanged for
the new background (3.56), except, with the following
replacements:

b3 (¢ =0) - by°, and
by (¢ = 0) = b

4 >

(3.150)

respectively. This means all the hypergeometric and
the Appell functions preserve their forms for the RR
deformed background (3.30). Finally, the only expression
that changes significantly is the expression for ¢, in
(3.146). The new expression for cy ; does not have the
|
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second F% term of (3.146). This is of course expected.
However the first term of (3.146) is reproduced in a similar
fashion except with the following replacement:

by (¢ =0) - b)/°. (3.151)
We have now completed the discussions of the full gauge
theory action in four dimensions using a warped multi-
centered Taub-NUT space in M-theory. In the following
subsection we will derive the Bogomolnyi-Hitchin-Nahm
(BHN)-type of equation from our gauge theory data which
will help us to search for, among other things, the Nahm poles.

10. A derivation of the BHN-type of equation

Before proceeding further, let us summarize our results
so far. The full non-Abelian SU(N) gauge theory action
that we get from our M-theory construction, from a warped
seven-dimensional noncompact manifold that is topologi-
cally of the form

TNy x 35, (3.152)

with compact Z5 and a N-centered warped Taub-NUT space
TNy, can now be assimilated together from (3.91), (3.115),
(3.139), (3.114) and (3.141) (or with the corresponding RR
deformed ones), to give us the following total action:

Stotal = 2—; / d*x <6112Tr}“ab.7-"“” + clzzTrfm,,f“W> + / TrF A F

a<b

U3

2
=+ Z[Ca3Tr(DaA3)2 + carTr(DaAr)2 + Ca(/)lTr(Da-A(/)l )2]

a=0

+/d4x§3:

k=1

+ / cl“x{ﬁ
U3

a=0

w

+ dezTr[(/’b @) + Z(CrkTr[Aw o) + e Tr[ Az, i) + ¢4 Tr[ Ay, €0k]2)},
Tl

k=1

where the coefficients (a,,, Cyns Dyns iy ) for all values of
(m, n) specified above are functions of the constant NC or
RR parameter 6. Since we have maintained supersymmetry
in the M-theory construction, we expect the action to have,
at least for certain choices of the warp factors, the maximal
N =4 supersymmetry. In fact the choice of supersym-
metry depends on the supersymmetry of the original type
IIB background (3.4) and (3.5). For specific choices of F;
in (3.5), one of the NS5-brane in Table I can be moved

away from the other to allow for the maximal N =4

+a / d4x{cW3Tr(DWA3)2 + ¢, Tr(D, A, )* + ¢, Tr(D,, Ay, )?

}

2
|:Z bakTr(Da(pk)z + by/kTr(Dy/(pk)2:|

(a\Tr[A,, Ay |* + ayTr[A;, A, * + a,Tr[ Az, Ay %)

(3.153)

supersymmetry. Generically however (3.5) has a A/ = 2 or
N = 1 supersymmetry, implying at most a G, structure for
the M-theory seven-manifold (3.152).

Looking at (3.153), one may note that all the NC or RR
deformations appear only as constant coefficients for
various terms in (3.153). The presence or absence of the
NC or RR deformations will not change the form of
the effective action, except alter the coefficients
(Couns> yuns Ay a,y) @ bit. An interesting question at this
stage is to see what additional constraints on these
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coefficients appear from minimizing the energy of the
system. These would of course be the BPS conditions, and
once the BPS conditions are satisfied the EOMs will be
automatically satisfied. Our original configuration (3.4)
with the choice of dilaton (3.54) and the internal space (3.5)
satisfy EOMs in the absence of any BPS states on the type
IIB fractional D3-branes. To satisfy the EOMs in the
presence of the BPS states would require us to find static
configurations on the branes that minimize the total energy
of the system. This in turn would require us to compute the
Hamiltonian and search for the static BPS configurations
by minimizing this.

To determine the constraints on the warp factors, i.e. the
constant coefficients (¢, bpuns dipn» @,n)  appearing  in
(3.153), we first proceed to determine the BPS configura-
tions. For consistency, these configurations should satisfy
the Gauss’ constraint. We isolate the scalar .45, and express
the Gauss’ law constraint in the following way:

11Dy F oo + 12Dy F o
= ico3[As, DoAs] + ico,[Ar, DoA,] + icog, [Ay, s DoAy,|

3 .
103Dy
+ kz_; ‘o (@1, Doyl

(3.154)

where (¢,,,, b,,,) are exactly the coefficients that appear in
(3.153). We have also divided a = (0, 1,2) = (0, @) where
a=1,2.

Second, looking at Table III we can identify the scalar
fields X and Y used in [11]. This will be useful when we
want to express the BHN equations in terms of the scalar
field components used here. The scalar fields X and Y can
be identified as

E(Ar1A¢]’(p3)’ (3155)

X = (A3, 901, 92).

HZ/d3xTr{22:

(WDOAqS —iv/as[As, Ay ) 11’;<

c
U_l(\/Cu}-ao —V Ca3DaA3)2

Z (v/boxDowic—ir/C3il Az 1] ) +

c
+U—;(\/C‘12FW0—, /C'I/3DII/‘A3)2+

C1CO% (D0A3 4 Z

k=1 ap=1
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TABLEIII. The orientations of branes and manifolds at various
stages of dualities in our setup.

Theory Configurations xy x; X, X3 01 ¢; Wy r xg3 x9 Xy
1IB NS5 N ARVARVARVAE SEE T SV ARVANE
1IB D3 NVARVARVAEE T S TPV T .
TA D4 NVARVARVARVAE TEE SRV T S
Sy EVAVAVAN AR NIV
A D6 VARVARVARVAEL BRVARVARVAR B I
M TNy x ok ok ox o/ ok x ok 4/

which appears from the fact that a part of the Coulomb
branch for the NS5-D3 system, as shown in Table III, is
along the (x3,xg,xy) directions. This also means, associ-
ated with the components of the gauge fields A, =
(Ag. Ay, Ay, A,,) in four dimensions, we can now identify
approximately the four scalars used in [11] as'®

(3.156)

(¢07 ¢17¢2’ ¢3) & ((p37 P1, P2, A3),

which, as described in [11], can be made by picking the
three scalar fields in X and one scalar field from Y (which
we take here as ¢3). This means the complex o field of [11],
for our case will become

c=A, +iA,. (3.157)
The Gauss law constraint and the identification of the scalar
fields will lead us to compute the Hamiltonian from the
total effective action (3.153). Isolating the same scalar .45,
the expression for the Hamiltonian, for the case when

¢, = 01n (3.153), can be expressed as a sum of squares of
various terms in the following way:

o (Ve Do A~ i@l As, A2

er(D A) +S Cl,,¢ (D A¢) +t cﬂr<DﬂA) +t Cﬂ¢1(DﬂA¢l) )

¢ c nr ¢ c Sy
< aﬂ ea/iy/rDy/ A

3

ci|c . (1
i/ Wl fxﬂ) €apyp, Dy A¢1+ZZ bt eap my Dy — Zlgf./}kz dilpr.@1] Zl gaﬂk\/ k[ Ar @]
Kl

o=1 k=1

k=1

'“Note that the identification (3.156) differs slightly from [11]. For example, using (3.156), X would be (¢1, o, P3), whereas in [11]
itis (¢po, @1, ). We will consider a different mapping of the scalars in (3.282) later. Furthermore to avoid cluttering of symbols we will
use the same symbol to denote the twisted and the untwisted scalars of [11], unless mentioned otherwise. It should hopefully be clear

from the context which one is meant.
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(3) 4) 6101 q*c1a;
Fheyir/ Skl Ag,  0i]) = iheay [~ — Arquﬁl ) +§ a4 dulor. 9l +§ E :qk ey il Ay o +7y3 [Ar7“4¢1]2}’

where Qg and Qy; are the electric and the magnetic charges
respectively, which will be determined later; dim G is the
dimension of the group; and 6= (a,y), (y2,¥3) = (r, ¢y).
Most of coefficients appearing in (3.158) have been
determined earlier, which the readers may want to look
up. The other coefficients appearing above are defined in
the following way:

n — 1) (m) _ _(m) (m) _ (m)
Yoprt = Jjapik) Japk = Jjapir Yap = Ijap)?

(3.159)
and similarly for (k") s7), £))). In other words they are all
generically taken to be antisymmetric17 with respect to
(a,p), (a,y), and (k,I), except for mé’k) where the
symmetric part will play some role later. Assuming this,
the relation between them is now easy to work out from the
definition of the Hamiltonian in (3.158) as

2|912| +|h ‘ +|h | 0(4) =1

2giml” + Bl + S = g =1
D 2 2 ) 2 |

2|952>kz| + |h§y/)kl| +|h£w)k1| —‘11(<1> =1

2 2
02 T
Dol =1 S mlf =5,

a=1 Jj=1

20\ + 50 =1,
(3.160)

where n = 2, 3 and / = 1, 2. Note that the last relation for
coefficients méjk) can have additional pieces depending on
how the kinetic piece (Dspy)? is defined in the action
(3.153). We will discuss this later. In general however all
the coefficients appearing above are generic [they should of
course satisfy (3.160)] and we will determine them for a
special configuration that resonates with [11]. For the time
being we want to identify generic BPS configurations by
minimizing the energy of the system. We start by taking
static configurations with the following gauge choice:

Ay = As, (3.161)

YFor @y it will be instructive to resort to the identification
(3.156) to discuss antisymmetry.

(3.158)

which is motivated, in retrospect, from our choice of
isolating the scalar field .4; from the very beginning in
the expression for the Hamiltonian (3.158). The gauge
choice (3.161) implies the following constraints on A5 field
from (3.158):

DyA; =0,
(\/ box — \/@)2[/43 (ﬂk]z 0

(Ve - @)Z(D A3 =0
c3)* (D, A;)* =0
J2=0
]*=0.

3

(Ve = =
(Veor = va2)*[ A5, A J? = 0,

(/o — /@ 1As, Ay, (3.162)
The first equation is automatically satisfied once we
demand static configurations. The other covariant deriva-
tives, or the commutator brackets cannot vanish unless we
take trivial solutions. This observation leads to two possible
set of solutions to the system of equations in (3.162). The
first set of solutions is when A; = 0. The second set of
solutions is for the coefficients, associated to the various
configurations of the 45 fields, to vanish. In the following,
we will first discuss the second set of solutions wherein the
coefficients vanish. To check whether this is possible, let us
study the coefficient associated with D,.A;. Comparing
(3.76) and (3.117) and for the benefit of discussion we can
reexpress the two coefficients appearing in (3.162) as

c11(0) = Ry sec@ " dre

Fz—

fﬁ
-

F FyF
c3(0) = R3 sec9/ 23

fr‘“
| e

(3.163)
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We see that they are exactly identical except for the
appearance of the H, term in the second integral. In fact
this observation repeats for all the doublet coefficients
appearing in (3.162), namely, (cj,.c,3) in (3.78) and
(3.121) respectively; (co,,a,) in (3.118) and (3.109)
respectively; (cqgp, . d4) in (3.119) and (3.110) respectively;
and (b, c3¢) in (3.135) and (3.145) respectively, in exactly
the same way: they all differ by the presence of the H, term
in the integral. This conclusion will not change if we take
the RR deformation instead, or if we consider the full
expression for the dilaton (3.54). All the differences of the
coefficients in (3.162) take the following form:

C(a) = €(p) E/ drGap)(r)(1 = by), (3.164)

0

where ¢(,) = (Couns Dons don> @ )» by as defined in (3.83),
and the explicit forms of the G ;) functions can be read up
from (3.76), (3.117), (3.78), (3.121) etc., as mentioned
above. The result for RR deformation can be expressed as
(3.164) with by(¢), whereas with by(¢p = 0) we get the
results for the NC deformation. Therefore the vanishing of
the integral in (3.164) implies the vanishing of the NC or
the RR deformation parameter 6, or in the language of
(3.70), the vanishing of ® implying further that in our four-
dimensional gauge theory:

.y (3.165)
Iym
This is of course consistent with our simplifying choice of
¢y =0 in (3.153) and (3.158) and also with the observa-
tions of [11,12,14], namely that the four-dimensional
supersymmetry in the presence of BPS conﬁgurations18
is only preserved when € vanishes. However when Aj;
vanishes, which is our second set of solutions, we are
basically restricted to the three-dimensional boundary W of
(3.100) where @ in general could be nonzero.'” Therefore to
summarize, we have the following two sets of solutions:

Set~1: (A; #0,0 = 0)

Set~2: (A3 =0,0#0). (3.166)

Our next series of conditions, which in principle should be
valid for either of the above two sets of solutions (3.166)
but will only consider Set 2 henceforth, appear from
looking at the third and the last lines of (3.158). Since
the coefficients (c,,,.cyy . CprrCpp,) in (3.121), (3.124),
(3.118) and (3.119) respectively are all nonzero, and we
will assume (s("), 1), q(4)) also to be generically nonzero,
minimization of the Hamiltonian (3.158) implies the
following conditions on the two scalar fields A, and A :

8For example like Wilson loops etc., which we will discuss
soon.

“Here ¢, may be made to vanish by taking ¢(6) =0 for
nonzero 6. Thus switching on ¢(6) would imply switching on ¢,.
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DA, = DyAy = A, Ay =0, (3.167)

with # = (@, w). Thus these scalar fields, appearing in Y in
(3.155), are covariantly constants and have a vanishing
commutator bracket. In the language of the complex field ¢
in (3.157), the relations in (3.167) imply the following
conditions on (o, 5):

D,o =D,6 = [0.5] =0, (3.168)
which is also the conditions imposed on (o, 5) fields in
[11]. Additionally, it is interesting to note that, since we
took (s, ) ¢ to be nonzero, the first and the last set
of equations in (3.160) can be easily satisfied. Thus they do
not impose further constraints on the BPS equa-
tions (3.167). Finally, we can completely decouple the
scalars (A,, Ay, ) if we demand:

[Arv wk] = [A(/)] ’ (/}k] =0,

for any values of qi}') in (3.158). This way the second set of

equations for n = 2, 3 in (3.160) can also be easily satisfied
without introducing any additional constraints.

We are finally left with two sets of equations in (3.160)
that need to be satisfied. These are important equations as
they deal with the commutator brackets [¢y,¢;] and
covariant derivatives Dsp,. We first demand that the
commutator brackets do not vanish—at least not all the
brackets—to avoid the system from becoming completely
trivial. This immediately implies ¢ k} = 0 for some choices
of (k, ) to satisfy the BPS conditions from the Hamiltonian
(3.158) [see the last line of (3.158)]. The equations for the
other coefficients from (3.160) then become

(3.169)

1) 2 1 2 1 2
219\’ + 1Bkl + Bl = 1,
1,2 »a2 1

g 1”4 i |* = 3. (3.170)

again for the specific choices of (k, [). To see what values of
the coefficients could solve the above set of equations (3.170),
let us write down the corresponding BPS equations that use
these coefficients. The simplest case is when only one

commutator bracket does not vanish, i.e. when q(llz) =0.
This means the field ¢; will commute with the other two
scalar fields ¢, and ¢,. In other words, we take®

0One might worry that (3.171) could be too strong a constraint
that would eventually trivialize some of the boundary terms in
(3.227), (3.232) or in (3.236). This is however not true because
the boundary theory will be developed without resorting to any
constraints so that the boundary degrees of freedom may capture

the fluctuations over any classical configurations. As an aside,

note that we can allow all but one of q,(:l) to vanish so that we are

not obliged to impose the full set of (3.171). The remaining
decouplings may be achieved by choosing appropriate values for

1 1
g(IZ)kl’ hfw)k/-
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(93, ¢1] = [@3,92] = 0. (3.171)

The first equation of (3.170) then connects the gauge field

F 1, with the scalar fields in X defined earlier as (3.155)in the
following wayzlz

b0 b
Fi+ v SDV/% 2 %(lel’z Dygy)
C1C11 C1C11
d
—2i, [ 2205 )] =0, (3.172)
C1C11

where (by,:;, b12v C1,C11, U3, d12) are given in (3 137),
(3.135), (3.63), (3.76), (3.66) and (3.142) respectively.
The above equation is one of the Bogomolnyi-Hitchin-
Nahm (BHN) equations that appears from our analysis. In
fact the generic equation that we get from (3.158) is more
complicated than (3.172), but we have simplified the system
by assuming the following values of the coefficients:

1
1 1 1
9(12)12 = m((,/%) = mgz) = 75 (3.173)

with other coefficients, except m(lj;) and mgjz) vanishing. This
in turn is motivated in part to bring the BHN equation in a
more standard form like (3.172) with

mi) /b1 Dy + m5) /b3 Drp, = 0

ED](ﬂl +D2(p2, (3174)
which involves the symmetric coefficients m11 and m22 with,
as we will see below, j = 2 toavoid contradictions.”* Without
loss of generalities, they are taken to be equal; and by; = by,

as can be inferred from (3.135).
The choice (3.173), when plugged in (3.170), would

imply that both h<hl,/)12 as well as hg,/)u vanish. However

other coefficients can be nonzero, and as before we will
make the following choice of the coefficients:

a0 @ @)

ll//ll// 21//21// ﬂ (ﬁ) ’ (3175)

§\~

with the rest taken to be zero. For the time, the above choice
should be viewed as being motivated by consistency, and

21Expectedly, because of our gauge choice (3.161), the Nahm
equation will have D,,¢3 and [, @,] which is slightly different
from what one would have expected from the orientations of the
branes in Table III. This generic formalism is more useful for later
development so we will mostly concentrate on this. Again, a more
standard formalism is also p0551b1e and we will discuss it briefly
for the gauge choice (3.178) later in this section.

“We could also get (3.174) by adding a term (3", 7,,D,¢,)?

to the Hamiltonian (3.158). This will only change the last
equation in (3.160).
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we will go beyond these special choices of coefficients
(3.173) and (3.175) later on. With this in mind, the BPS
conditions lead to the following additional equation:

2bsivs (2)
Foy—6 €M Dsp
v ;{: cicn low 51 6Pk
Zb ya
vald e mAD, g, =0,  (3.176)
€112
where a = 1, 2; b, and b3 as givenin (3.137) and (3.135)

respectively, and (v3,cy,c¢yp,cpp) are given in (3.66),
(3.63), (3.76) and (3.78) respectively. Note the way we
arranged the antisymmetric pieces together. This could be

taken as the definition of the term ¢, - mEI;) in (3.158). We
could do the same for (3.172), but that is not necessary
because of our choice of coefficients (3.173). The above
equation is valid for Set 1 in (3.166), but we can always use
Set 2 by switching on the NC or the RR parameter € and
interpret the coefficients appearing in (3.172) accordingly.
For this case, (3.176) will give rise to the following two
equations:

by3v; by1v3
Fiy + Drps + || - Dyp1 =0
C1C12 C1C12
bzv b, v
Foy + BED gy + 4|22 3D1,/(P2 =0, (3.177)
C1C12 C1C12

without involving any commutator brackets. Thus combin-
ing (3.172) with the two equations in (3.177), for Set 2 in
(3.166), we have our three BHN equations for the system.
Before ending this section, let us note what would happen
if our gauge choice were different from (3.161). One
example would be to choose the following gauge where

Ay =A,.

Looking at the action (3.153) we see that there is a symmetry
between x3 and r, implying that we can rewrite the
Hamiltonian (3.158) in the gauge (3.178) simply by
exchanging the two coordinates. The BPS condition then
changes from (3.162) to the following new conditions that
are easy to derive:

(3.178)

D()A - O,
(Vbor = V) [An oi]? =

(3.179)
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The nontrivial issue is to verify that the coefficients do
vanish in the limit A, # 0, just as it were for the case when
A; # 01in (3.162). To see whether this is still the case, let us
consider two coefficients ¢y, in (3.119) and a; in (3.106).
For the benefit of the discussion, we reproduce them once
again as

w dy\/F F,F,
9)—R3sece/ dr V123
0 Fy

leF3 \/ +\/ FZ F'i

\/Fz F’; \/ \/Fz—F3
\/FFF
dr———— 2

cop, (0) =Rs secﬁ/) p=7n
, i |Vt R
| an/Fs ey NN

(3.180)

where a; and a, are defined in (3.107). The above two
expressions for the coefficients are well defined for any
choices of the warp factors F| as we discussed earlier. We
now see that the two coefficients in (3.180) would be the
same when

X21~72+

e?hF = 1. (3.181)
This condition on F'; remains the same if we compare the other
coefficients appearing in (3.179) namely (bg,c,) from
(3.135) and (3.144); (cyy,c¢qr) from (3.76) and (3.118);
(cia.cyr) from (3.78) and (3.122); and (cg3,a,) from
(3.117) and (3.109) respectively. This is illustrated in
Table I'V. However since F is taken to be a nontrivial function
in general, it may not always be possible to impose (3.181).
Thus in this gauge we can take A, = 0 and 8 # 0. Interestingly
however demanding A, # 0 does not imply vanishing €. This
is therefore different from (3.166) that we had for the A5 gauge.

Most of the other details, regarding the Hamiltonian,
Hitchin equations etc. should be similar to what we discussed
earlier once we replace x; with r. This also means that the
complex o field (3.157) will now be ¢ = Az + i A, satisfy-
ing relations similar to (3.168). The decoupling of the A5 and
Ay, scalars would follow relations similar to (3.169).

We could also discuss a slightly different formalism with
the gauge choice (3.178) where the Nahm equation from
the corresponding BHN equation may take a more standard
form.” For example with a different choice of the

23Alternatively we could take the same gauge choice (3.161)
but use a different mapping (3.282) of the scalars instead of the
original mapping (3.156). In fact the mapping (3.282) will be
useful later to elucidate the physics in the presence of a surface
operator.
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TABLE IV. Comparing various pairs of coefficients in the
action for two different gauge choices Ay = A; and A, = A,.
The last entries give us the BPS conditions which can be gotten
by demanding equality between the individual pair of coefficients
for the two gauge choices.

Ay = A Ay = A, Relevant equations
Ci11, Cy3 C115 Cqr (376), (3117), (3118)
bos Cax Boks Cri (3.135), (3.145), (3.144)
Cl2s Cy3 Cias €y (3.78), (3.121), (3.122)
Cops @ Coss G (3.118), (3.117), (3.109)
Copy» 4 Copy» @1 (3.119), (3.110), (3.106)
H, =1 ehF =1 (3.41), 3.5

Hamiltonian we may get our BHN equation to take the
following form that is a slight variant of (3.172):

Cy . |vad
Fio [~ LD, As = 2iy | Lp1. 0] =0, (3.182)
C11 C1C11

and similarly for the equations for F . We can see that the
Nahm reduction of the above equation implies that
the scalar fluctuations (Asz, ¢y, @,) are all restricted to
the Coulomb branch of the original D3-brane picture as
depicted in Table I. This also means that the decoupled
complex scalar ¢ is now completely the Higgs branch scalar
field combination ¢ = ¢3 +iA, . The story could be
developed further, more or less along the line of our earlier
discussions, but we will not do it here and instead leave it as
an exercise for our diligent reader.

11. First look at the t parameter and the
BHN equations

The analysis that we performed in the above section
assumed ¢, = 0 for simplicity. It is now time to switch on
the ¢, parameter and see how the results change. In the
process we can analyze the three BHN equations (3.172)
and (3.177). Our procedure would be to compare our results
with the ones given in [11,12] and express them in a
language suitable for later developments. First, we will
write our complexified gauge coupling 7 using supergravity
variables. Switching on ¢, in (3.153) and (3.158), this is

expressed as
. icy
=c||gsind+—|,
U3

where the expression for (¢, ¢1y, 3, ¢) is given earlier as
(3.63), (3.76), (3.66) and (3.67) respectively. The above
expression (3.183) is for NC deformation, and if we replace
sin @ with 1sin 26 and assume that (c;;, v;) are now given
by (3.82) and (3.71) respectively, we will get the functional
form for r with RR deformation 6. In the following
however we will continue using the NC deformation 6,

(3.183)
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although the RR deformation is equally easy to implement.
To proceed, let us define another quantity called ¢, in the
following way:

[E:I:—::I:( 1)3qsint9 _ iCH >,
Vel + vigsin?0 /3, + vigPsin?0

(3.184)

which is in general a complex number, and becomes a
purely imaginary number ¢ = +i when the 6 parameter
vanishes or when c;; becomes very large compared to other
parameters appearing in (3.184). On the other hand when
v3gsinf > ¢y, t approaches t = +1. Once we replace
sin@ by %sin 260, along with certain appropriate changes
mentioned above, we will get the expression for the RR
deformation. Note that similar arguments can be made for
the limit + = =i, whereas for the other limit r = +1, the
condition becomes v3q sin 26 > 2c¢;;.

What is the usefulness of the parameter 7 As discussed
in [11] and in [12] ¢ is useful in expressing the BHN
equation in terms of topologically twisted variables.”* In
general however we do not have to incorporate topological
twist to express the BHN equation in terms of 7. For
example the BHN equations, as they appear in [11] with
topological twist, can be expressed as

(F=dpnp+tdsp) =(F—¢pnd—1t"dug)”

=D, =0, (3.185)
where ¢, are twisted scalar fields (see details in [11]), the +
appearing above denote self-dual and anti-self-dual expres-
sions respectively. Without the topological twist, the last
equation in (3.185) is clearly our equation (3.174).

Adding the self-dual and the anti-self-dual parts of
(3.185), and removing the topological twist so as to express
everything in the language of standard gauge theory,” the
equation that we get for the |, component the gauge fields
can be expressed as

-1 _+1
Fip+ <t+Tt)Dw¢o+ (t Zt )D[l¢z]+2[¢1’¢2] =0,

(3.186)

where we have assumed the four-dimensional coordinates
to be (xg, X, x,, ). Before comparing this equation with
(3.172), we should ask whether incorporating ¢, back in
(3.158) changes the form of (3.172). The gauge theory part

*There are other and more deeper reasons for introducing ¢ in
gauge theory, especially topological field theory, which will be
elaborated later.

We are a bit hand-wavy in describing the details here, but
before the readers despair we want to assure that our sloppiness
will be rectified in the following sections.
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of the action (3.153) now reproduces the following
Hamiltonian®®:

sz

2i Foi
l Tr<C1C”
U3

+ T€ijkfjk>

T—7

x (m (3.187)
U3

+ %eilm]:lm) ’

where 7 is given earlier in (3.183). In the presence of the
scalar fields of (3.153), the above Hamiltonian will
reproduce the Hamiltonian (3.158) apart from the addi-
tional pieces:

clqsine/Tr}"/\}"

2
U314
11

+ sin29/Tr.7-" A *F, (3.188)

depending on how all the terms are arranged as a sum of
squares. An alternative way of putting F and xF inside the
sum of squares could also be performed, but in the end the
final results should not differ. The former way of separating
the topological piece from the nontopological pieces has
one advantage: the BHN equations (3.172) etc., remain
mostly unaltered.

The definition of 7 in (3.184) is motivated from [11], and
one may see that when 6 = 0, ¢ takes the value of =i.
However what definition of ¢ we use is up to us: for every
choice of ¢ there is a topological field theory although
choosing a ¢ that may be an arbitrary complex number
would break supersymmetry. Furthermore the appearance
of ¢(0) in (3.184) will complicate the subsequent analysis
as knowing the precise value of ¢(0) from (3.67) requires
knowing the background fluxes in M-theory in full details.
We can then use our freedom to choose 6, using Set 2 in
(3.166), to make ¢g(0) =1 for & = . Therefore let us
define 7, when 6 = p, using the functional form similar to
(3.184) but without any adjoining ¢(f), namely,”’

t_j:< 1}3Sinﬂ iC]]
Ve +o3sin?B \/c3 + v3sin?f

), (3.189)

but now with f3, a specific angle, instead of the generic NC
parameter @, that can be used to parametrize the warp
factors F; in the following way:

Fi = Fi(r;p), F4 = Fy(r,xg,x9; ), (3.190)

*Needless to say, this is the special case with ¢|; « c|,, where
cq; and ¢y, are defined in (3.76) and (3.78) respectively. The
picture is not hard to generalize, but we will not do so here.

“"We could also define 75(0) = v5(0)q(6) and replace all vy
appearing below by 3. This will lead to an identical conclusion.
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in (3.5), where k = 1, 2, 3. The question that we want to ask
is whether this could lead to a consistent description.
Before answering this, we should also note that the scalar
fields used here are (¢, ¢1, ), which should be com-
pared to (3.156), and also note the apparent absence of i in
the equation compared to our setup.28 However, with
|t|> =1 and  given as (3.189), t + ¢! is real but t — 17!
cannot be real.”” This means, and according to (3.156), we
can now identify our relevant scalars and gauge-field
components with the ones in [11] in the following way:

'AH = —l.Aﬂ, Q3 = —i¢0,
c:C 1/4 e C 1/4
= (S0 g e (),
v3dyy v3d)s

. ciCii\ 1/4
fﬂb = _lFﬂw Da§01 = (Uidi;) Da¢lﬂ

D g — ciCn 1/4D Dot — —i
(1(02 - (1¢29 /j(ﬂ3 — _lD/}¢(), (3191)
LEYP

where D(1¢k = aad)k + [Aa’ ¢k]’ (Cl9 U3, d12) are defined
earlier in (3.63), (3.66) and (3.142) respectively; and the
new parameter C;; can be expressed as

v2sin?
Cn EC11<1+ : 3 ﬁ>,

n

(3.192)

where ¢ is given in (3.76). For vanishing ¢(f3), C;; and ¢,
coincide. Therefore using the identifications (3.191), we
can reexpress (3.172) in the following suggestive way:

b, ;03\ 1/2 by V4
Fpp+ ( w3 3) DW¢0+1<L3> Dy ¢y

ciCh
+ 2[¢17¢2] = 0’

(3.193)

where (b,3,by,) are defined in (3.137) and (3.135)
respectively. Comparing (3.193) with (3.186), we can
easily identify

b 1/2
N L R T
ciCiy

b? 1/4
t—1'=2i <ﬂ> =2i¢,,
c1Cpidy

(3.194)

where ¢; are defined accordingly. Note that there are two
equations for ¢ and therefore we should expect some
relation between &; and &,. Solving the first equation in
(3.194) gives us the following expression for :

*We define D, . = 0., + [Ag. ] compared to D¢, that
has an i in the definition [see (3.116)].
However subtlety arises when ¢ = +1, where we expect
t— 171 = 0. We will discuss this case later.
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t=¢& +iy/1-8,

which should now be compared to (3.184) that we found
earlier. Equation (3.195) implies two possible values for ¢
[which are the two solutions of the quadratic equa-
tion (3.194)], consistent with (3.184). Therefore using
(3.195), (3.194) in (3.184), we get

_ Cll(ﬁ)bz//S (ﬂ)
ci(Bvs(B)

where the f# dependence of ¢y () and b,;(f) can be read
from (3.76) and (3.137) respectively in the limit 0 = f
when we assume that the warp factors are parametrized
by p.

Observe that the above equation (3.196) has rwo free
variables: the parameter f, and the asymptotic value of the
gauge field e?%. Thus the above relation connects 8 with
e’». To determine them individually we will require
another relation between them. In fact this appears from
the second equation for 7 in (3.194) in the following way.
Solving it, we get

t=if+ /1= 2.

This should be related to (3.195), otherwise it will lead to
certain inevitable contradictions. Equating (3.197) to
(3.195) leads to

(3.195)

sin?p (3.196)

(3.197)

G+&=1, (3.198)
which when expressed in terms of supergravity variables
described above in (3.194) leads to the following relation
between the coefficients:

[ U3 by, ciChy
b + - ’
V3 aCny  Vdp U3

which as expected should provide another relation between
S and e*%. To see this let us go back to the definitions of the
parameters appearing in (3.199) and (3.196) all in the limit
0 = p: b1»(B) in (3.135), d1»(f) in (3.142), v3(f) in (3.66),
c11(B) in (3.76), b,,5(p) in (3.137) and ¢, (p) in (3.63), and
isolate their %0 dependences in the following way:

(3.199)

ci(B)=eP(ci(B).  vi(B) = eP(v3(p)).
by3(B) = (bys(P))
bia(B) = €M (b (), diy(B) = €M (d 1y (B)).
ci1(B) = e (cii(h)), (3.200)

here (a,,,) is simply used to denote the form for a,,, sans
the dilaton dependence e?0. Plugging (3.200) in (3.196) and
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(3.199), we get the following relations between the two free
parameters 8 and e%:

2 — I;I(ﬁ)
bs(B) = b>(B)
62(/)0 _ é\ll ﬂ)
i) - )’ 3200

which when solved simultaneously should provide the
values for f3, the parameter used for defining ¢ at 6 = f,
and e%, the asymptotic value of the dilaton. The coef-
ficients appearing in (3.201) are defined, using (3.200), in
the following way:

~” <by/3>2<7}3> o (b12) A (e1){Ci1)

) =\ A= . ay= | ———+
<cl><cll> <d12> <1)3>

by =(C11)2(by3). by = (v3)*(b,s)sin?B,

133 = (v3)(e1) (Cr1)sin’B, (3.202)

where we have defined (C;;) using the relation

Cyy = e*»(C,;), which is similar to c¢;; defined in

(3.200) above. However the definition of C;; in (3.192)
will yield

Cip =P (Ci1) + Oldho). (3.203)

and therefore in the limit ¢y < 1, the above analysis can be
trusted. Additionally, since et is a positive definite
quantity, the two equations in (3.201) only make sense
if b3 > b2 and as > a,. In the language of the gauge theory
coefficients, this would imply

(v3){c1) (Ci1)(e1) <b12>2
<C11><bw3> <U3> <d12> ’

where (cy. ¢y, v3,by3,b12.dyp) are defined in (3.63),
(3.76), (3.66), (3.137), (3.135) and (3.142) respectively.
We expect the condition (3.204) to be compatible with the
following equation, used to determine the parameter f:

> cosec’f3,

\%

(3.204)

~

] b1(ﬂA)  a(p)
by(B) = by(p)  a3(B) —ax(p)’

which indeed is the case as (3.205) leads to the following
relation between the gauge theory coefficients formed as a
juxtaposition of the two inequalities, discussed above in
(3.204), in the following way:

(3.205)

<U3><01>Sin2ﬂ: (Cii){ei)(d)
<C11><by/3> <U3><b12>2 '

So far the analysis has moved smoothly and we have results
that are apparently self-consistent. There is however one

(3.206)

PHYSICAL REVIEW D 95, 026010 (2017)

issue that is not completely satisfactory, and it appears at
the point where we identified the scalars, namely
(@1, @2, @3) with the ones of [11], namely (¢, P, P»),
in (3.191). Using the identification (3.191), the resulting
action does not have the full canonical form. A way out of
this would be to insert /—1 in the definition of (¢;, ¢,) in
(3.191). However this will imply 7 — ~! to be real once we
identify (3.172) with (3.186), leading to a contradiction,
unless we impose the following condition:
D¢y — Dy = 0.

Dy = (3.207)

Now with appropriate identification of the scalars (¢, ¢,)
with (¢, ¢,), the BHN equation for our case takes the
following form:

3.208
1l ( )

b,3v3\ /2
Fi,+ < wé 3) Dy +2[¢p1, 2] =0
which one may now compare with the BHN equation
discussed in [11,12] for ¢ # £1. The way we have defined
things here, the BHN equation comes with relative plus
signs, but we can always redefine the variables so as to
allow for the antisymmetric condition (3.207).

The discussion in the last couple of pages was intended
to convince the reader that we have ample independence in
defining the parameter ¢. Once the parameter ¢ is chosen, we
can define the other variables in the problem appropriately
to give us consistent results as we saw above. For 6 # 0, 7 is
in general a complex number different from =+i, and
therefore a definition like (3.184), used in [11], could as
well suffice without resorting to the fixed parameter f to
make ¢(f) = 1. However, now due to (3.187), the BHN
equation will change a little from (3.193) to the following
more generic form:

bys(z —7)]'/?
F 2| D

b2, (z = 7)) /4
{m} Dj1py) +2[¢h1. o] = 0, (3.209)

by appropriately defining m§; and gy, in (3.158) and

using the scaling relations similar to (3.191). Note that the
form of (3.209) may not be unique if we allow for other
components of the scalar fields. However once we choose
the appropriate number of scalar fields, we may use the
components m 5}€ and 951/2“ to always bring the BHN
equation into the form (3.209).

Comparing (3.209) with (3.186), and using the definition
of ¢ as in (3.184), it is easy to see that the NC parameter 6
now satisfies a relation similar to (3.196):

by3(0)cy1(0)
q*(0)c1(0)vs(0)

sin?6 = (3.210)
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We should note a few details regarding the above relation.
One, for the RR deformation, the lhs of the above relation
(3.210) will be replaced by %sin 20 along with appropriate
changes to vz as in (3.71), ¢;; as in (3.82) and b3 as in
(3.149) with the functional form for c¢; remaining similar to
(3.63) as before.*® Two, when @ vanishes, we expect the rhs
of (3.210) to vanish. This may not be too obvious from the
form of b3 in (3.149), so we may use an alternative way to
express this by redefining b3 as

_00C1Cy

5=
w vy

b (3.211)

where 6 (0) is a positive definite §-dependent constant. We
can now use (3.211) to rewrite (3.210) in the following
suggestive way:

cigsin@ _ ©/2zn
(1) 4a/gom

= /5. (3.212)

from where the vanishing of b,,; when 6 vanishes amounts
to the vanishing of ,. While the above step may not shed
much transparency to the vanishing issue, our rewrite of
(3.210) in terms of (3.212) will be useful later on.

On the other hand, we can use (3.197) to express the
second term in the BHN equation (3.209) in terms of the
known variables. This will give us

b%z 1€
= . 3.213
di>(1 + o) 3 ( )

The above relation should be compatible with (3.198) and
(3.199) even if we switch off 8 in our equations. In general,
an equation like (3.199) follows provided ¢ is replaced by
its #-dependent cousin:

¢11(0) = secOcy;(0) — 2R3sin’Osec’d

© 0G, OF
dre®¥F,~——97"2
X/() re Qan ar

(3.214)
in (3.199) for small 6, where Gy(F;,F,, F3) is the
integrand in (3.76). Other relations like the ones discussed
above should follow, and one may easily check that the
overall picture is still expectedly consistent. We will not
elaborate further on this, instead however we will try to
express (3.213) in a way that may be a bit more transparent
with the analysis of [11] by redefining b, and d, as
bu:)/oclcn’ du:KOClC“,

3215
" ” (3.215)

As discussed earlier, this change is valid only for small
RR deformation parameter 6. For finite @ the relation (3.72)
gets corrected, and therefore the lhs of (3.196) will change
accordingly.
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which is similar to the definition (3.211) studied above. The
coefficients (o, ko) are constants, just like o4 in (3.211)
above. They can be related to each other via

73 =Ko(1 + 0p), (3.216)
which is easily gotten by plugging (3.215) in (3.213). We
could also rewrite all the other coefficients appearing in our
original Lagrangian (3.153) as (3.215) so that they are all

proportional to ﬂzy‘%—”. This way the overall four-

Us ™
dimensional Lagrangian will take the familiar form given
in [11] and a direct comparison to the results of [11] can
then be performed succinctly. We will however leave this as
an exercise for our attentive readers.

Let us now come to the other two BHN equations for our
case, namely the two equations in (3.177). We can rewrite
them using ¢ and the definitions (3.191) in the following
way:

-1 -1
Fay + (t = )Dm + (%) Dyp,=0. (3:217)
where a = 1, 2 and we can allow a relative sign difference
by allowing the sign choice for (¢, ¢,) identifications in
(3.191). As before, noticing that  — r~!' cannot be real, and
preserving the canonical form of the action, we conclude™

D,$,=0= D,¢, =D,¢p, =0. (3.218)
At this stage there seems to be two possibilities: we can
either identify ¢+ ¢t~! with the coefficients of the D¢,
terms, or we can assume that D,¢, terms themselves
vanish. The former leads to two relations, but since
b,z = b3 we will only have one quadratic equation in z.
However we will have to identify this to the one that we got
earlier in (3.194) otherwise there will be contradictions.
This means

11 by/3
—_— = 3.219

cp by ( )
Looking at (3.76) for ¢y, (3.78) for ¢y, (3.137) for b3 and
(3.135) for by; = b3, we can see that (3.219) is definitely

not generic. Under special choices of the warp factors one

3!There is an alternate way of expressing (3.218), after twist-
ing, that is sometimes useful although the resulting constraint
may be a bit weaker than (3.218). To see this combine the two
relations in (3.218) as

Dy = iDy, ¢y = 0,12 + [A, — ihy, @12] = 0,

where @, = ¢ — i¢p, with ¢; being the twisted scalar (see
footnote 16) and we have used a shifted gauge field using the
twisted scalar ¢,. Since ¢, decouples via (3.171) [using the
identification (3.156)] both unshifted and the shifted fields will
have the same effect here.
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might be able to recover (3.219) but generically (3.219) will
be hard to satisfy. Thus the second option seems more
viable. Interestingly, imposing the second condition,

D¢y = Dypg =0 = Fy, = Fp, =0, (3.220)

which is equivalent to putting a flat connection along the y
direction. This further means, from (3.218), the scalar fields
(¢1,¢,) are covariantly constant along the y direction,
with ¢, being covariantly constant along (x;,x,) direc-
tions. Thus the nontrivial scalar fields ¢; = ¢, (x;, X2, )

and ¢, = ¢2(x1,x2 l,U) satisfy
D¢, = =Dy, D¢, = Doih,
b (T —_ T) 1/2
F12+ |:VI;I|T|2:| W¢0+2[¢1,¢2] :0, (3221)

assuming ¢, to not be covariantly constant along the y
direction. The system is therefore tightly constrained, but
note that for r = £1, the second constraint in (3.221) is
relaxed.*” The first and the third equation in (3.221) are thus
related to the equations (3.185) (see also [11,12]). The
Gauss law equation (3.154) puts no additional constraints
on (¢, ¢,) in this gauge.

We will soon solve these sets of equations, but for the
time being we will postpone this to concentrate on
identifying the supergravity variables used here to the
gauge-theory variables described in [11,12].

12. Identifying supergravity and gauge
theory parameters

In the previous section we have developed the full gauge
theory data from our M-theory analysis. It is encouraging to
see how the Bogomolnyi-Hitchin-Nahm (BHN) equation
appears naturally from our setup. However we have been a
bit sloppy in describing two things: the appearance of ¢ given
in (3.184) and the appearance of a to describe the boundary
gauge theory as in [11,12,14]. Our initial identification of a
with the NC parameter 6 in (3.70), although matched with
[11], was actually accidental. Once the effect of I/, in (3.60)
is added, we no longer expect a = tan %’ for both NC and RR
deformations. The identification of a with the sugra vari-
ables will have to be more nontrivial, and finding this will
allow us to describe the other parameter, called # here (3.184)
and in [11,12] respectively, more succinctly.

With all the development that we carried out in the
previous section, it is not too hard to make an ansitze for a
using the background data. In the beginning we used (3.69)
to define a for the Yang-Mills data (¢, ¢,). However now
the Yang-Mills data have changed by the inclusion of I/,. Let
us then define a using the new data in the following way:

*The first constraint can be expressed as Dy¢y + D11+
Dy¢y + Dyp3 = Dy¢py + Drp, =0, where we have defined
As = —i¢s. This is exactly D,¢, = 0 in (3.185).
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©/2x  wviqsin® _ 2a
4r/ 9%{M

where c;; is given in (3.76) and v5 is given in (3.66). This
would be the natural extension of (3.69) and is motivated by
the connection between the gauge theory % parameter and

the Yang-Mills coupling g‘i—” described in [11,14]; and also in

= , 3.222
Cl1 1 -—a? ( )

(3.212) earlier. The above relation to a will continue to hold
once we replace the sin @ appearing in (3.222) by %sin 20,
where 6 will now be the RR deformation. For our case and
assuming @, for simplicity, is providing the NC deformation,
the definition of a in terms of the sugra variables can then be
expressed as™

2
‘n____‘u

a 1+

, 3.223
v3¢g sin @ ( )

v3g* sin’ @
which follow naturally from (3.222). Additionally it is easy
to verify, for NC deformation, the definition of ¢ in (3.184)
can be reexpressed in terms of a as

2a 1 —a? 1+ia
= -1 =— . 3.224
1+d ’<1+a2) ’(1—ia) (3.224)

precisely as in [11,14]. Once again, with appropriate
modification, one may describe an exactly similar relation
with the RR deformation parameter 6.

So far our discussions have been self-consistent, and the
results could be compared to [11]. However note that the
introduction of the ¢ parameter in our model is not unique.
There are other ways to introduce this parameter which
may also lead to consistent results. In the following we will
elaborate this and in turn determine the electric and the
magnetic charges Qg and Qy respectively in (3.158). To
start, we will first rewrite the relevant parts of the
Hamiltonian H using (3.187) once we switch on ¢,
parameter, in the following way:

2ilt
/d3 < | | ‘7:0’/7+ Z b eaﬂmék)pafﬂk
aﬂ 1 =1
- Zigg,};)kzv di [(ﬂbfﬂl})
[4i|t
/d3XT < | ]:aw+ Z \% b5k€ay/m5k Dsoy

—Zzhw dalonol)

1
+5/d3X€0aﬂy(T+%)Trfoa.7'—ﬂy+QE+QM, (3225)

SThere is a relative sign ambiguity, but that can be absorbed
by redefining 6.
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where 7 is given by (3.183), and the other parameters have

been defined earlier.** We expect Qg =0 if the warp

factors satisfy (3.162). To determine Qyq, we can take the

following simplifying condition that we discussed earlier:
2i|z|?

1 2
A% békm((Sk) =V békmgk) = —€sk T—%
(1) __ 2l|T|2
Yapki Mkallip —daﬂ (c—7)
2i|z]?
RO R
aykl Mkallny dm,, (T — ’Z’) ’

which would still satisfy the consistency relations (3.160)
because the other coefficient, namely ¢,;,’, that does not
appear in (3.226), is undetermined and can be used to our
advantage to solve (3.160). Note that (3.226) is more
generic than our earlier choices (3.173) and (3.175), and
thus the BHN equations for F,, will differ from (3.176)
and (3.177).35 This is good because it simplifies the form
for Qy, which in our case will be given by (see also [34])

2ilz|?
Qu = il /d3x

T—7

(3.226)

i
X 8y,{e“ﬂkTr <(pk}'aﬂ +3% [@a- @] + (PaDﬂ(Pk) }

(3.227)

where the subscript on the scalar fields ¢,, are to be
interpreted in the way described earlier. In the absence of
any boundary, Qy; = 0, as should be obvious from (3.227).
In the presence of the boundary W along (xg, x;,x,), as
described in Sec. (III B 7), one might combine the Qy;
piece (3.227) with the topological term in (3.225), to write
the following boundary action™:

/Tr]—"/\f
v

:“L%/ Tr(AAdAJrgAAAAA)
2w 3

T4+ 7

Shnd = /deoQM +

2ilz|

T—7

+ / dxodx, dx,e*
w

i
x Tr <7:aﬁ</’k + 3%k (P> 0] + %Dﬂﬁﬂk) (3.228)

*The electric and magnetic charges Qg and Qy respectively
are c-numbers as should be evident from (3.158) and the dim G
piece is removed by taking the adjoint trace.

#The decoupling of the two scalars ¢ and & as given in (3.167),
(3.168) and (3.169) still holds and therefore they do not appear in
(3.225). This situation will change in the presence of surface
operators and other defects, which will be discussed in Sec. ITI C.

35The existence of dx, implies that the action (3.228) is still in
the Lorenzian frame, although an extension to the Euclidean
frame is straightforward and will be discussed below.
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where V=W x R as described in Sec. (III B 7). Under
twisting, the three scalars (¢, @,, ¢3) become one-forms®’
¢ = 2,24:0 ¢,dx", and therefore one might be tempted to
declare (3.228) as the required boundary topological action
for the three-dimensional theory once we convert to
Euclidean signature. In fact under twisting and
Euclideanization, (3.228) almost resembles Egs. (2.54)
and (2.55) of [11] provided

-1

Pu — ( 2t >¢”’
with 7 as in (3.184). Unfortunately however the coefficients
appearing in the two terms of (3.228) do not match with the
ones in Egs. (2.54) and (2.55) of [11]. One might think that
a different scaling of all the fields could bring (3.228) in the
required form where one could compare with [11]. While
this might be possible, the physics leading to the correct
boundary topological action is more subtle, and the action
that we got in (3.228), despite its encouraging similarity, is
not the complete story.

What have we missed? First note that in the absence of
any boundary our analysis from (3.227) and (3.228) would
have implied zero boundary action. However once we twist
our scalar fields (¢, @, @3) to (o, 1, d,) we expect,
again in the absence of any boundary, the action S,y
(3.153) to be expressible as

(3.229)

S total > S total

:{Q,...}+(b2+cz)/‘,TrF/\f, (3.230)

where Q is the topological charge, c, is given earlier as in
(3.63) and b, is a new coefficient that is not visible in the
untwisted theory (see also [11,14]). When the theory has a
boundary, we expect the second term in (3.230) to give us

Stmt = (b2+02)/ Tr(/l/\ dA+%AA AN A),
w
(3.231)

which differs from the coefficient 7 4+ 7 of the Chern-
Simons term that we got earlier in (3.228). This difference
is crucial and will help us to get the correct boundary
theory.

However (3.231) is not the only boundary term that we
get from our analysis. We expect some variants of the
second term in (3.228) to also show up, albeit with twisted

Note that previously (3.191) was used to relate scalar fields
@y with scalar fields ¢,,. Here we relate scalar fields ¢; with one-
forms ¢,,. Since we are using the same notations for scalar fields
and one-forms, we hope the readers will not be confused as which
one is meant should be clear from the context.
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scalar fields. In fact this turns out to be the case, and once
we ignore the scalings (3.229) and (3.226), the boundary
terms that we get are now

sﬁjﬁdz/ Tr<2d1fA¢+w3lz¢A¢A¢+d3¢AdA¢>,
w

(3.232)
where d;. coefficients depend on m,((p and gglb)k , appearing in
(3.158) and (3.187), d 4 = d + 2i.A is the covariant deriva-
tive expressed in differential geometry language and ¢ is
the one-form constructed from the twisted scalars ¢, as
depicted above. The extra factors of 2 in (3.232) as well as
in the definition of d4 are meant to relate the wedge
products with the commutator brackets.

At this stage one might conclude that we have all
the necessary couplings for our topologically twisted
theory. However this is not the case. We have ignored
a few other possible ingredients in our construction
associated with couplings of the scalar fields. The first
one being related to Myers effect [35], namely the fact that
the fractional D3-branes could also be thought of as
the puffed up version of a single spherical fractional
D5-brane.”®

It is crucial to get the orientations of various branes
right. The wrapped D5-D5 pairs are oriented along
(xg, X1, X2, X3, 7,y) such that the D3-branes that we are
concerned with can be viewed as along (xg, x;, X, ). The
effective theory on the D3-branes has been worked out in
detail in earlier sections using M-theory multi-Taub-NUT
configuration oriented along (6, xg, X9, x1; ). The spherical
D5-brane (which has no net D5-brane charge) is along
the space-time directions (xg,x;,x,, ) with a two-
dimensional projection along (6, xg,xo) directions for
both the gauge choices A, = A3 and Ay = A, respectively.

The second type of couplings could be associated with
the interactions of the NS three-form field strengths with
the non-Abelian brane configuration. These couplings are
different from the usual couplings of the NS three-form
field strengths with the brane in the sense that the couplings
originate from the orthogonal components of the three-
form field strengths with the non-Abelian scalars of the
brane (thus they are absent in the Abelian case).

The final set of couplings appears when one goes from
the non-Abelian nature of the scalars to their rwisted
version. To see this consider the boundary coupling

#¥Recall the fractional brane origin of the D3-brane, namely it
being a D5-D5 pair. In the presence of multiple fractional D3-
branes, there will be multiple pairs of D5-D5 branes wrapped on
the Taub-NUT two-cycles. Once we move the D5 branes along
the Coulomb branch in the IIB picture, we can describe the
physics using a multicentered Taub-NUT configuration in the M-
theory lift. Thus in the spherical D5-brane picture, the bound
fractional D3-branes are secretly D5-D5 pairs much like bound
DO-branes on a spherical D2-brane.
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(3.232). If we do not resort to the simplifying conditions
(3.226), we see that the d; coefficients satisfy

dyoscm§) /by, dyoxglp/da.  dyocdyds, (3.233)

which is a direct descendent of the properties of d; before
twisting. The constraint (3.233) may not hold once we twist
the scalars. However if we want to keep the constraint
(3.233), we can insert an additional cubic coupling of the
twisted scalars. All these can be achieved by allowing the
following couplings:

Sadd = %/ dxodx, dxydy Tr (D' D/ F)

x [e1(F7)orayijk + €2(Hz)ijl: (3.234)
where we expect e; to be proportional to e, with the sign
determining whether it is a brane or an antibrane, and ®' are
the scalar fields ¢, that we discussed above. The seven-
form field strength accommodates both the Myers effect as
well as the changes in the coupling when ones goes from
one description to another.” This can be seen by twisting
the non-Abelian scalar in (3.234) to reproduce the follow-
ing boundary action:

S =5 (erm + eam) A Ti(p A Ag).  (3.235)

where n; and n, are related to the expectation values of F
and H3 respectively. In deriving (3.235) we have assumed
the integrand in (3.234) to be independent of .

We now have all the necessary boundary bosonic
couplings. Combining (3.231), (3.232) and (3.235), we
can get the full action on the boundary W, parametrized by
coordinates (xg, X1, x,), as

Sbnd:(b2+cz)/ TT<A/\dA+%A/\A/\A)
w

+/Tr
w

XONPND+dsdp Ndad

2d1F A\ ¢ +%(d2 + npeq + l’lzez)

. (3.236)

Comparing the boundary action with (3.225), we can make
a few observations on the d; coefficients without actually

The seven-form field strength originates from dimensional
reduction of a nine-form field strength of the form Fy =
*dCy + F9, where C, is the axion and Fy is a nine-form
ds€0123yr0,89 With constant coefficient ds. For the specific case
that we study we have no axion switched on, and no three-form
with components (H3), g9. However this is not generic, as we can
easily change the identification of the scalars (3.156) to allow for
the required components of the three and the effective seven forms.
To take care of this we express the couplings generically as (3.234).
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computing them. First, and as we discussed above, we can
continue using (3.233) even when we have twisted scalars.
Thus the second coefficient d, gets fixed once (d|, d3) are

determined. Second, we can use the ambiguity of

(mé}{), gg}}kl) to fix the form of d; in terms of d;. As we

discussed, from (3.233), this way d, also gets fixed in the
process once dj is fixed. Thus we can have

dZ d3
L S - (3.237)
by + ¢, (by + )

ds

where (b,, ¢,) are the coefficients that appear in (3.236).
The (b, + ¢,) factors in the d, coefficients guarantee that
the Chern-Simons coupling remains (b, + ¢,) instead of
shifting to another value. The choice (3.237) is motivated
J
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from the scaling argument that we performed earlier
in (3.229).

The last bit of information that we need to complete the
story is the value for the interaction term (3.234). As we see
in (3.234), the values for (n;,n,) depend on the back-
ground fluxes F; and H;. We can fix the background data
from the start in (3.4) in such a way that

i

Tt (3.238)

I’llel +I’l2€2 = d2 =

which in fact governs the way the warp factors F; in (3.5)
are chosen. This is good because so far we have left the
warp factors F; in (3.5) undetermined. Thus after the dust
settles, our boundary action takes the following form:

Sond = (b2+c2)/ Tr(A/\dA—i—%A/\A/\A)
A

+/ Tr{2d1.7-" ANp+ =
W 3

where the coefficients b, and d; are yet to be determined
from the background data. Interestingly however, even
though we do not have the precise functional form for the
two coefficients b, and d;, the second equality combines
the original gauge field A with the twisted scalar field ¢ to
give us a new gauge field:

_ d,
Ad=At (bz + 62>¢’

using which we have defined another Chern-Simons theory
with a coupling constant (b, + ¢,) in the following way:

(3.240)

Sbnd = (bz + Cz)/ TI’(Ad VAN d.Ad +%Ad A .Ad VAN .Ad),
w
(3.241)

which is the topological field theory that we have for our
boundary manifold W. One may check that our consid-
erations have led to the same topological theory envisioned
by Witten in [11] but using completely different techniques.

13. More on the Chern-Simons theory and S-duality

There are a few details regarding the Chern-Simons
theory written above in (3.241) that need clarifications.

2i [ &
(by + ¢p)?

_ (bz+cz)/WTfHA+ (bzﬁcz

w54 (o] A [ (

)
RN

di
brd g+ (b2+cz>¢AdA¢}

d,
At (bz + Cz) 4

(3.239)

|

First, the Chern-Simons theory is expressed in terms of the
modified gauge field .4, which in turn can be expressed in
terms of the original gauge field .A and the twisted scalar ¢
via (3.240). The factor d, appearing above is not arbitrary
and can be determined using a supersymmetry condition:

d,

) - -
Aﬂ+b2+€2

= d
(Sgbﬂ = —lﬂ <Fﬂ + ml—‘“_ﬂ)e = 0,

(3.242)

where 4 is the fermion of the supersymmetrc multiplet and e
is the supersymmetric transformation parameter. We have
used the similar notations to express the ['-matrices as in
[11] and therefore the rhs of (3.242) follows the same
algebra as in [11].

The I'matrices chosen here are the flat space I'-matrices
as they are related to the effective theory (3.153) defined on
four-dimensional spacetime parametrized by (xg, x1, X, ¥).
Although our model is inherently supersymmetric from the
start, it may be interesting to revisit the issue of super-
symmetry so we could directly compare our analysis with
that of [11]. The original orientations of the branes are
given in Table IIT and therefore it is easy to see that we have
the required Lorentz symmetry of
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SO(1,2) x SO(3) x SO(3), (3.243)

where SO(1,2) corresponds to the Lorentz rotation along
(xg,x1,X,) directions; the first SO(3) corresponds to
rotation along (x3,xg, X9) directions associated with the
Coulomb branch of the theory on the D3-branes; and the
second SO(3) corresponds to rotation along (7,0, ¢;)
directions. In the dual type IIB theory where we have
wrapped D5/D5 branes on two-cycle of a Taub-NUT space
we can easily allow the symmetry (3.243) to persist by
putting some mild constraints on the warp factors F;. Note
that this is not a necessary constraint, so at this stage we can
see that for certain choices of the warp factors we can
reproduce precisely the results of [11]. Similar arguments
can be given for our M-theory construction where we only
have a Taub-NUT space with background fluxes.

Finding a symmetry like (3.243) in our construction
means that we can channel the results of [11] more directly.
For example one persistent question has been the identity of
the parameter ¢ in our setup. In the last couple of sections
we have mentioned how ¢ could appear in our setup, and in
fact this parameter played important roles in [11,12,14], so
the natural question is to ask where a parameter like 7 could
fit in our analysis.

To answer this question, it may be instructive to search
for the source of ¢ in, for example, [11]. The 16 dimensional
fermionic component in our model decomposes as two
copies of (2,2,2) of the symmetry group (3.243) which,
following [11], we write as a vector space Vg ® V,. Thus a
supersymmetry parameter € appearing in (3.242) above can
be expressed as € =1 ® €, where 7 is an element of Vg
and ¢; is an element of V,. Supersymmetry therefore
requires us to find two functions (Q,, Q3) that may be used
to express the SUSY relation:

1 1
[1 + E(Qz - 03)Bg + ) (0 + 03)By | €

= ( ! Q2 ) €y = O,

05 1
where B, and B, are two two-dimensional matrices given
in Eq. (2.4) of [11]; and ¢, is normalized as ¢y = (—al)
similar to [11]. This is the same a that appears in (3.222)
above and is related to the #-angle via (3.223). The two

functions (Q,, Q3) are then functions of the parameter a
and it is easy to see that to solve (3.244) we need

(3.244)

p (3.245)
The picture developed above is before twisting, and so the
natural question is to ask about the SUSY condition after
twisting. Again following the notation of [11], we can
define the SUSY parameter € to be ¢ = €; + teg. This is
where the parameter ¢ appears in our picture, and one can
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easily see that ¢ has to be a function of a so that a relation
like (3.244) may be constructed for e after twisting. What
value of #(a) is allowed so that supersymmetry is preserved
both before and after twisting? The answer, as worked out

in [11], is
; A1+ ia
= —1 s
1—ia

which matches precisely with (3.224). This is not surpris-
ing because we have tailored our definition of ¢ in (3.184)
so as to reproduce the correct answer (3.246), although we
should note that the definition of ¢ as i‘—;l is not with an
arbritrary 7 (3.183), but with a 7 constrained via (3.222).

The parameter ¢ as mentioned above is expressed in
terms of a which, in the original construction of Witten
[11], is related to the axionic background. For us, looking at
the RR deformation (3.32), the axion in our original NS5-
D3 brane construction Table I will be given by the
following expression:

(3.246)

B F,e*’tan@
07 cos20 + Fre*sin6)|,_

, (3.247)

To

where the parameters have been described earlier. Note that
the D3-branes in Table I are located at some fixed value of
r=ry as they are oriented along (xg,x;,X,,y). This
should be contrasted with the dual D5-D5 picture where
the branes wrap the two-sphere along the (y, r) directions.
This is of course the reason for the r integrals in all the
coefficients appearing in (3.153).

Dualizing C, gives us RR two-form (C,)s,, as we would
have expected from (3.32), and from the background
(3.30). This is not quite the two-form we require from
the M-theory point of view to reproduce the topological
coupling in (3.153), but as discussed earlier, the existence
of a small amount of NS B-field on the two-sphere oriented
along (w, r) directions tells us that we can also allow a RR
two-form (C,),,. Lifting this to M-theory yields a three-
form (C3),,,4, as given in (3.67) which we can reexpress in
the following form:

Cy = p(0,.0)q(0)sin0dCy A dxs A dg,,  (3.248)

where p(6,,0) and g(0) are arbitrary periodic functions of
(0, 0) respectively as described in (3.67), and ¢, is given in
terms of a slowly varying function N(r,0) as

_ N(r.0)
 c0s*0 + N(r,0)sin’0’

Lo (3.249)

The smallness of N(r,0) in fact tells us that switching on
(3.248) will change the background very slightly in
M-theory. The function &, is of the form (3.247), so that
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the three-form does give us the required topological term
or, in other words, the coefficient ¢, of the topological term.

On the other hand if we normalize our warp factor and
the dilaton to satisfy F,e?’ =1 at r = ry, then from
(3.247) we see that Cy =tand. We can go back to our
definition of a in (3.223) and ask for what values of ¢(0), a

becomes tan g. The answer is the following #-dependence
for ¢(0):
0
q(0) = ﬂ’ (3.250)
U3

which may be easily derived from (3.67) and (3.222). It is
interesting that if we plug in (3.250) in (3.69), the
coefficient ¢, becomes

C1C11
C2: t

4z 2a
” an 0 = el C g
3 Iym a

>, (3.251)
where we have normalized v; as v; = 2R;. The above
relation is precisely the coefficient of the ®-parameter
in [11].

All the above discussions point to the consistency of our
model, both in terms of reproducing the correct boundary
theory as well as comparing our results to that of [11]. One
issue that we have not discussed so far is the issue of
S-duality that forms an integral part of the discussion in
[11]. Can we analyze the S-dual picture completely in terms
of a supergravity background with fluxes and without
branes, as we did for the case before S-duality?

The answer turns out to be in the affirmative although the
computations are a bit more subtle now. Our aim is to
address the analysis completely in terms of supergravity
fields with no branes, so the first choice of S-dualizing the
brane constructions in Table I does not seem to give us the
required answer as an S-duality leads to D3-branes
perpendicular to the D5-brane. A further T-duality may
lead to a D4-D6 system which when lifted to M-theory
will have M5-branes in a Taub-NUT geometry. This is not
what we are aiming for, so we have to look for an
alternative scenario to study the S-dual background.
Interestingly the D4-D6 system has been used in [11] to
study the S-dual model.

The alternative scenario appears from the wrapped D5-
brane construction that we developed earlier. The D5-D5
branes wrap the two-cycle of a Taub-NUT geometry and
we move the D5-branes along the Coulomb branch to study
the wrapped D5-branes on the Taub-NUT two-cycle. This
picture, as we discussed earlier is not only equivalent to the
brane construction but has a distinct advantage over the
brane model when expressing the explicit supergravity
solution.

S-dualizing the wrapped DS5-branes gives us wrapped
NS5-branes on the Taub-NUT two-cycle. The directions
are important: the NS5-branes are oriented along
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(x0, X1, X2, x3) and wrap the two-cycle of the Taub-NUT
oriented along (w, r) directions. The remaining two direc-
tions of the Taub-NUT are along (6,,¢;) directions.
A T-duality orthogonal to the wrapped NS5-branes, i.e.
along the ¢, direction, converts it to a multicentered
Taub-NUT space in type IIA theory warping the original
Taub-NUT geometry suitably. Thus we have the following
scenario.

(1) A multicentered deformed Taub-NUT geometry in
type IIA theory where the four-dimensional gauge
theory can be studied from dimensional reduction of
type IIA fields over the multi-Taub-NUT space in
the way we described earlier.

(i) A M-theory uplift of the type IIA geometry where
the multi-Taub-NUT space develops further warping
yet retains the essential topological properties of the
underlying space. The four-dimensional gauge
theory can now be recovered from the dimensional
reduction over the Taub-NUT space and over the
M-theory circle.

Both of the above techniques will give us the required
four-dimensional gauge theory, but the latter method might
be suitable to compare with the results that we had earlier
from M-theory. To start therefore let us write the metric in
type ITIA theory:

ds* = —dr* 4+ dx3? + dx3 + >’ F dr?
N dx3 <62¢F2F3seczc9sin291 ) P
cos’0 + F,e*sin?0  \ F,cos%0, + F5sin26,
+ €2 [F3d6? + F,(dx3 + dx3)]
(depy + by 3dxs + by g do, )?
€2 (Fycos20, + Fysin6,)

(3.252)

where the second line is the warped Taub-NUT space that
appears from the wrapped NS5-branes, by 4, is the com-
ponent of the RR B-field appearing in (3.32) and b3, is the
RR deformation in (3.32) and is given by the following
expression:

by = Fre*® tan@sec O cos ;. (3.253)
It is interesting that the Taub-NUT fibration structure
depends on the x3 direction, and the F; warp factors are
at least functions of the radial coordinate r. Thus the Taub-
NUT space is nontrivially fibered over the six-dimensional
base and at a given point (r, x3) we can have a well-defined
warped Taub-NUT manifold.

The fluxes on the other hand are mostly NS fluxes as the
only nontrivial RR flux component is the three-form
(C3)yrg, appearing from the NS B-field switched on the
two-cycle in the type IIB side to cancel the DS5-D5
tachyons. This is a small amount of flux, which in turn
allows us to have the NS B-field component b5, appearing
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from the RR two-form potential (C,);, responsible for
(3.67). The NS B-field in type IIA is then the following:

I:"z cos @, secd
F,c0s20, + F3sin%0,
X (dgpy + by, 3dxs 4 by e,d0;) A dy
+ Fpe? tan Osec?0dx; A dy + bgodxg A dxg

82:

+ by, dxs A dr. (3.254)

with bgg as it appears in (3.32), and the functional form of
the b3, component will be similar to (3.67), i.e. we expect
b, to take the following form:

_ N, sin26cosOp(6;.6)q(0)
~ 2(cos? 6 + N sin? §)?

bs, (3.255)

On the other hand the behavior of the type IIA dilaton is
interesting. Unlike its type IIB counterpart (3.31), the
parameter e? only appears in the subleading term, and
the functional form is given by

0
e = see . (3.256)
\/F5c0820; + F5(1 + F,e*tan’)sin6,

which means that the type IIA background is in general
not weakly coupled. One may compare this to the type
ITA dilaton that we get from the background (3.31) by
T-dualizing along direction ¢, as

e73?/2\/cos (1 + F,e*? tan® 9)3/*

V/F5cos20; + F5(1 + Fye® tan20) sin? 6,
(3.257)

e(pA —

We see that there exists a tunable parameter e>?/2 that
helps us to realize the M-theory uplift. Such a tunable
parameter is absent in (3.256). In fact in the limit ¢p — +o0,
(3.256) yields

oo — sec @

\/F,c0s20; + Fsin®6),

oo — cosecfcosect; -
FyF5

b
P—>—o0

(3.258)

Pp—>—+o0

The former is an O(1) number, whereas the latter vanishes
implying that strong type IIA coupling may be reached
although infinite coupling will not be. Thus studying the
background using M-theory might be more appropriate
which, as we had anticipated earlier, puts an emphasis on
the 11-dimensional uplift. The story herein should then
be somewhat similar to the one that we developed earlier,
and therefore the first step would be the derivation of
the harmonic forms. As before, we will first attempt the
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single-centered case and then extend this to the multi-Taub-
NUT picture.

At a given point in (r, x3), the taub-NUT space takes a
simple form if we, without loss of generalities, put
F,(rg) = F3(rg) = a. The other warp factor F, remains
a function of (xg, x9) as before. Thus the warped Taub-NUT
space at a given point on (r,x3) takes the following
form:

ds® = e*(ad6? + F,ds3,)
e + atan?6
a+ a*e*?tan’@sin’0,

(dpy +by0,d0,)%.  (3.259)

The harmonic form will again be written as @ = d& with
the property that @ = & %4, @, where the Hodge star is
over the Taub-NUT space (3.259). The one-form ¢ is
expressed as

{=9(01,x5,x9)(dpy + by,dd;),  (3.260)
where we have used the same notation ¢ that we had used
earlier in (3.46). The functional form of ¢ remains
unchanged if we go to M-theory [despite the fact that in
M-theory the warping of our Taub-NUT (3.259) is differ-
ent]. Again, as before we expect g in (3.260) to satisfy the
following set of equations:

L@ 1 + ae*tan’0
e*F, \| 1 4 ae’’tan’0sin’6,

199 | o 1 + ae*?tan’6

gOxg  ae*® \| 1 + ae*tan®0sin?0,

199 _
900, B

199 | o 1 + ae’?tan’6
gOxg  ae*® \| 1 + ae*tan®0sin0,’

(3.261)

where a, and a3 are used to express the type IIB B-field
component by 4 as (3.59); and the vanishing of a; would
imply the 6, independence of the g function in (3.260). If
we now assume that the dilaton satisfies

62¢0
€2¢ = <
V3

Q(}”, X3, )Cg)
\/FzCOSzgl + F3Si1’1291

), (3.262)

which  when compared to (3.54) would imply

O(r, xg,x9) = \/LF—% we maintain the expected consistency
in every duality frame. On the other hand the type IIA

dilaton e?4 at the given point r = ry, in the limit with small
0, is given by

secd

e ==t O(6?). (3.263)
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Since a is a finite nonzero number, the type IIA coupling is
finite and an O(1) number at least for small 6. Thus 11-
dimensional supergravity analysis may not be able to
capture the full details of the theory. This is clear when
we try to compute the four-dimensional axionic coupling
from dimensional reduction over the Taub-NUT space
using an analysis similar to (3.62). The functional form
of the three-form entering the topological coupling of M-
theory (3.62) is similar to (3.67) although the components
are (C3),.1; appearing in turn from the uplift of (3.255).
The precise form is given via

62 - l C3/ CI) VAN (7)
5 TN
= —/2<C3>92(0‘§ —a5)dr A dxs A dep,

A dO; A dxg A dxg A dxy, (3.264)

where (Cs) is the value of the three-form that we got in
(3.67) and X, is the three-cycle along (r,xs,x).
Expectedly the orientation of 23 differs from the three-
cycle X5 used earlier in (3.63). This is consistent with the
fact that the Taub-NUT spaces in both cases are oriented
slightly differently as we saw above. Thus once we
rearrange the integral properly, we see that ¢, differs from
¢, in (3.63) by at least an overall minus sign, although the
full behavior of ¢, would require us to get higher order
terms in M-theory. The sign difference indicates S-duality
at play, so this is consistent with expectation.

The question however is why we should expect higher
order corrections here. The answer lies in (3.258). The type
ITA couplings are of O(1), and so the 11-dimensional circle
has a finite radius. Thus there is an infinite tower of Kaluza-
Klein (KK) states that would contribute to the M-theory
spectra which in turn would enter the supergravity loops to
change the background solution. Of course very massive
KK states can be integrated out in the Wilsonian action, but
light states would affect the background. When the radius
of the 11-dimensional circle is infinite, the type IIA
coupling is infinite and the theory is governed by 11-
dimensional supergravity only.

The above discussion implies that the values of (a,, a3)
from (3.59) that appear in the S-dual picture should receive
correction so that f @ A @ computed above in (3.264) from
(3.261) will differ from the one given earlier in (3.52). Thus
we expect

~ |:R11 <fTN2(I)/\(:)

Cy = —Cy
fTNl oA ®

2

> + O(éF,»)], (3.265)

where we should remember that the two Taub-NUT spaces
discussed above [respectively as TNy in (3.56) and TN, as
(3.259)]not only have different orientations but also slightly
different warp factors; R;; is the 11-dimensional radius;
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and the corrections JF; to the warp factors F; are the
corrections to (C3).

The Yang-Mills coupling should also change accord-
ingly. To see this we should compute ¢, the equivalence
of ¢;; given earlier. We proceed by first defining F; =
F,+6F; for i =1, 3, 4 and F, = F, + 6F,, where the
variations represent possible quantum corrections to the
warp factors. To the first approximation we will assume that
there are no extra cross terms in the type IIA metric (3.252)
coming from the quantum corrections. A full generalization
is technically challenging because eliminating the cross
terms by redefining the coordinates can make the resultant
warp factors to be functions of all the internal coordinates.
However since ¢ involves finding the determinant of the
metric along the directions orthogonal to the Taub-NUT
space, the cross terms (which are of the same order as 6F;)
would mostly contribute to O[(5F)?]. Thus the O(SF;)
contributions to the determinant can be viewed coming
entirely from the warp-factor fluctuations of the metric
(3.252).

This then gives us the explicit form for ¢;; in terms of the
warp factors F i, which have been defined above. The form
is similar to what we had earlier because, as one may verify,
the deformations to the type IIA metric (3.252) coming
from M-theory uplift simply get canceled in the final
expression:

. R:R o F.F,F
ey =— 11s.ect9/ dre?fo, | —1-273
0 by(Fy — F3)
\/ﬁ2+\/]~72—F3
X In
\/Fa—\/F2— F3
© (B,SF, B,5F, BSF; B.S
+/dr<11+2~2+3 3_'_445)’
0 Fl F2 F3 ¢

(3.266)

where b, is given in (3.83), and the first term above is
similar to (3.82) except for the additional factor of R;;, the
11-dimensional radius. The correction terms given in terms
of B; are all functions of the warp factors F;, as one may
easily derive. This means that the four-dimensional Yang-
Mills coupling can now be expressed as

CiC11 _ Cicqy [Ru <fTN2 ON®
U3 U3

_ n (on w) n 0(5F,)], (3.267)
where it should be clear from the context that the volumes
of the three-cycles 73 and v5 have different orientations, the
former being along (x3,7,x;;) and the latter being along
(x3,7,¢1). However since ¢; and c¢; are also oriented
differently, the ratios f—; and % match precisely with the
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orientations of the Taub-NUT spaces TN, and TN;
respectively.

The O(SF;) corrections appearing in (3.267) and (3.265)
are, at this stage, arbitrar%/ but we expect them to be
proportional to each other.”’ In general they are not equal,
so it will be instructive to see how they are related to each
other. To analyze this let us express the O(SF;) corrections
to (3.267) and (3.265) to be O(SF') and O(SF")
respectively. This means we can rewrite (3.265) with the
same coefficient of % as in (3.267) but with an extra

factor of

OGP - 0(6F)
aJ 0 OAD
10 5 (f) +O(sF\)

. (3.268)

2r [OYN7]

™
where g(0) is similar to the arbitrary small parameter ¢(6)
that appeared in (3.67) in the definition of (C3). The above
manipulation is useful because we can now express the
complex coupling 7 for the S-dual theory to be

—c +M
_ e 5 : (3.269)

Ry LNz dm(b) (a)y ]!
Ry (S0e ) 4 O(5F! )}
|:2 (j:I‘Nl wA AW

where all the parameters appearing above are functions of
the RR (or NC) parameter § as we discussed earlier.
Furthermore, the form of the denominator in (3.269) is
written in a suggestive way so that one may connect this to
the expected S-dual result:

_ icicy
. 1 T Gt
T=—= - = —

L6

: 2a
~Gen L]
cicyy (if—;‘;)z 7
provided of course that the denominator in (3.269) is equal

to |z]*. In the last equality above, we have invoked (3.251)
which relates ¢, and % so that the ratio is completely

22
2 Sih
€2 + v

(3.270)

expressed in terms of the parameter a. In this form, it may
be casier to relate the denominator of (3.269) to the
denominator in (3.270).

Having described the S-duality in some details from
supergravity, the next question is how we should go about
defining a parameter like ¢, now to be renamed 7, in the
S-dual theory. A naive description, following (3.184),

“Both the O(SF;) corrections are integrated over all the
coordinates, and especially r and 6, so they are only functions
of the NC (or RR parameter) 6.
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|ﬂ1|

[

, (3.271)

X

cannot quite be the right description for 7 simply because
the definition of t as in (3.184) only works when the four-
dimensional Yang-Mills coupling and the ®-parameter are
related via (3.222). Since the relation between Yang-Mills
coupling and the ®-parameter changes under S-duality,
(3.271) cannot be the right definition. We need to look for
an alternative definition for 7 that may capture the right
behavior in the S-dual theory.

The clue comes from the connection between ¢, the
SUSY transformation parameter before twisting, and e,
the SUSY transformation parameter after twisting via the
relation € = 5 ® ¢, where y € Vg. There exists an operator,
defined in terms of O, and Q5 in (3.244), that may act on
both € and ¢, to annihilate them. The value of ¢ for which
this could happen is of course (3.224) or (3.246). Under a
S-duality we should now ask how € and €, transform. We
expect

€ > e=¢; +teg = exp(Q,)e, (3.272)

where Q,, is an element of the S-duality group. On the other
hand, a transformation like (3.272) allows us to construct
the following transformation laws for the individual com-
ponents of ¢, namely ¢; and ey, as

€, = €, = CXP(Qa)Q,

eg = €g = exp(Qy )er, (3.273)
where Q, and Q, are in general not equal to each other,
although could be commuting. However a transformation
like (3.273) with unequal Q, and Q, will not be consistent
with (3.272), unless we demand ¢ to also transform in the
following way:

t > 1=exp(Q, — Qp)1t, (3.274)

under S-duality. Note that, with (3.274), the transforma-
tions of € as well as ¢, under S-duality are consistent to
each other. This means while we needed to use a relation
like (3.244) to express ¢ in terms of the parameter of ¢, in
(3.246), the form for 7 can be inferred from (3.274) directly
provided we know the forms of (Q,,Q,).

Our simple consideration has yielded the transformation
rule for ¢, but not the forms for (Q,, Q). At this stage, and
as we mentioned above, we can say that they are commut-
ing but unequal. The functional forms for (Q,, Q) require
amore detailed analysis along the lines of [14], wherein it is
shown that Q, = Q,, and the following transformation
rule:
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- d
t = exp (2ilmQ, )t = ﬁt,

e (3.275)

where the last equality uses elements of the SL(2,Z)
group.41 As expected the definition of 7 is different from
(3.271). A little work, following (3.275) and [11], will give
us 7= 1.

The choice of 7 =1 in the S-dual side may be a bit
puzzling from the corresponding supergravity point of
view. Before S-duality, the parameter ¢ can be related to
the supergravity variables via the two relations in (3.194) or
via (3.195) and (3.197). If we assume similar relations now
between 7 and the sugra variables for the S-dual metric, we
face a contradiction because the vanishing of 7 — 7! would
imply the vanishing of the corresponding b;, coefficient,
but this coefficient in the S-dual metric clearly does not
vanish. The reason why we see an apparent contradiction is
because we have assumed that the S-dual constraint
equations would follow a similar pattern of derivation as
elaborated for the pre S-dual scenario. That this may not
happen has already been anticipated in footnote 22: we may
get the same set of constraints via adding two additional
terms to the Hamiltonian, instead of mapping the picture to
the one involving ¢. From this point of view, there is no
need to make any extra connection to the ¢ variable because
supergravity by itself knows all about the fermionic
structure from the start. As such, the S-dual picture is also
self-contained.

However the mapping to ¢ in (3.194) is not without its
own merit. It showed us how to connect our set of solutions
to the localization equations of [11,14]. Interestingly,
adding the aforementioned two set of terms to the
Hamiltonian would not have changed our conclusions,
or the path of derivations, regarding the background
constraints. The mapping to ¢ in the pre-S-dual picture
showed us another layer of hidden structures in our
construction. In the S-dual picture no contradictions will
now arise even if we do not make any mention of the 7
parameter from the supergravity point of view. The BHN
equations would continue to resemble the ones in (3.221),
but now expressed in terms of the S-dual fields.

C. Types of solutions: Surface operators and opers

In the above sections we have managed to discuss the
appearance of the BHN equations, including the boundary

“Note that when 7 =4 or 7 = L then 7 = 7 in the limitd = 0.
This makes sense becausé the ten-dimensional fermionic action
in type IIB supergravity in the string frame has the form
[ d"xe=75 /g1 UTVDy ¥ (plus interactions) which does not
require any additional scaling of the fermions when ¢p — —@p.
However when the axion C, is present, the story is more
involved. This is similar to what we see from the four-
dimensional point of view too as depicted in (3.275).
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Chern-Simons theory (3.241) using the twisted gauge field
(3.240), from M-theory. The key question to ask now is the
locations of the knots. In other words, what additional
ingredients do we need to construct knots in this theory? In
the following we will discuss this and other related issues.
Our aim would also be to build a bridge between model A
and model B using our setup that we developed above. As
we shall see, the key player for both the models would be
the surface operators.

1. M2-brane states, surface operators and the
BHN equations

Lets us start with M2-brane wrapping the two-cycle of
our Taub-NUT space. The Taub-NUT space is oriented
along directions (6, xg, X9, x1;) with x;; being the Taub-
NUT circle. This means the M2-brane will be a source of a
point charge in the remaining 6 + 1 dimensional orthogo-
nal space in the following way:

/C_/A/\a)
Z/Aode/TNwECI/AOdXOv

where the value of the charge ¢ appears from the integral of
the harmonic two-form @ over the Taub-NUT space.
Reducing down to the 3 4 1 dimensional space, this would
lead to the non-Abelian enhancement in the presence of
multiple wrapped M2-branes on the two-cycle, as discussed
in Sec. Il B 6 and in (3.91).

For our case this is not what we need to study the knots:
The wrapped M2-branes on Taub-NUT two-cycles could
only enhance the gauge symmetry but will not give us the
required Wilson loops necessary to study knots. What other
M2-brane states can we study here? This then brings us to
few other possible configurations of M2-branes that can be
realized in the Taub-NUT background. As we shall see, the
most relevant ones will be related to the surface operators
in our 3 + 1 dimensional gauge theory.

Our first configuration that we want to entertain can be
realized directly in the original brane construction in
Table I, or more appropriately the T-dual one given in
Table II with the second NS5-brane removed. This way we
can simply keep two parallel NS5-branes oriented along
(x0, X1, X2, X3, Xg, X9) with D4-branes and a D2-brane
oriented as in Table V. The D2-brane state, which is a
codimension two defect, acts as a surface operator in 3 + 1
dimensional gauge theory. This has been described in many
recent works (see [15—17] for discussions on the subject
and for references) which the readers may refer to for
details. For us, we want to lift this configuration to M-
theory by first dualizing this to type IIB theory (see details
in earlier sections), followed by shrinking the ¢; circle to
zero size and then opening up the eleventh direction. The
M2-brane state in M-theory is now depicted in Table VI. In

(3.276)
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TABLE V. The orientation of a D2-brane as a surface operator
in 3 + 1 dimensional noncompact directions.

Directions xy x; x, x3 6, ¢, w r X3 X
NS5 vV vV ke x x x /
D4 v vV * VARE T *
D2 VARV % * VAR T T %
TABLE VI. M2-brane state in the warped Taub-NUT back-

ground. The warping appears from nontrivial geometry, shown
above, and G-fluxes, discussed earlier.

Directions xo x; X, x3 61 ¢ w 1 X3 X9 Xy
Geometry * x x x +/  x x  x
Taub-NUT % % % Voxoox o ox
M2 NARVARE" x ok /  k k% *

type IIA theory this will simply be a D2-brane embedded
inside D6-branes. It is also easy to make the system non-
Abelian by taking multiple M2-branes, or in type IIA
theory, multiple embedded D2-branes inside D6-branes.

Our goal now is to find how the M2-branes modify the
BHN equations that we discussed earlier. In particular we
would like to see how, for example, the background
constraint equations (3.221) [or (3.182)] change in the
presence of the M2-brane states. A direct study of multiple
M2-brane states in M-theory following [36] would make
our analysis harder. However the fact that, in the dual type
ITA side, the D2-brane states are bound states with the D6-
branes makes this analysis a bit easier because the bound
D2-brane states could be considered as instantons on the
D6-branes. In M-theory therefore the M2-brane states
would simply be provided by localized G-fluxes, and the
M2-branes’ charge O, would appear from

0, = 28g4Ag4=/24<f>A<f>/TNwAw, (3.277)

where Xg = X, x TN, with X, being a four-dimensional
surface oriented along (x,,x3,7,¢;) and the orientation
of the Taub-NUT space as before. This means, on one
hand, switching on the above-mentioned instanton
implies switching on the following components of the
seven-dimensional gauge fields: A,, A;, A,, A, . On the
other hand, from our four-dimensional point of view with
the action (3.153), having an instanton (3.277) implies
switching on the four-dimensional gauge field component
A, and the three scalar fields (A3, 0, 6) where o is defined
in (3.157).

The above discussion implies that, in the presence of
M2-branes, we can entertain a more elaborate decompo-
sition than envisioned in (3.55) by taking into account
localized G-fluxes of (3.277) along with the usual G-fluxes
in the following way:
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Gs = (Gs) H(F) N+ (F+B) Ao+ Gy, +Hsz A,
(3.278)

where w = d{ has been defined earlier, H3; = dB, is the
three-form, ¢, is the harmonic zero-form defined on
the warped Taub-NUT space, and G is the fluctuation of
the four-form in the seven-dimensional spacetime orthogo-
nal to the warped Taub-NUT space. The four-form piece
‘Hs A ¢ only contributes to the ten-dimensional type IIA
action, and so we can ignore this for our case. This means
we can also absorb B3, in the definition of F without any
loss of generalities.

Plugging (3.278) in the M-theory action along the lines
of (3.62) will not only reproduce back the total four-
dimensional action (3.153) from the zero mode fluctuations
of the fluxes and fields over the warped Taub-NUT space,
but will also give us the additional M2-brane piece
0> [Corydxy A dx; A dy. This means the BHN equa-
tion (3.172) will remain unchanged if the internal instanton
contributions to the charge piece (3.277) come only from
the background scalar fields (A3, ¢,5). The precise con-
ditions, to first approximations, are modifications of
(3.167) and (3.168) in the following way:

D,b0 = D,56 =0

(66,5] + [0.65] = [60.04) = [55.4] =0, (3.279)

where 6o and 66 are the fluctuations of the scalar fields
(6,6) in the presence of the instanton (3.278). The other
two fluctuations of the components of the gauge fields 6.4,
and 6A; would in principle only redefine the BHN
equation (3.221) and the gauge condition (3.161) respec-
tively without changing the content of the equations. We
will however retain the gauge condition (3.161) by resort-
ing to the A; = 0 case.”

However subtlety comes when we look at the other
set of the BHN equations, namely (3.176) or (3.177).
Considering the ¢, =0 case for simplicity, the BHN
equation for the F,, components of the gauge fields
can be rewritten in a more complete form, in the absence
of M2-branes, as

2b/3/ﬂ)3

2
fm,, + eml,mzk)'Dﬂ(pk

pk=1

]deﬂ}g,
k=1

C1C12

-y

(3.280)

42
This way F 3 =
cases.

—03A, for both Abelian and non-Abelian
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where the coefficients appearing above have been defined
earlier. In (3.176) and (3.177) we had taken the simplifying

assumption where only qglz) vanishes. Generically however

qlg) =0 for all choices of (k,[). Additionally we can

(1)
oy
we no longer have to decouple @5 as in (3.171). On the

other hand, if we do not want to change (3.221), we can

easily take appropriate values for the coefficients gfxlﬁ)kl

satisfying the third constraint in (3.160).

The discussion in the above paragraph was intended to
establish a link between the BHN equation (3.280) and the
surface operators that we discussed at the beginning of this
section. In the type IIA side, as depicted in Table V, the D2-
branes intersect the D4-branes along (x, x;) directions and
therefore the support D of the surface operator should be
along x, =y = 0 (recall that x5 direction is a compact
circle for us). When one of the parallel NS5 is sufficiently
far away the supersymmetry on the D4-branes is N = 4
and therefore, as discussed in [16], the supersymmetry
preserved by the surface operator is (4,4) supersymmetry
from the two-dimensional point of view. Using the lan-
guage of M-theory construction discussed in Table VI, the
(4,4) vector multiplet contains vector fields with compo-
nents (Ay,.A;) and four scalars (Aj,0,6,¢;) all in the
adjoint representations of the gauge group. The (4,4)
hypermultiplet is constructed from the remaining two
gauge field components (A,,A,) and the two scalars
(2. 93).%

Looking at the components of the hypermultiplets,
we see that the BHN equation (3.280) can be used to
capture the behavior of the hypermultiplets of the
two-dimensional theory. In fact we are interested in a =
2 BHN equation in (3.280). In other words, we have the
following BHN equation, again in the absence of any
M2-branes, associated to the F,, component of the gauge
field:

demand nonzero values for the coefficients £, ;. This way

2v
Foy + B c;(m%)v by Drgp3 + m.ffz) b2, Dy,@>)
1
. [2dpv3 (1)
-2 =—=h ,p3] =0, 3.281
! 1t 21,/23[fﬂ2 @3] ( )

“Following (3.156) one might have expected the two scalars
to be (¢,, .A3). This unfortunately will not work with the gauge

choice (3.161). However since hf,:)kl = hf{lz/][kl] this is not an issue

for us, and we can as well choose the two scalars to be (¢, @3).
Additionally note that while the components of the gauge fields
that enter the vector multiplet and the hypermultiplet are fixed, we
have some independence in distributing the scalars in the two
multiplets. This independence stems from two sources, one, our
choice of the gauge (3.161) or (3.178) and, two, the definition of
the decoupled scalars (o, 5).
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TABLE VII.  Various terms in the BHN equations coming from
the two scalar fields mapping choices 1 and 2 respectively. The
first column is the epsilon tensor decomposition along the lines of
our earlier discussion, where only the relevant pieces are shown.
The second column corresponds to the parts of the BHN
equations associated to the epsilon decomposition. Finally
columns 3 and 4 are related to the pieces of the BHN equations
once we use the mappings 1 and 2 respectively.

BHN
decomposition

Map 1: Map 2:
(3.156) (3.282)

12® (O @ w0) Dyps — Dypy DyAs — D3 Dops — Dy As
12® (12 @ 21) D¢y — Drpy D19y — Doy D1y — Dy
ly ® (02 @ 20) Dopr — Drgpy Dopr — Drgp3 Dypr — Dy As
ly ® Ell// ®wl) Di¢ps —Dy,¢, DiAs—D,p, Dips— D,
(

Epsilon factor

2y ® (01 @ 10) Doy — D1pg Doy — D13 Doy — Dy As
2y @ 2y @ yw2) Dyps — Dy, Dr A3 —Dypy Doz — D,y

where the coefficients b,3, b, and d,3 are given in (3.135),

(3.137) and (3.142) respectively; with mfxzﬁ) satisfying the

constraint given by the last equation in (3.160). Note that

keeping (3.221) unchanged means that mf,,zz) = i—mg),
where the sign ambiguity will be fixed soon. In addition,
we will make a small change in the identification of the
scalars given earlier in (3.156) to the following:

(Po. P1. 2. 3) < (A3, @1, 92, 93), (3.282)
which will be more useful for us than the earlier identi-
fication. Interestingly (3.282) implies that the Coulomb

branch scalar X will be (o, @1, P,) exactly as in [11] (see
also footnote 16 and Table VII). Now defining

. [2v3byn o
@2 = —1 Ld mé3)(p2,
€112
2v3b
By = —iy [ 2B D, (3.283)
C1C12

where ¢, ¢, and v3 have been defined earlier in (3.63),
(3.78) and (3.66) respectively, we can plug this in (3.281) to
rewrite it as

Foy — (D@3 £ D, ;)

(1)
. 2d23C] Cl2 h’2y/23
T v3by3b ). (2) [@,, D3] = 0. (3.284)
30230y |mW2m23|

The sign ambiguity appearing above can be fixed by
looking at the constraints on the scalar fields in (3.221).
If we want similar conditions for our present case too, then
we expect the full set of BHN equations to be an
appropriate modification of (3.284) in the following way:
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Fay + coD @ — [@y, 03] = 0

Dz@z + Dl//(bf} = 0, Dl//®2 - D2@3 - O, (3285)
where ¢ is a constant that we will derive below. Note that
there is no relative constant in the second equation in
(3.285). This is only in the simplifying case where
b3 = bys, with b, as given in (3.137) and b, as given

in (3.135), otherwise we expect a relative ratio of Z_ﬁ' The

two scalar fields (®,, ®3) have already been identified in
(3.283), so &, appearing in (3.285) can only be propor-
tional to ¢, or A;. However it cannot be proportional to ¢,
because of the derivative structure in the first equation of
(3.285). Thus @, should be proportional to .45, but since
the value of 45 is fixed via the gauge choice (3.161) at least
to the first approximation,** we conclude that ®, = 0 here.
This not only fixes the sign ambiguity in (3.284), but also
gives rise to the Hitchin’s equation which are precisely the
conditions for supersymmetry with the hypermultiplets.

The coefficient ¢ is not zero, and fixing this will also tell
us how F,, appearing in (3.285) is related to F,,
appearing in (3.284). To see how the latter transformation
occurs, we define

iA iA
Ay=-"2, A,=-L,
v Ve
Xy = X4/, W =Wi/co
A = Azd)_(fz + A'l/dll_/’ CD = (I)zd)_(fz + @3(11/_/,

dy=d+1A,]. (3.286)
The first line of the above set of equations when plugged in
(3.284) gives us (3.285) with vanishing ®,. Once we plug
in the second line of (3.286) in (3.285), we can rewrite
(3.285) as

F-®A®=0, dd=0=d,+d  (3.287)

which, as discussed above, is precisely the set of Hitchin’s
equations that appeared in [15-17] describing the scenario
when we do not consider the singularity associated with
the surface operators. The hodge star” is defined in the
two-dimensional space parametrized by (X,,y), and ¢
appearing in (3.285) as well as (3.286) is at least propor-

tional to inverse of the coefficient of the commutator piece
in (3.281), i.e,

44Looking at the Hamiltonian (3.158), which is written as sum
of squares, we can easily infer that .4; do not appear in the
squared piece with F . This of course is because of our gauge
choice (3.161) hence it is no surprise that @, vanishes in (3.285).

“Our choice of hodge star is slightly different from the ones
taken in [15—17] and in [11], but the essential content is captured
in (3.287).
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o o (mg))z v3by3by
0 .
hg,,)n crdycy

The above derivations are encouraging and allow us to
make the first step in deriving the behavior of the surface
operator from M2-branes embedded in nontrivial geometry
and fluxes in M-theory. The question now is: how is the
singularity of the support D of the surface operator
manifested in the Hitchin’s equations (3.287)?

To analyze this we will have to go beyond (3.279) and
look at (3.158) more carefully. There is no reason for the
two scalars (0,6) to completely decouple—like (3.167)
and (3.168)—now. The original constraints that governed
the decoupling conditions appeared in (3.160), which we
can rewrite in the following way:

(3.288)

2
2|S(112>|2 + S(l> = ]’ Z |tg)‘2 + l,(l) — 1, (3289)
a=1

where all the parameters appearing above are described in
(3.158), and we can choose [=1, 2 for our case.
Additionally, we have assumed s() and 1) to be positive
definite integers, and therefore the decoupling conditions in
(3.167) and (3.168) were simply the nonvanishing of them,
1.,
st >0, 1D > 0. (3.290)
The constraint (3.167) and (3.168) imposed via (3.290) in
(3.158) now would be harder to implement completely in
the presence of the localized G-fluxes along (x», x3, 7, ¢;).
However, we might still be able to argue for y independ-
ence of the scalar fields ¢ and &, but # independence cannot
hold now. Thus the first constraint in (3.290) above may
still hold, but ¢ has to vanish in the Hamiltonian (3.158).
Similarly ¢*) appearing in the first equation, as well as q,((;)
in the third equation, of (3.160) will also have to vanish.
This way we will only have
D,o =D,6 =0, (3.291)
and not the full constraints (3.167) and (3.168). What about

(3.169)? Recall that this was imposed via switching on q,(f)

in (3.158) and appears in the second constraint relation
(3.160). There is no reason why this could be nonzero now
s0, as a most generic condition, we will assume that this
coefficient also vanishes. This way (3.169) may not hold in
the presence of the localized G-fluxes.

There are two ways to proceed now. One, we can assume
that all the BHN equations, namely (3.221) and (3.280), get
contributions from the scalar fields (¢, 5); and two, only
(3.280) gets contributions from the (o, 5) scalar fields with
(3.221) remaining unchanged. The latter would imply that
we impose
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@ _ .06 _ @ _,

Yapk = Yapk = Yap (3.292)

in (3.160) along with (3.291). Additionally the instantonic
configuration, that results in the M?2-brane states via
(3.277) and in the G-flux decomposition (3.278), can be
generated for our case from the following gauge field
conﬁgurations46:

A rx) =777
(A, ) (1 X2, x3) = "Z‘f, (3.293)

from where we can have (F,,) and (5, ) as the source for
the M2-brane charges (3.277). This choice of components
is fairly generic and helps us avoid switching on compo-
nents like (5, ), (Fa3), (F3,) and (F,, ) at least in the
Abelian case (which we will finally resort to). Again, we
can always go to a more elaborate scenario but since many
of the extra components can be eliminated by gauge
transformations, with no additional physics insights, we
can narrow our choice to the simple case of (3.293). Of
course the above discussion does not in any way imply that
Sfluctuations A, and A, are defined as (3.293). The
fluctuations remain functions of the space coordinates
(x1, %2, y) so that the components F 4 and F,, defined
appropriately are related by the BHN equations.

This then brings us to the BHN equation, in the presence
of the instanton source (3.293), for the component . As
mentioned earlier, we are interested in the component F>,,.
The BHN equation for this is given by47

Foy = iv4[@2, @3] + 2e2,Re(ysDyo)

= 2iRe(y,[0, ¢o] +12[6, @3]) +13[6. 0],  (3.294)

along with the two additional conditions on ¢, and ¢5 as
given in (3.285) with suitable modifications. The other
coefficients appearing in (3.294) are defined in the follow-
ing way:

“Note that we have not made a distinction between (0,6) and
({6),()) to avoid clutter. Since (c,5) only appear for our
instanton configuration, switching on them means we have
switched on their expectation values. This should be clear from
the context. _

“Note that D, is defined with respect to the gauge field A,.
However if we use Do instead of D,o, these two definitions of
covariant derivative being connected via A, = —iA, as in (3.286)
assuming ¢y = 1, then D,0 = D,6 assuming A, to be purely real.
Thus, unless mentioned otherwise, we will continue using the
field strength F 4 defined with respect to the gauge fields .4, and
Ap instead of the field strength F 4. Note that they are related via
./T(l/ = —l.Fa/}.
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1 21)3 2 (3
n=s clclz[hél}w Cpp+ lhéy)Z\/ct]ﬁﬂ]’
L 20 i), e
72 = 2\ cien 23V Cr3 T Ulpy34/Cy 3
. K \/2a . 151)y5/8dos 03
3 — T 4 — 4 — - />

2\/012 VC€i1C12

L  (2)
rs = \/2—67 [t/ — g, \/C¢12]’ (3.295)
where we have defined the coefficients c,, in (3.118), ¢y,
in (3.119), dy3 in (3.142), ¢y, in (3.78), ¢; in (3.63) and v5

in (3.66). The other coefficients appearing in (3.295) are

defined in (3.160) except the two new coefficients t(zl,) and

) These two coefficients replace the previous two

o,
coefficients tgl) and t(22) respectively, appearing in the

Hamiltonian (3.158) and the constraint equations (3.160),
via

8 eras, = €210, (3.296)

where k = (1,2) and s, are coordinates defined as s, = r,
$» = ¢;. One immediate advantage of this replacement in
(3.158) is that a in (3.296) can take valuesa =1 ora =2
and is thus not restricted by the total antisymmetry

constraint. The constraint relation for tﬁ,kr) is similar to

what we had for 72 in (3.160), namely,

2
ST+ =1,

a=1

(3.297)

Clearly for t*) = 0, this change does not alter any of our
earlier results because of the decoupling of the (o, &) fields.
However now that (o, 5) are relevant, introducing tgk;)k can
make our analysis more generic. Note that we are not

required to make similar changes to s((x];) in (3.158) and
(3.160) because of (3.291).

The F,, BHN equation (3.294) seems more involved
and therefore it will be instructive to rewrite it in a slightly
different way so as to simplify the appearance of the
equation. To proceed, let us define two new fields @, and @3
using our old fields ¢, and ¢5 in the following way:

Y20
@2 = ¢, +2Re <£>
Ya

s =¢3—2Re<“”>,

3.298
V4 ( )

where y4, y, and y,4 are defined in (3.295). The fields are
defined in such a way so that the commutator between them
takes the following form:
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72 -
v, 5., )] +y—4[0,(ﬂ3}>

+2iIm <}'])2/2> [, 0],

V4

(@2, @3] = @2, 03] + 2Re<
(3.299)

where y, is real but y; and y, are complex numbers.
Interestingly, when we compare (3.299) to the terms
involving commutator brackets in the BHN equa-
tion (3.294), we see that they are identical provided we
identify y3 to yy, v, and y, in the following way:

(3.300)

Looking at the y; defined in (3.295) and comparing the
terms appearing in the definition of y; with the ones in
(3.160), we see that the above identification (3.300) implies
the following relations between the coefficients:

_[U3C3,Ch,
V aicida

The rhs of the above relation is defined with respect to the

background warp factors and 9-parameter, whereas the lhs

is only defined via (3.160). Thus satisfying (3.301) does not

seem hard. In fact we can make arbitrary choices for hg}k

and h(;,,)k satisfying (3.160), and then arrange hg‘;} to satisfy

(3.301). This immediately implies that we can rewrite the
BHN equation (3.294) in the following way:

2

3 2) 3
hgy/)3 héy/Z - h2y/3 héy/)2

(3.301)

Foy = ival@2, @3] = —2¢5,Re(ysD,0). (3.302)

To bring the above equation in a more suggestive format,
we can start by defining the fields &, for k = (2,3) as in
(3.283) and then construct one-forms out of them in a way
similar to the definition we gave earlier in (3.286). More
precisely,

D = —i/Tadn

along with the gauge field components combined together
to construct another one-form A exactly as in (3.286), but
now without any ¢, factor. To avoid clutter we removed the
hat on ®. These redefinitions now convert the BHN
equation (3.302) to the following form:

® = dydx, + dydy,  (3.303)

F—® A ®=-2Re(ysdy0), (3.304)
which is surprisingly similar to the first equation in (3.287),
except that the rhs is no longer zero but is proportional to
d,o. Note however the absence of the i factor in the rhs of
(3.304). This is because we have absorbed the i in the
definition of ¢ (this makes sense because o, as constructed
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from A, and A, , go to —ic when we define A, = —iA,).
On the other hand, if we also redefine Aw in the following
way,

A, = A, = A, +2Re(ys0), (3.305)
keeping the other gauge field components, i.e.
(A, Ay, A,) same as before, then the BHN equation does
not change and takes the form as the first equation in
(3.287). Thus there seems to be two ways of expressing the
BHN equation for this case: one, if we assume that the
gauge field components remain as before,*® then the rhs of
the BHN equation receives correction from the (o, &) fields
as (3.304); and two, if we assume that A,, is defined using
the (o, &) fields then the rhs of the BHN equation vanishes.
For the time being we will continue with first case, and
consider the second case later.

Let us now turn our attention to the other parts of the
BHN equations, namely the ones constraining ¢, and @5 as
in (3.285). To analyze them now, and as before, we will
consider the simplifying assumption of bwk = b, where
the functional forms of b, and b, appear in (3.137) and
(3.135) respectively.” The constraining equations now take
the following form:

. R 2 _
Dy, + D3 = Ve Re(7,D,0),

N A 2 _
Dyor —Drip3 = Z Re(7,D,0), (3.306)

where the hatted fields are defined as in (3.298).
Alternatively we could also use the one-form ®, defined
in (3.303), to rewrite the full set of BHN equations for our
case. Combining (3.304) with (3.306), we collect all the
BHN equations together as

F—® A ®=-2Re(ysdyo)
2 _
d,® :\/—ﬁRe(}’ldAG),

(3.307)

2 _
dA * P = —ﬁRe(ysza),

where the hodge star is in two dimensions, the gauge field
components are (A,,A,,) and y; are defined in (3.295). One

may now compare our set of equations (3.307) for the
surface operator to the ones appearing in [11,15-17]:

“BWe have assumed that, due to the instantonic background,
A, will be defined as (A,) plus fluctuation.

As mentioned earlier, there is no need for making this
assumption other than for the sole reason of simplifying the form
of the equations. Thus if we do away with this assumption, the
equations in (3.306) will have relative coefficients but no new
physics.
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F—¢pANp=2radx, dyp=2mydx, dy*¢=2npdg,

(3.308)

where Ok is a delta function that is Poincare dual to the knot
K. We have modified the hodge star so that now it is in two
dimensions (see footnote 45). Comparing (3.308) with
(3.307) it is clear that ¢ in (3.308) can be identified with ®
in (3.307): they represent similar fields. On the other hand,
the rhs of the equations have three different constants

(ys,\;% \’/’—‘_) and two functions dso and d,6. These

two functions are clearly composed of (A4,), (A,) and
(A, ) which form our instanton configuration giving rise to
localized G-fluxes and M2-brane charges in (3.277) and
(3.278) respectively. In the small instanton limit [37],
where they indeed become M2-brane states, the two
functions become highly localized so that they are like
delta functions in the (x,,y) plane, i.e. the plane orthogo-
nal to our M2-brane states along (x, x;) directions.™ This
is where we can make the following identifications between
(a,f,7) appearing in (3.308) and (y;,0,6) appearing in
(3.307) and (3.295):

adx = [Im(75)Im(dy0) ~ Re(7s)Re(dyo)]
o = Im(7)Im(ds0) ~ Re(7:)Re(d)
1ok = TTa [Re(y1)Re(dyo) + Im(y,)Im(dy0)).

(3.309)

The overall sign is irrelevant for us, as this can be absorbed
by simultaneously shifting ® - —® and 6 — —o. Thus in
the limit when d,o approaches (1 + i)dx, at least when K
is a straight line along x, direction, the (a, 8, ) coefficients
in (3.308) and (3.309) can be mapped to the parameters in
the Hamiltonian (3.158) in the following way:

1 1 2
o= — 2C [tg) /Co, + télﬁ)l’/chﬁl]

/} |: 2W31/C3r+h2v/31/C3¢,1:|
27
" \/h2q/23\/ 2¢y¢12dp305!

B [ 2y12\/c2l' + h2y/2\/ Cog, }
T on S —
g \//’l2 23 2C1C12d231]3

where all the parameters appearing above have been
defined earlier, for example ¢, in (3.118), c,y in

(3.310)

It is not essential to go to the small instanton limit. All we
need is finite localizations of the two functions.
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(3.119), d»; in (3.142), c¢;, in (3.78) and the other
parameters in (3.160) and in (3.297).

The above identification (3.310) is highly suggestive of
type ITA small instantons on D6-branes modeling as surface
operators in the boundary three-dimensional theory.
However to complete the picture we will not only have
to derive the BHN equations for the other components of
the gauge fields but also find the boundary theory along
similar lines to the technique developed in Sec. III B 12. To
proceed, let us first derive the BHN equations for the field
strength F,,, which means we are looking at the gauge
fields A, and A,, and scalar fields ¢, and ¢ [see (3.282)].
The o and & fields will appear again, but since they are
independent of x; direction, we are not compelled to make
a redefinition like (3.296), or even go to (3.297). In fact the

(1)

same parameters t,’ and tg/,)l that appeared earlier in

defining the BHN equations for F,, will show up again
here because the coefficients of zﬁ‘,’

Hamiltonian (3.158). Combining everything together, the
F1, BHN equation takes the following form:

and t%;] vanish in the

Fry = ital@1, @3] + 2¢1,Re(75D,0)

=2iRe(71(6. 91| + 7200, 93]) + 1300, 0], (3.311)
which is in fact a variant of the BHN equation (3.294) for
Foy- As expected (3.311) relates the scalar fields ¢, and
@3, however the third term appears as D,o instead of D, 0.
This is because of the comments that we made above. The
other coefficients i.e. y, are defined, also as a variation of
(3.295), in the following way:

.1 203 (3
=5 Clclz[hgy/)l\/crl + lh(lyjl\/ccﬁll]’
- 1 21]3
12=51/2 [hi: n,,zv 3+ ”ﬁyﬁm]
1C12
- K \/2a, ; his)3v/8d 1303
YT aye, o T aen
- 1 1 .2
Fs = 5 I Ven = it /) (3.312)

The above set of coefficients can be related to the
coefficients (3.295) in the following way. It is easy to
see that ys = y5. Furthermore, looking at the coefficients
Cars Cqgp, and djy in (3.118), (3.119) and (3.142) we can
easily infer

d13 — d23, (3313)

Clr = Cops C1¢1 = 02(]51’

so that the only distinguishing factors between y; and y, are

the coefficients hg‘f’,}a, hg;%, h((;,/)ﬁ and h,g‘.‘,} where a = (1,2)
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and a = (2, 3). Other than these factors, the BHN equa-
tions for F,, and F,, given in (3.311) and (3.294)
respectively are perfectly symmetrical. These factors, on
the other hand, are controlled by (3.160) which are in fact
the only defining equations for them. Thus one assumption
would be to take the individual pieces to be equal to each
other. In other words, we can demand

My =iy iy =Ry,
1 1
h(11,/)13 = hgw)zy h( ) — hé.,) (3.314)

so that y; = 7, in the BHN equation (3.311). Note that with
the identification (3.314) it almost implies that the BHN
equations, given in (3.294) and (3.311), are identical via the
exchange of 1 and 2 in the subscripts of the gauge and the
scalar fields. The only difference is that the “symmetry”
between the two equations is broken by the existence of
DzU and D26 .

Unfortunately the above assumption is too restrictive and
could potentially lead to additional constraints when all the
background equations are laid out. Therefore we will start
by defining a field ¢, exactly as @, in (3.298) using y, and
74. This way of defining ¢; has an immediate advantage:
the commutator bracket of ¢; and @5 will take similar form
as (3.299), i.e.

6193 = lp1. @3] + 2Re (i ol + 2 m)

+2iIm (hh) [, 0],
e

with 73 identified as (3.300) except the 7, therein is
replaced by 7,; and 7, is proportional to y, with the
proportionality constant being the ratio J}:—“ The next set
of manipulations is important. We can use (3.315) to
express the BHN equation (3.311) as (3.302). However
since the scalar fields ¢ and & are independent of x;
coordinate, and using the gauge field definition A as given
in (3.305), we see that the ', and the F,, BHN equations
take the following form:

(3.315)

Foy = ival@2. 93] =0
j:h,/ — i74]¢1, @3] = —2€1,Re[ysD 1y0], (3.316)
where .7-" » 18 the field strength for the gauge fields A, and
.A with a = (1,2) in the standard way; and the covariant
denvatlve Di(4p) 1s defined in the following way:
Diypyo =040 +i[A, — Ay, 0], (3.317)
using the difference of two gauge fields .4, and .4,, instead
of just A, as we had before. The other equations, for
example the constraining equations for the scalar fields
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(@2, @3) given earlier in (3.306), and the equations for the
other pair of scalar fields (¢, $3) now take the following
form:

~ ¥, D
Dyipy + D3 = 2i[Re(yso), 3] + 2Re <u>

71D20)

f) — D3 = 2i[Re(ys0), P] + 2Re< ,
4

A N A . A 2l =
D¢ +D,p3 = 2i[Re(ys0), @3] +}~7[~A1,Re(]/20)]
4

A . : R 2i _
D,¢, — D3 = 2i[Re(ys0), ¢1] +?[A],Re(ylo)],
4

(3.318)

where Dwa is the covariant derivative defined with respect
to the gauge field A (3.305). In terms of the unshifted field
A the rhs of the above set of equations (3.318) will not
have the commutator brackets. It is also instructive to work
out the commutator bracket for ¢; and @,:

A 2 B 2 -
(@1, P2] = (@1, 92] + . (91, Re(7,0)] — % (02, Re(7,0)]
+ V2Y2 — YZ}IZ [ o, 5] (3319)
Ya¥a

where y; and 7, have been defined earlier in (3.295) and
(3.312) respectively. Note that if we had applied the
identifications (3.314), the commutator piece [o,5] in
(3.319) would be absent. However as mentioned earlier,
the identifications (3.314) are not only overconstraining but
also inconsistent. We will therefore refrain from using them
and stick with the commutator brackets in (3.319).

Additionally now,
— _2Im (7172)
V4

We will use the above information, including (3.292), to
determine the BHN equation corresponding to the gauge
field strength F, in the presence of the instanton back-
ground. To start, let us define a few things that will help us
express the background more succinctly:

Ji Emgll)\/ by, J2 = mlz Vb1
Y20
——29(112)12 diy Re( 2 )
Va4

1 V20
Iﬁ2529(12>12 dyy Re(}i)

(3.320)

(3.321)

where b;; and b, coefficients are defined in (3.135), the

dy5 coefficient is defined in (3.142), and (m\), m{}. g{¥.)
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coefficients are defined in (3.160) where we have assumed

m(lll) = mglz) for simplicity. Note that (j;, j,) are numbers

whereas (I';,T’,) are scalar fields expressed using ¢ and &.
Using these we define three fields:

’

N ANY Y _ Rl =il
Ax:‘(ﬁ o AETL S
JitIa Ji 73
A=-2 < Vo = Vala >
4 \jo¥2rs — J1¥2¥a

These fields are written in a suggestive way so that they
could be used as components of a vector field although
(x,,z) are not related to spacetime coordinates (they are
simply parameters here). We can now use (3.321) and
(3.322) to express the BHN equation for the gauge field
strength F, in the following way (see also Table VII):

(3.322)

) A
Fo_ mw 2U3bll/3 D ¢
2 1t Vo

(1) =

m 2v3b D o

11 V2v3byy |:D(1,x)@1 Dis, ) —2Re (}’2 (2.2) )}
VASLST! 74

(1) z
myy'v/2v5b D o
412 Vo3t [D(l’x)(i)z—D(z’y)¢1+2Re (7}/2 N(Z‘Z) )}
VC1C11 Va

—i<—29(112>12 21}3d12> [@1.02] =0
VASIS)! ' ’

where the new covariant derivative D, ;) is defined as in
(3.317) now using the fields (3.322); the hatted scalar fields
@y appear in (3.298); y; and 7, are parameters given in
(3.295) and (3.312) respectively; and v3 is defined in
(3.66). All other parameters have been defined earlier
which the readers may refer to for details.

We now make a few observations. It is easy to see that
when ¢ = 0, the above BHN equation (3.323) goes back to
the BHN equation derived earlier in (3.172) when we use
the map (3.156) along with the values of the parameters
given in (3.173). The ¢, field appearing in (3.323) is the
same field that appeared in (3.285) before. Using the scalar
field map (3.282), ¢y < .43, whereas using the map
(3.156), ¢y x @5 as can also be inferred from column 4
in Table VII. The additional constraint (3.174) that we
impose on the scalar fields ¢; and ¢, should continue to
hold even for the case where we have nonzero o. This
immediately gives us our first constraint equation, in the
same vein as (3.174), to be

(3.323)

(3.324)

. . 72Dp.0
Dix®1 + Dpyydr = 2Re ((Z)>

Va4

In some sense this could be taken as the defining equation
for hatted scalar fields ¢, and ¢,. Comparing (3.324) with
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the first and the third equations in (3.318), we see that the
constraints appear differently because of the structure of the
covariant derivative (3.317). In fact if we did not impose
the constraint (3.292), we could have easily absorbed this in
the definition of the fields (3.322). Thus the form of (3.323)
is generic enough even in the absence of (3.292).

Once (3.324) is applied on (3.323), the form of the F,
BHN equation is now almost identical to (3.172) except
with extra (o, 5) dependences as we discussed above. Thus
we could express it as (3.186) using the ¢ parameter given in
(3.189). Following similar criteria as developed in Sec. III
B 11, and without going into details, we can again demand
the coefficient of r — ¢~! piece to vanish. For the present
case, this takes the following form:

75D(> O
—Dpy¢1 = —2Re (77/2 129

D¢
(1x)%2 V4

), (3.325)

which becomes (3.207) when ¢ = 6 = 0 once we appro-
priately redefine the scalar fields. Now putting everything
together, the 7, BHN equation is identical (at least in
form) to the one that we had earlier for ¢, = 0 in (3.208),
namely,

) A7
Foo—i My3/ 203Dy D, ¢
N veen )
1
i i<29527,)1/—2 2002) 5y ] = 0
Cicn ’ ‘

Comparing the set of equations, (3.326), (3.324) and
(3.325) to (3.316) and (3.318), we observe that (3.326)
is expressed in terms of A, instead of A, as (3.305). The
difference between the covariant derivatives may be
expressed in terms of commutator brackets in the following
way:

(3.326)

(D, =Dy )do = 2i[ho, Re(ys0)]. (3327
This would change the form of our BHN equation (3.326)
by putting extra commutator brackets. This is not what we
want so alternatively we could retain the form of the BHN
equation as in (3.326) with D, ¢, instead of D,,¢, and no
extra commutator terms, but change the rhs of the two
constraint equations for the scalar fields ¢; and @, by
replacing the covariant derivative Dy, .yo by
D(Z,z,w)a = 826 + l{Az - Az - AW, 0], (3328)
in both (3.325) and (3.324). The above definition of the
covariant derivative, in the similar vein as (3.317), is
arranged in such a way as to absorb the commutator
brackets appearing in (3.327) by defining a field A,, as

026010-55



DASGUPTA, ERRASTI DIEZ, RAMADEVI, and TATAR

m'Y 5
w3VsYav4

A, = <~_—:> do, (3-329)
J174Y2 — J2Y2V4

where j; are defined in (3.321), y; in (3.295) and 7, in
(3.312). The other coefficient my,l3) appears in (3.160). The
above definition of A, differs crucially from the three
fields A,, A, and A, appearing in (3.322) in the sense that
it is not given in terms of the instanton fields (o,5).
Instead it is expressed in terms of the scalar field ¢, whose
value in general is only known by solving the BHN
equation (3.326), although for the present case this
vanishes.

The above observation of cyclicity is not new, and in fact
did show up already in (3.316) when we had used D, 10 to
express the BHN equation for 7,,. The field A, appears on
both sides of the equation (3.316). Thus it can only be
solved order by order in terms of any small parameter used
to express the field .4,. A similar issue also showed up for
the constraint equations (3.318): the fields @; appear on
both sides of the equations rendering exact solutions harder
to determine. The Hamiltonian, on the other hand, retains
its form (3.158) as

H = ﬁ/ d3xTr{2 (j'-l.,, — i¥4]@1. @3]

U3 11
Cc A . A A
+ 2¢y,RelysDpp 1)0]) + C_i (Fay — ival@. 93))*
(1)
m, 1+/203b N
+ [flz - i(iw = W3>DW¢0
V€111

_ ,'(29512)12\/2”30'12

Jaen >[€ol,@z]r}+QM, (3.330)

except with hatted scalar fields that originate from the
extra (o,6) fields. Due to the ¢ and & dependences, the
magnetic charge Qpyy will now be different from what
we had before in (3.227),” although the electric charge
would still vanish with a suitable gauge choice as
before.

Before determining the magnetic charge Qyy, let us try
to simplify the first set of BHN equations (3.316) and
(3.318). One simple way to keep the right-hand sides of
the equations simple is to go to the Abelian case. In the
Abelian case, all commutator terms vanish and the
rest of the BHN equations (3.324), (3.325) and (3.326)
along with (3.316) and (3.318) take the following simple
form:

ITo compare the magnetic charge to (3.227), we need to put
¢, = 01in (3.227).
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j:zy/ = j:n,/ + 2€1WR3(7’5320) =Fpn+ Yoawébo =0

710
0, P> — 0,3 = 2Re <}’1 2()—),

7,0
019, — 0,9, = —2Re (}'2}7426)

01 + 0y p3 = 0,9y — 0193 = 0,

720,60

82(,7’2 + 81,/(?73 = 81@1 + 82@2 = 2Re< ), (3.331)

V4

where y¢ is the coefficient of D, ¢, term in (3.326). The
above set of equations immediately implies that the
unhatted scalar fields ¢, ¢, and ¢ are independent of
X1, X, and y directions respectively.52 In addition, they are
related to each other via

31,/(01 = 0103, Oy = 0102,

31,/(02 = Dy¢3. (3.332)
With all these we are almost ready to derive the boundary
theory. Our starting point would be to switch on the ¢,
parameter. The changes in the Hamiltonian (3.330) would
be similar to what we had earlier in (3.225), and therefore
choosing the coefficients in the Hamiltonian (3.330) as in
(3.226), the magnetic charge will take the following
form:

4i|z)? 23 R S
QM:_l_/d3xay/<Z ZE{’/}k}_aﬁq’kJr Z 9101
Tt ap=1k=1 ko lm=1

i(t—7)
ARe(ys0,0) |,

o]

(3.333)

which differs from (3.227) in two ways: first, due to the
Abelian nature we no longer have the commutator
brackets, therefore no cubic terms in fields; and second,
we have an extra term proportional to A;. The propor-
tionality factor is some combination of d,¢ and 0,6 that
would vanish in the absence of the surface operators.
The physics that we developed here is all in the absence
of any twisting, and therefore the picture will change once
we introduce twisting exactly as we had in Sec. III B 12.
Following a similar procedure as before, we twist the scalar
fields ((y, (o, (3) to one-forms (¢, ¢y, h3), along the
lines of (3.282), but now for the hatted fields.® In the

In other words, @1 = @1(x2.¥), 92 = @o(x1.y) and gy=
@3(x1, x,). Being static solutions they are of course independent
of x, direction. A very simple solution, and definitely not the
most generic one, of the set of equations in (3.332) is to take
@1 = Ay + Bx,, ¢, =Bx; + Cy and @3 = Ax; + Cx, where
(A, B, C) are constants.

SThe procedure is similar to what we had in (3.191), but now
appropriately modified by the mapping (3.282).
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absence of the linear term in .4 the procedure of getting the
boundary theory is similar to (3.239), namely,

Sf)h)d:(bz‘FCz)[VA/\dA
A N
" A{Zdl]: Nt (bz + Cz>¢ : dd)}
_ di N,
= (b2+C2)A[A+ (l] +02) :|

(3.334)

where b, appears in exactly the same way as in (3.230)
before, albeit now in the Abelian case, along with a similar
definition for A, as in (3.240) but now with (}5# instead of
¢, The parameters ¢, and d, are determined from (3.64)
and the supersymmetry condition (3.242) respectively, as
before. The linear term in A, then adds a new term to the
boundary action (3.334):

Sl()%lzi = d4X}VdXOdX1dX2A1Re(}’5820)

= QZ/dX]A], (3335)
where d, is a constant that may be read off from (3.333)
after twisting and Q, appears in the same limit that
converted (3.309) to (3.310) namely when 0,0 = (%)51(

where K is a straight line along x; direction (in a more
generic situation, K will be a closed loop in the x;-x,
plane). Note that the integrand in (3.335) is independent of
Xp, so the dx integral can be localized by our choice of 6.
Combining (3.334) and (3.335), we now get our complete
boundary theory to be

Sona = (b2 + ¢2) / Ag NdA;+ O, f{ A, (3.336)
W K

where the second integral is now over a closed loop K, in
the (x;,x,) plane, instead of a straight line along x; in
(3.335) above. At this stage one might compare (3.336)
with the boundary theory that appears in [11,15-17]. Note
the appearance of A, instead of A for the Abelian Chern-
Simons term. Interestingly the equation of motion from
(3.336) becomes

0>

F,=—e—_=z
! 2(by + ¢3)

Sk (3.337)

where Jg, the Poincare dual of K, is the same singularity
that appeared earlier. In this form (3.337) resembles closer
to the analysis presented in Sec. VI of [11] in the sense that
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we can assume 4, to have a singularity along K with the
monodromy around K to be

(3.338)

M =exp {— 10 ]

2(by + ¢3)

Note that the denominator in the monodromy for-
mula (3.338) has the factor b, 4+ ¢,, which is ¥ in the
notation of [11]. This of course appears because of twisting
in the supergravity formalism, as we saw above. What is
interesting however is that the denominator will not change
if we go from the Abelian to the non-Abelian case as can be
inferred from our earlier derivations although the boundary
theory will change from its simple form (3.336) to its, more
nontrivial, non-Abelian generalization.

2. Surface operators and knot configurations

All our above discussions are consistent with the series
of papers [15—17] modulo couple of subtleties that we have
kept under the rug so far, and they have to do with the
precise structures of our D2-brane surface operator. The
first subtlety arises when we look carefully at the orienta-
tions of the D2-brane in our problem. The orientation of the
D2-brane is given in Table V, and we discussed how this
appears in the BHN equations using the M-theory uplift
given in Table VI. The analysis that we presented above
works when the D2-brane circles the ¢; direction com-
pletely. In type IIB dual, this is a D3-brane stretched
between the D5-D5 pairs wrapped on the Taub-NUT two-
cycles oriented along (r,y) directions as depicted in
Table VIII. From here the result of Table VI can be easily
inferred by T-dualizing along the compact ¢; direction and
lifting the resulting configuration to M-theory.

The story however gets more complicated if the D3-brane
is stretched, not completely along the ¢, circle, but only
between the five-branes. A T-duality along the ¢, direction
now will only lead to a fractional D2-brane, which is a
D4-D4 pair wrapped on certain two-cycle in the internal
space. The internal space, before T-duality, was a Taub-NUT
manifold. However after T-duality, we expect the internal
geometry to take the form as given in (3.33), namely,

dS% = e¢<F]dr2 + F3d€% + F4d852§9)

+ Cl (d¢] +)(COS 9] dX3)2 + Cle//z, (3339)

where we see that the ¢; circle is nontrivially fibered
over the x; circle. The reason for this is because of certain

TABLE VIII. The orientation of a D3-brane between the
wrapped five-branes.

Directions x, x; X, x3 0, ¢, w r xg X
Taub-NUT * * VARV ARV ARV

D5-D5 vV vV Y s s

D3 Vo ok ox ox /%

026010-57



DASGUPTA, ERRASTI DIEZ, RAMADEVI, and TATAR

B-field components in the type IIB side as we saw in Secs. 111
B 1 and III B 2. The y direction now no longer has the Taub-
NUT fibration structure but still allows the six-branes to
wrap around (y, r, ¢p;) directions in the way described in
Sec. III B 3. The other coefficients appearing in (3.339) are
defined using the # parameter and the warp factors F; as [see
also (3.33)]

0 = e ? = e? F, F4sin?0, sec?0
' Focos?6, + Fasin?6, 7 Fycos20, + Fssin20,’
= F,tanfsecd. (3.340)

The type IIA metric (3.339) is in general a non-Kihler
manifold and therefore the fractional two-brane may be
thought of as D4-D4 wrapped on a two-cycle ¥, in
the non-Kiahler space (3.339). The M-theory uplift
will then be a G, structure manifold oriented”* along
(01,1, 7y, xg, X9, x1) and a fractional M2-brane state
oriented along (xg, x|, ) that could be viewed as wrapped
M5-brane on X, x S}, where Sj; is the 11-dimensional
circle. At energies smaller than the size of the internal cycle,
the analysis that we performed above will suffice.

The second subtlety also has to do with the precise
orientation of our D2-brane surface operator. The surface
operator that we discussed here is a codimension two
singularity in four dimensions, and is a codimension one
singularity in the boundary three dimensions. However
what we need is a codimension two singularity in both three
and four dimensions [11,18]. One way out will be to change
the orientations of our D2-brane in Table V so that the D2-
brane is now oriented along the (xg, w, ¢, ) directions. This
way, not only in our four-dimensional space (xg, x1, X2, )
it is a codimension two singularity but is also a codimen-
sion two singularity in the three-dimensional boundary
oriented along (xg,x;, x,) directions. However, since the
D2-brane has only temporal direction along the boundary,
the line integral would vanish because of our gauge choice
(3.161) or (3.178). Thus what we need here instead is a one-
dimensional curve in the (xg,x;,x,) plane. Lifting this
configuration to M-theory will now have a DO-brane whose
precise contributions to our BHN equations should mimic
what we had earlier. Note that changing the orientation of
the D2-brane from ¢; to any other orthogonal compact
direction will uplift to a M2-brane but the orientation of the
resulting brane is such that it cannot always be perceived as
an instanton contributing to the BHN equations.” As such
the analysis will be harder to perform.

Alternatively we can go to Euclidean space where the
codimension two singularity is a curve in a three-manifold

*The G, structure manifold is defined at a given point in the x5
circle.
We are assuming that none of the directions is along r. We
will discuss the case, when the orientation is along r, later in the
text.
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with nontrivial topology. This will be our knot configura-
tion. This means a codimension two singularity in four-
dimensional space V as in (3.100) will now be of the form

C=KxR,, (3.341)
where K is a knot in three-dimensional Euclidean space
[not to be confused with the loop K discussed earlier in
(3.336)] and R, is our y direction. In the equivalent
Minkowski space, K would be a one-dimensional curve in
the (xg, X, x,) plane. In the above discussion of putting a
codimension two singularity along (xg,y, ¢;) directions

the charge of the dual DO-brane bound state (with
D6-branes) appears from

c3Ag4Ag4=/Aodxo/<f>A<f>A<f>

X6

x/ o N o,
N

as such this amounts to switching on two extra components
of gauge fields (A,;) and (A4,,) in addition to what we had
earlier. The caveat however is that, as discussed above, the
temporal loop would vanish if we want to maintain our
gauge choice (3.161) or (3.178). On the other hand, once
we take a curve in the (xg, x;, x,) space, this issue does not
arise and knots can arise naturally (see also Fig. 1).

In the same vein if we allow the codimension two
singularity to be along (xg,y, r) directions, then the dual
M2-brane state will be along (x, ¢, ) directions. Going to
the Euclidean space we can allow the codimension two
singularity to be along C x R, where C is the surface given
in (3.341) and R is the radial direction r. The dual M2-
brane state then would be along K x R x ¢, where K is
the knot. In the ITA framework this is again an instanton in a
four-dimensional space, whose two coordinates are (x3, )
and the other two coordinates are orthogonal to the knot K.

Thus for either of the cases discussed above, the
codimensional two singularity in the Euclidean space is
identical and is given in Fig. 2, although the M-theory
uplifts differ. Previously when the codimension two sin-
gularity was along (x(,x;) the equations governed by the
hypermultiplet scalars (A,, A,,. @,, ¢3) were the Hitchin’s
equations (3.287) from the BHN equation (3.284) in the
absence of the surface operator; and (3.307) from the BHN
equation (3.294) when the surface operator is present. Now
our hypermultiplet scalars would appear from directions
orthogonal to the knot K therefore the analysis will be
different. However if we consider a knot configuration
given in Fig. 3, away from the neighborhood points Q;, we

have
f.A—)/.Aldxl,
K Xy

ZI]

(3.342)

(3.343)
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-

FIG. 1. A loop K, denoted by p,, in the (x;,x,) plane can be
lifted up to form a knot K, denoted by p;, once we go to the
Euclidean space. A nontrivial Wilson loop can now be con-
structed by integrating the twisted gauge field A, along the
knot p;.

W~

FIG. 2. A surface operator constructed out of a M2-brane
intersects the three-dimensional Euclidean boundary W (or W3 in
the language of [11]) along a knot K and is stretched along the
remaining y direction, which we denote here as R, . As such itis
a codimension two singularity both on the three-dimensional
boundary W; as well as the four-dimensional space
V=W; xR,.

then again we expect the local picture to be similar, namely,
the Hitchin’s equations (3.287) get suitably modified like
(3.294) [although ¢ and & in (3.294) need to be interpreted
carefully now].

We are now getting closer to the approach initiated in the
series of papers [15—18] and also in [11]. The codimension
two singularity in Euclidean space that we discuss here is
clearly related to the monodromy defect studied in [11,18].
Moreover, since we study static configurations [using the
Hamiltonian (3.158)], the temporal direction x; remains
suppressed and the codimension one singularity in the
three-dimensional boundary of our earlier discussions

PHYSICAL REVIEW D 95, 026010 (2017)

D G G

FIG. 3. An unknot configuration drawn almost parallel to the x,
axis to simplify the computation of the Wilson loop. Thus away
from the regions denoted by Q;, we can restrict the Wilson line
integral to be only along x;.

X,

continues to provide an accurate description of the singu-
larity structure of the (4, 4) hypermultiplets locally,
although the global picture may be different. This shift
of our viewpoint from global to local is not just a mere
rephrasing of (3.343) but more of a helpful calculational
tool where analysis pertaining to specific knots could at
least be addressed. In particular, for the present context, this
helps us to channel our earlier computations to analyze
nontrivial knot configurations instead of just closed loops
discussed in (3.336).

We can make our analysis a bit more precise. In the
presence of the knot K, the part of the boundary three-
dimensional action (3.334) for the Abelian case remains
unchanged in form with A, defined appropriately with ¢.
The additional piece of the action will be more nontrivial
than (3.335) as now we expect the integral to be over a knot
K. The total action will then take the form similar to
(3.336) with the loop K replaced by the knot K and A by
A,. For completeness we reproduce this again as

Stnd = (bz + Cz)/ Ad A dAd + QQ\% .Ad, (3344)
w K

where Q5 can be calculated from M-theory using either the
dual DO-brane charge (3.342), or the dual M2-brane charge
depending on our choice of orientation. For the latter case (Z)
in the definition of .4, will take a different form (that can be
determined with some effort, but we will not do so here).
Various other details like the field strength F ; as well as the
monodromy around K remain similar to (3.337) and
(3.338) respectively. Furthermore, the presence of A, in
the integral over the knot K can now be directly hinted
from (3.294) and (3.311) by the following replacement:
f{ll]l - f{ll[/ + <f(l(//> = f{ll]l + g(IDl[/éb{l’ (3'345)
where g, is an appropriate constant and there is no sum over
alpha. Indeed the above defines the gauge field A,, =
Ay + 9od, that eventually appears through the boundary
magnetic charge Q,, into the boundary coupling (3.344).
One may easily see that in our earlier derivation this
replacement for A, was not necessary despite the existence
of (A,) because the instanton configuration therein was
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defined in the space parametrized by (x5, x3, 7, ¢b;) and thus
independent of the y coordinate.” However now the dual
DO-brane charge (3.342) does depend on all coordinates
orthogonal to the Taub-NUT space and as such (3.345)
becomes necessary.

Our short discussion above shows that, at least for the
Abelian case, the boundary theory appearing from the
magnetic charge Q,, in the presence of a surface operator
does have all the essential properties to study knot
configurations. The brief mismatch that we had earlier in
the boundary theory (3.336) goes away once the back-
ground is correctly defined as we see in (3.344). All this is
satisfactory and one might, at this stage, even speculate
how the non-Abelian extension may look. The non-Abelian
boundary Chern-Simons theory will have the form (3.241),
but now A, , will have to be defined with respect to c}ﬁa. The
knot will then be added as a linear term in A, just as in
(3.344), but now to (3.241). The above statements are easy
to state but a direct derivation of the boundary action along
the lines of our earlier discussion is unfortunately harder
because of the issues pointed out above. We will therefore
relegate a detailed discussion to the sequel of this paper and
instead make some generic statements here.

There is one puzzle however that we need to clarify.
The non-Abelian Chern-Simons theory (3.241) with the
coupling % = b, + ¢,, appearing in (3.230) and (3.63), is
well defined in a path integral only when k is an integer.
With a gauge group G, the path integral representation is
given by

Z(K,k, G) = /DAd exp[iSbnd(k, Ad)]

x Trg P exp <Q2f .Ad),
K

where the integral is over all gauge connections .4,; modulo
gauge transformations. What happens when k is not an
integer? This could in general be the case because both b,
and c¢,, given in (3.230) and (3.63) respectively, appear
from supergravity analysis and are as such not restricted to
be integers. It turns out, when k is not an integer, we can
still perform the path integral by complexifying the gauge
field .4,. The story becomes more interesting now, and has
been discussed in much detail in [38]. This analytical
continuation of Chern-Simons theory at the boundary
proceeds in few steps: one, to change the measure of the
path integral; two, to incorporate the complex conjugate
piece in the path integral, and then three, to assume the
complex conjugate piece, constructed from Ay, to be
independent of the one constructed from .4, [38]. In other
words, we change (3.346) to

(3.346)

*We define (F,) =0, (A,) — 0, (Ay) +i[(Ay). (A,)] which
is proportional to d,(A,) for the case studied earlier because
(A,) vanishes, but now, for the present case, has all the terms.
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Z(K. k. k,G) :/DAdD.;ldexp[iSbnd(k,.Ad)
c

+ iSumalF AdnTrRPexp(Qz f Ad),
K
(3.347)

where both A, and k are in general different from A, and k
respectively. The choice of the integration cycle C is subtle
and is captured by finding critical points of the modified
Chern-Simons action appearing in (3.347) and then
expressing C in terms of the so-called Lefshetz thimbles
[38]. The integrals over these Lefshetz thimbles should
always converge, and this way finite values could be
determined for the path integral (3.347).%

The above discussion raises an interesting question,
namely, what is the interpretation of the above story from
our M-theory uplift? To answer this, recall how we arrived
at the Chern-Simons theory (3.241). Our starting point was
the four-dimensional action (3.153), from where we derived
the Hamiltonian (3.158). The electric and the magnetic
charges Qg and Q,, respectively, when arranged properly
by taking care of the subtleties mentioned in Sec. III B 12,
gave rise to the boundary action (3.241). There were two
crucial ingredients in the discussion: one, the expression
(3.230), which was important in deriving the coupling
constant k and two, the twisted gauge field .4, which in
turn was composed of the original gauge field A, and the
twisted scalar field ¢,. Looking even further back, both the
ingredients appeared from M-theory: the twisted gauge
field from the G-flux G, via (3.55); and the coupling & (i.e.
b, and c,) essentially from the M-theory action via (3.62).%®
This means the complexification of the fields that is
necessary to analyze (3.347) should somehow also appear
directly from our M-theory analysis.

The analysis gets harder because in M-theory, or in the
11-dimensional supergravity, the ingredients enhancing
the four-dimensional gauge theory from Abelian to non-
Abelian and creating the knots may be the same M2-branes.
The distinguishing feature is of course their orientations:
the non-Abelian enhancements appear from M?2-branes
wrapped on the Taub-NUT two-cycles, whereas the knots
appear from M2-branes having at most one leg along the
Euclideanized boundary W (or being a one-dimensional
curve in the three-dimensional Minkowskian boundary).
On the other hand when the knot configurations are dual to
the DO-branes, with the worldline of the DO-branes forming
a knot configuration in the three-dimensional boundary W,
the analysis is equally challenging from M-theory. Even at

Clearly this is a playground for using Morse theory and the
theory of steepest descent as have been exemplified by [38].
For the full non-Abelian enhancement the readers may refer
to Sec. III B 6.
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the Abelian level, the essential path integral that we can lay
out is the following:

Z(a,b) = /Dg4 exp {ia
Iy

con (i)

This is good enough to capture certain aspects of four-
dimensional Abelian gauge theory as well as the boundary
three-dimensional Chern-Simons theory, but definitely not
the full story, at least not yet in the present incarnation with
a providing the gauge coupling and

Gy N %Gy + ib Gs N g4:|
g

(3.348)

(%)

bzm, ZSZWXR+XTN,
TN

(3.349)

on the 11-dimensional manifold £, = X¢ x S, where S3
is a three-cycle and w is the normalizable harmonic form
defined on the warped Taub-NUT space. To complete the
story, we will need a few crucial intermediate steps: one,
that converts b in (3.348) to k as in (3.346) via a step similar
to (3.230); two, that converts G-flux G, to three-dimen-
sional twisted gauge field A,; and three, that finally
converts (3.348) to (3.347). The search then is a formalism
for a topological M-theory where calculations of the kind
mentioned above may be performed (somewhat along the
lines of [39]).

In the absence of such a formalism, simplification occurs
when k becomes an integer, so that we can ignore
complexification, and when we go to the Abelian case,
where we can resort to our earlier calculations. This then
brings us to the following path-integral representation:

Z(K,k) = /DAdexp <Lll-17€t/ .Ad A dAd>
W

X exp (inf .Ad>,
K

which is simpler than both (3.346) as well as (3.347)
and where ﬁ = b, + ¢, is now an integer. Additionally,
the quadratic form of the Chern-Simons action implies
that (3.350) can be simplified further. Defining A, =
(Ay) + ag, where ay is the fluctuation over the background
field (A,), and using (3.337) now for the background field
strength (F;), we can express (3.350) equivalently as

(3.350)

Z(K, k) = ZO/Dadexp (i—k/ ag A dad), (3.351)
T JW

where Z; is a number and is given by Z;=
exp (£ [w(Aa) A d(Ag))exp (§¢(Ay)), implying  that
the quantum computations in the presence of a knot may
be performed by studying the fluctuations over a classical
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background as if the knot was absent. This simplification is
of course only for the Abelian case, as the non-Abelian case
would require more elaborate computational machinery.

There is something puzzling about (3.351) that we would
like to clarify. Rephrasing (3.350) to (3.351) one might
worry that all information about the knot K is now lost. In
fact what we have in (3.351) is the following additional
integral:

exp (—iQ2 /Wad A 5K> exp (iQ2 ﬁ ad>, (3.352)

which vanishes classically and so the computations proceed
as though no knot is present in (3.351). However (3.352)
implies that the actual quantum mechanical computation
should have another knot linked to the previous one. In
other words there should be a framing anomaly [2]. Taking
this into account, the information about the knot can thus be
recovered in the quantum computations.

Let us elaborate this a bit more. For Abelian, Chern-
Simons, the cubic interaction term is absent. The expect-
ation value of Wilson loop operator for knot K in (3.350)
can be expressed as

206.0) = exp { ~03( f ax ) f an i)},

(3.353)

where Q,, as mentioned earlier, may be computed in M-
theory from the dual DO-brane charge (3.342) or from dual
M2-brane charge depending on our choice of orientation.
Using the gauge field two point function,

) = e B0 sy
we see that the above invariant (3.353) will blow up at
coincident points x, — y,. So we will have to regularize the
integral. This is achieved by choosing a suitable frame with
a K knot slightly displaced from the original knot. In other
words, we take the coincident points as Yy =X, + €y with
€, approaching zero. Depending on the choice of frame, we
will get the U(1) knot invariant (3.353) to be in terms of a
framing number p, defined as the linking number of knot K

with its frame knot K¢, in the following way:

_QL§IOgZ<K’k) = lim<ﬁdx,,,4’§(x)7{ dybAfi(y)>

€,~0 K,

izp
=—-—, 3.355
: (3.355)

implying that for any knot the result is proportional to p.
However, we can always choose a canonical frame in S*
where p = 0. In other words, this canonical frame does not
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give any information about knots within Abelian Chern-
Simons theory. This is exactly reflected by perturbing the
classical background solution as detailed in (3.351) and
(3.352). Thus nontrivial information is achieved when we
go from one frame to another. For more details see [40].

We are now ready to discuss the construction of knots
using our surface operators. One of the crucial ingredients is
the Heegaard splitting, which states that a three manifold W
can be obtained as a connected sum of three manifolds W,
and W, joined along their common boundary ¥ = OW. Thus,
In the presence of a surface operator, a three manifold can
also be split in a similar way as depicted in Figs. 4(a) and
4(b). Once we extend the Wilson lines along the R,
direction (or alternatively the y direction) in Fig. 4(b), we
can see how the surface operators split. The way we have
expressed the surface operators, they are parallel to x; axis
as can be seen from the Wilson line representation (3.343).
This means on the boundary X of our three manifold W the
Wilson lines will end on points, and the splitting of the
surface operators would imply how the points are distrib-
uted on different boundaries. In a standard quantization of
the Chern-Simons theory on W, where W is locally a
product of £ x R; with R, representing the direction x,
the Hilbert space Hy associated to the boundary X changes,
in the presence of the surface operator, to

Hs = Hs.p,r,» (3.357)
where p; are the points on £ where the Wilson lines end and
R; are the representations of each points. In the present case
the Hilbert space is precisely the gauge theory described on
the D2-brane surface operator that we use here.

The next ingredient is the monodromy around the
surface operator. We already described the case when we
have a loop K in the (x;, x,) plane for the surface operator
given in Table V. The monodromy therein was given by
(3.338), which can be reexpressed in the language of
(a,p,y) using the BHN equations (3.308), where
(a,p,7) have in-turn been expressed using supergravity
variables in (3.309) and (3.310). In Eq. (6.4) of [11], and
also in Eq. (2.2) and Eq. (2.3) of [16] with more details, the
gauge field A4 and the scalar field c,?) have been described
using (a, f,7). Using (3.309) and (3.310), we now express
(A, c;ﬁ) using supergravity variables. This is no surprise, of
course, as in our earlier sections we used supergravity to
write the BHN equations for F,; and F,,. Thus the
monodromy around the kth surface operator (3.338) can be
now written as

M = exp [2x(ay — iyi)]. (3.358)
Since a given surface operator is a solution of the set of
equations (3.316), (3.326), (3.318), (3.324) and (3.325),
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(a)

(b)

FIG. 4. Two Wilson lines in the three-dimensional boundary
denoted by (a) is arranged so that they are parallel to the x; axis.
In (b) we split them via Heegaard splitting and they are rejoined
in (c) via a braid group action. This procedure allows us to
introduce nontrivial structures to the Wilson lines.

monodromies around different surface operators depend on
their respective choices of the triplets (o, S, vi)-

The gauge field set (A, $) that we take appears in the
boundary Chern-Simons theory as a combined gauge field
A, as defined in (3.240) and in (3.334). There are three
parameters that appear in the definition of A,: b, and ¢,
from gauge theory coupling constant (3.230) after twisting,
and d; from (3.232). It is easy to see that, although b, and
¢, both have to be real, d; can in principle be comple)c.59
Nothing that we discussed earlier will modify if d,
becomes a complex function. In fact there are two ways
to go about this, with definite advantages in either formal-
ism. Using A, = —iA, as in (3.286), we can express A, as

(3.359)

which keeps d, real, but inserts an i in the definition of the
gauge field. In this formalism, a boundary flat connection
implies a Hitchin equation of the following form:

. dy \2, 4
dAd—zAdAAd:o:F+<b2+lcz> dAd,  (3.360)

where note the relative plus sign.60 Comparing this with say
(3.326), which is expressed in variables before twisting, we

When b, and ¢, are also complex, we are in the regime where
we have to analytically continue the Chern-Simons theory. We
discussed this briefly earlier and more details are in [38].

If we now define ¢ = —i®, we will get back (3.287) as
expected. However for the computations at hand, we keep the
twisted one-form scalar fields unchanged, and only redefine the
gauge fields. As noted above, this line of thought has some
distinct advantages.
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see that they are similar provided we use F1, = —iF, asin
(3.286). After twisting the coefficients of (3.360) may be
identified with the ones in (3.326) and this way the value of
d; may be determined.

In the second formalism, we keep the gauge field as A,
but make d, itself complex. If we now map all the variables
in the action (3.153) to the ones appearing in say [11] using
(60, 70+ ko) etc. in (3.211) and (3.215) respectively, then one
can show that

icyi(by + )
¢}, + vig’sin’0

d =+ , (3.361)

where ¢, is given in (3.76), v5 in (3.66) and ¢(0) in (3.67)
with a NC deformation 6. This definition of d; does not
change if we change ¢, in the absence of a surface operator,
to g?ﬁ, in the presence of one. Additionally it is interesting to
note that there are certain values of the NC parameter 6 for
which the definition of the boundary gauge field A,
simplifies to:

Ay = A+id. (3.362)
The simplest case is of course when 6 vanishes. The other
case may arise when ¢(6), as defined in (3.250), vanishes
for nonzero 6. Clearly for all these cases ¢, also vanishes,
and ¢ becomes ¢t = +i. However the boundary gauge theory
coupling continues to remain nonzero and now takes the
value b, as can be seen from (3.230).

Unfortunately, as it turns out, by doing similar mapping
of our variables to the ones in [11] as discussed above, b,
becomes infinite when ¢ approaches +i. In this limit, and as
elaborated in [14], 7 defined in (3.183) becomes irrelevant
and therefore is not a useful arena to study the boundary
theory. Thus it seems we should only allow ¢ # 4 cases,
which then brings us to the question whether the simpli-
fication (3.362) is any way useful for us.

A path integral representation sheds some light here. Let
us first discuss the non-Abelian case in the absence of any
knots. The path integral can be written as

/ D.Adexp |:l(b2 + C2)
C

x/ Tr<AdAdAd+%AdAAd/\Ad>}, (3.363)
w

where C is the same integration cycle that we discussed
earlier; and we see that (3.363) only depends on the
combination b, + ¢, but does not depend on the ratio
b:ilcz’ which is another way of saying that A, is a dummy
variable in the integral (3.363). We can therefore replace A,
by any complex function and the definition (3.362) would
equally suffice if we view A and ¢ to be arbitrary functions
appearing in the path integral. All in all, it boils down to the

fact that the gauge field appearing in the path integral may
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1
O, o,

FIG.5. The action of the braid group on the Wilson lines. They
are distinguished by their overcrossing and undercrossing pattern.
The first one has a braid group action 67!, whereas the second
one has a braid group action ;.

be an arbitrary complex one-form, although the boundary
action is defined with a specific functional form for A,.
Even in the presence of a knot, for both Abelian and non-
Abelian cases, the arguments presented above go through
because the Wilson loop is defined with A,, and as such
could again be replaced by an arbitrary complex one-form
in the path integral. All these observations resonate well
with the ones presented in Sec. 2.4 of [11].

Further simplification occurs when we look at the BHN
equations (3.316) and (3.326) on a plane orthogonal to the
surface operator. Since o, as well as its covariant derivatives
(3.317) and (3.328), are localized functions we expect the
behavior in a plane away from the center of the surface
operator to be

Fry = ivalor. @3] = Fay — ivale2, @3]

=Fu—irlen @] =0, (3.364)
where y; is the coefficient of the commutator piece in
(3.326). Note that we have expressed the BHN equations
without the hats, as the ¢ dependences die off in the
orthogonal plane. Converting the gauge fields from A, to
—iA,, using (3.286), the Hitchin equation for 7, in (3.364)
matches with (3.360) as noted earlier. Of course the above
discussion is good only for the configuration that we study
in Table V which is a codimension one singularity in the
three-dimensional boundary. For a codimension two sin-
gularity in the boundary, we will have to study the Hitchin’s
equations in a plane orthogonal to the surface operator. The
analysis would be similar to what we did above, although
certain specific details might be different now.

The picture that we developed above leads to the concept
of holonomy of the complex gauge field around a given
surface operator. This can typically be represented by V, =
Hol(Ad(k)) with k representing the kth surface operator. For
flat connections holonomy and monodromy are related so
V. will be conjugate to the monodromy M in (3.358). An
interesting consequence of having holonomy around a
surface operator is the following. Consider four Wilson
lines parallel to each other and intersecting at four points on
2 in a Heegaard split three-manifold. This is depicted to the
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FIG. 6. Four Wilson lines are joined pairwise by identifying the
respective monodromies around them.

left of Fig. 6, where the Wilson lines are parallel to the x;
direction. If we name them as 1, 2, 3 and 4, then by
identifying the monodromies,

M, = MZI, My = Mgl, (3365)
or equivalently the holonomies, we can go to the configu-
ration depicted to the right of Fig. 6. This operation is
useful because it tells us that we can join two Wilson lines
by identifying monodromies. In terms of surface operators,
this procedure will lead to the configuration depicted
in Fig. 7.

In fact we now have two distinct configurations of
Wilson lines, or equivalently, surface operators. The first
one, we will call it box A and is depicted in Fig. 4(a), is a
configuration of parallel surface operators. The second one,
and we will call it box B, is depicted to the right of Fig. 6: a
configuration of curved surface operators. Associated to
these boxes will be the operators A, and B, where k
denotes the number of surface operators (or equivalently,
Wilson lines).

There is a third possibility that we can entertain and is
depicted in Fig. 4(c). We will call it box C, where the
Wilson lines are swapped by a braid group action o,. We
will concentrate on a braid group with two strands, with
generators ¢, where the subscript @ denotes which set of
two strands, out of a given set of Wilson lines, we choose
here. The operators associated with the braid group action
will be C(,,) and C<2,,,1_1) where we take a =1 for
illustrative purposes and the two operations are depicted
in Fig. 5. We therefore expect

C(2.01)C(2,61") — C(2.1), (3366)
where o; = 1 implies no braid group action. This is
therefore topologically equivalent to A1, with transpose
put in to account for the orientations of the Wilson lines.

We now have more or less all the necessary ingredients
to analyze the invariants for various knots. Let us start with
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=l

FIG. 7. Once we identify monodromies of a pair of Wilson
lines, the structure of the codimension two surface operator in
four-dimensional space can be formed out of two-branes. Here
two such configurations are shown on a Heegaard-split three-
manifold base.

the simplest case of an unknot as depicted in Fig. 8.
Combining the boxes A, B and C we can express the
invariant (or the linking number) in the following way:

Z(q:Ky) = <exp ]i 0 Ad>

= Z(n2|B£C<2m)B2A2|n2>, (3.367)

where A, as described above, could be any complex one-
form; and K, is the unknot configuration. The action of the
operators in the rhs of (3.367) can be elaborated in the
following way. Consider box A in Fig. 8 where the Wilson
lines intersect the top right two-dimensional surface X at
two points. These two points may be considered as a given
state |n,) in the boundary U(1) Chern-Simons theory. The
operator A, evolves the state from right to left (here we take
the direction to be parallel to x;, but this is not necessary).
The subscript 2 denotes two strands (or the two particle
state |n,)) in the field theory. The operator B, then curves
the Wilson-line states by monodromy identification, much
like (3.365) discussed above. This evolution continues until
the braid group operation C, 4, acts in the way depicted in
Fig. 8. The braided state is then evolved by B] where the
transpose operation just reverses the orientations of B,.
Finally we sum over all possible two Wilson-line states in
the Chern-Simons theory.

The above, slightly unconventional way, reproduces the
invariant (3.353) for the unknot case using the operators
A,, B, and C, ;) combined as (3.367). All three operators
can be thought of as a 2 x 2 matrices whose components
are evolution operators. As such they are expressible in
terms of exponentials of generators integrated over the knot
configuration, exactly as in (3.353). This can be normalized
to 1, so one might wonder why we went about expressing
the unknot in a rather complicated way. The answer is that
the above way of expressing the unknot using the operators
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S I

FIG. 8.

Construction of an unknot using all the ingredients that we developed earlier. Boxes A represent the Wilson lines parallel to x;

axis, boxes B denote the curving of the Wilson lines by identifying pairwise monodromies, and finally box C denotes the braid group
action. Together they form an unknot configuration. The points a; and b; are the points where the Wilson lines end on the Heegaard-split

three manifolds.

helps us to generalize the picture to any complicated torus
knots. For example, let us consider the trefoil depicted in
Fig. 9, which again uses the three set of operators A,, B,
and C(,,, ). The knot invariant associated with the trefoil
then is

2(5%,) = (exp i Ad)

- z }’l2|B C (2,01)

C2.6))C2.0,)B2A2 |12),

(3.368)

where K, denotes the trefoil knot. The operators act in the
same way as in (3.367), except now we have 3 times the
braid group action by the operator C(, ;. This of course
distinguishes it from (3.367), and thus the above analysis
generalizes easily to the torus knots (2,7) as

Z(¢:K,) = <expj{( Ad>

T

— Z(n2|B£C’(’2ﬁ])B2A2|n2>, (3.369)

with K representing the torus (2, n) knots. Clearly when
n =3 we get our trefoil invariant.

So far we have been using the operator C(y,,) to
represent the braid group action for two Wilson lines.
The question is what happens when we have more than two
Wilson lines. It turns out we can still use C,,,) but

represent the braid group action is a slightly different way.
An example of this can be presented for the figure-8 knot,
which is the simplest nontorus knot, given in Fig. 11. The
knot invariant for this is now

Z(QQKg)=<exp£8 Ad>

=Y (nsBICY, 1€, Clony C oty BaAslns),

n3

(3.370)

where Ky is the figure-8 knot with m; =m, =m3=my=1;
and Cy,,) and C; ;1) are the braid group actions (61,07)
on two different strands The inverse to be understood as
the operations is depicted in Fig. 5. The rest of the operators
act in the way we described earlier. We can generalize
(3.370) by considering arbitrary values for n; in (3.370).
One such generalization leads to the 5, knot given in
Fig. 12, whose knot invariant may be written as

Z(q:Ks,) = <6Xp£{52 Ad>

:Z<n3|B§C(2.62)C(2,61_l)C(Z,GZ)C?ZO-])B3A3 n3),

ns3

(3.371)

where Ks, is the 5, knot, and we have taken C?Z,o’]) instead

of C32 ) action. We thus see that the three ingredients,
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FIG. 9. Construction of a trefoil knot by joining boxes A, B and C appropriately. The braid group action now acts twice. The points
(aj, b;) still remain the points where the Wilson lines end on the Heegaard-split manifolds.

namely (a) the Heegaard splittings, that typically leadtoa  and the invariants that we computed above are propor-
class of operators A;; (b) monodromy identifications, tional to

that lead to a class of operators By; and (c) braid group

actions that lead to a class of operators C(,,,) and C; ,-1), inpQ3
are sufficient to give us both the surface operator repre- < )
sentations as well as the invariants for any given knots.

All thes'e are expressib}e in the language of a U(1)  which are consistent with the generic argument that we
Chern-Simons theory with a complex gauge group A;  presented for (3.353). This is not a big surprise, and one

(3.372)

A

*
[ }

\
r
) ¢
L}

FIG. 10. A specific construction of a (2, n) torus knot by joining boxes A, B and C appropriately. The braid group action now acts n
times. The points (a;, b;) still remain the points where the Wilson lines end on the Heegaard-split manifolds. Once we extend the figure
along the R, (or y) direction, we will get the configuration of the surface operator.
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FIG. 11.

action is now o7! - 6, - 07!

might wonder if we can get anything more out of our
elaborate constructions beyond the expected result
(3.372). The answer turns out to be affirmative and in
fact accommodates the polynomial constructions outlined
in [18] where the monodromies M, in (3.358) are used to
construct the variables (6;,x;) and the affine cubic

The construction of a figure-8 knot using A, B and C boxes in a slightly different way than discussed earlier. The braid group
- 0, acting on the Wilson lines as shown.

f(x;,0,,) =0 [see for example Egs. (4.6), (4.7) and
(4.9) of [18]). This means the surface operator represen-
tations presented for various knot configurations above
not only give us the knot invariants, but also reproduce all
the constructions of [18]. Additionally, our analysis shows
that all the constructions of [18] may be given a

oo

FIG. 12. The construction of 5, knot using the A, B and C boxes. The braid group action is now o3 - 6, - 67! - 6, acting on the Wilson

lines as shown.
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supergravity interpretation. However once we go to the
non-Abelian extension, we face many issues, and the
simple minded analysis that we presented here will have to
be modified. This means, for example, a surface operator
representations of Jones polynomials using the three kinds
of operators we used here are not sufficient. A more
detailed framework is then called for, which is unfortu-
nately beyond the scope of the present work. We will
therefore not discuss this further, instead we will elaborate
on another set of constructions that generalize easily to the
non-Abelian case.

3. ’t Hooft operator, opers and
supergravity parameters

In the previous section we have considered the codi-
mension two defect operators in the field theory. The
monodromy defect supported on a knot K inside the
Chern-Simons boundary was extended in four dimensions
to a singularity that the fields had along a two-dimensional
surface K x R, inside the four-dimensional space.

In [11,12], other defect operators were considered in a
four-dimensional theory, the codimension one Wilson line
operators and the codimension three 't Hooft operators.
Especially important are the codimension three ’t Hooft
operators which can be related to the Nahm pole solution
where the dependence of the codimension three object is
only on y, the four-dimensional coordinate transversal to
the three-dimensional boundary. The relevant equations
have already appeared in (3.185), which are of course the
ones of [11]. Note that, compared to our earlier sections,
nothing we say in this subsection will be new. However an
attempt will be made to pave a way for possible con-
nections between the results of [12] and our supergravity
analysis.

Let us first consider the r = 1 case, where ¢ is given, in
our language of supergravity, by (3.184). In this case, a
stationary solution (invariant under translations along time
direction) with zero A, and ¢ reduce to Nahm’s equations
for the components of the field ¢ tangent to the boundary61:

(3.373)

where we have identified y as our y coordinate. The above
equation follows easily from our BHN equation (3.221),
and also from (3.326) which is in the presence of a surface
operator provided we change ¢ to g@ In the language of
commutator brackets of (3.221) or (3.326), it is not too hard
to guess the solution of the above equation to be

1 0ur analysis here is generic and therefore ¢; and ¢, can be
related via any of the two mappings (3.156) or (3.282). In fact our
gauge choice could also be generic i.e. (3.161) or (3.178).
Additionally we will be using the gauge fields A, instead of
A, so that we can easily compare our results to [12].
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b=-. (3.374)

= | al

where 7, are the three Pauli matrices. The advantage of
expressing the equations in terms of three-dimensional
vectors, before twisting, allows us to compare with the
equations after twisting when they all become one-forms.

Once A,’s are nonvanishing, the scenario is not so simple
as the Nahm equation (3.373). From our earlier analysis,
we know that we need the full BHN equations. Of course,
as expected, the solutions to the BHN equation again
cannot be as simple as (3.374). It turns out there are two
types of solutions to the BHN equations which may be
succinctly presented in terms of a complex coordinate z
defined as z = x; + ix, [recall that our four-dimensional
space is parametrized by (xg, X, X,,w) where we already
identified y with w]. The first type of solutions are
independent of z coordinate. Defining

o .0 .
Dlza—XI—Fla—xz—f‘[Al—f‘lAz,.]
D =£+[A — iy, ]

2_8)) y 0s-]s

Dy = [ —i¢,.], (3.375)

where A, = A,; and as mentioned earlier, depending on the
mapping (3.156) or (3.282), we can identify ¢ to either Aj;
or ¢5 respectively. This means, for a certain choice of the
gauge [(3.161) or (3.178)], ¢py may vanish and therefore D,
described above may be simplified. However for the
present discussion, we will keep things generic. The first
order differential operators D; therefore satisfy

[D;,D;] =0,
3
Z [Di’D” =0,
i=1

which are alternative ways to express the BHN equa-
tion (3.208) or (3.221) once we absorb some factors and
signs appropriately. To verify that this is indeed, for
example, (3.208) we note that the second equation in
(3.376) is the moment map equation which can be
written as

isj: 112a3a

(3.376)

Fi, = [$1,¢2] — Dypo = 0. (3.377)
In the gauge A; +iA, =0, the operator D; becomes
derivative with respect to z and with the gauge choice
Ay = i, the operator D, becomes derivative with respect
to y. D3 is proportional to ¢ = ¢; — i¢h, as should be clear
from (3.375). The commutation relation [D;, D3] =0
implies that ¢ is holomorphic in z and the relation
[D,, D3] =0 means that ¢ is independent of y. Near
y=0, ¢ is a constant and a complex valued gauge
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transformation maps it into the Nahm pole solution with %
dependence. ’

What about outside the region y = 0? The vanishing of
the commutator brackets [Dy, D3] and [D,, D3] define a
Higgs bundle (E,¢) where ¢ is independent of y and
holomorphic. The Nahm pole solution (also called the
model solution) is trusted around the y = 0 boundary but
we can extend the model solution as a Higgs bundle (E, ¢)
away from y = 0. In fact, as described in [12], such an
extension gives a Higgs bundle (E,¢) endowed with a
holomorphic line sub-bundle L which is not stabilized by ¢.
In other words, for any section s of L we expect
s A ¢s # 0, as described in [12].

Let us now consider the second type of solutions that
depend on z. The dependence on z is determined by the
presence of extra monopoles with extra charges k,, at points
z = z,. Next to y = 0, the solution is a simple modification
of the Nahm pole solution as the field ¢ has a holomorphic
entry with a power of z. Away from y = 0 the solution is
given again by a triplet (E, ¢, L) of a Higgs bundle with a
holomorphic sub-bundle L.

How do we now extend this result to the case t # 1?7 A
key observation of [12] is that the Higgs bundle (with the
key ingredient of a holomorphic scalar field ¢) can be
obtained by starting from a set of Hitchin equations:

F—-¢pnd=0; d+x¢=dp =0, (3.378)
and combining the last two equations to get the holomor-
phicity condition on ¢, namely d¢ = 0. This is true for
t = 1. When ¢ # 1, it is useful to modify the definition of
the derivatives with respect to z, Z by introducing a complex
parameter ¢ in the following way:

D

Dt = - g, (3.379)

D

We have [DEDE] =0 which is taken as an equation
governing holomorphic data. In fact using vector field
components AS = A, —¢'¢p and Ag = A: + {¢ makes
(3.379) holomorphic in these variables. Additionally, the
holomorphicity condition on ¢ is mapped into a holomor-

phicity condition on AS and the Higgs bundle condition is
now replaced by a complex flat connection. The Nahm pole

solution around y = 0 now describes a singularity in A% and
A,. Away from the y — 0 region, the solution is a complex
flat bundle E with a holomorphic bundle L defined such
that its holomorphic sections are not annihilated by D,.
Such a pair (E, L) is called an oper [12].

In Appendix A of [12], the reduction of a four-dimen-
sional stationary solution to a topological theory in three
dimensions was a function of a rotational angle § where the
parameter ¢ was set to tan (3£ + %) and ¢ to tan6. This
relation between ¢ and { should also appear from our
M-theory reduction. As ¢ is related to the supergravity
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parameters via (3.184), we expect { to also be represented
by our supergravity parameter. From here we conclude that
the oper solution is automatically fixed once we have
determined the supergravity parameters. This is somewhat
along the lines of the discussion in the previous subsections
where we saw that many of the results discussed in [11]
automatically appear from our supergravity analysis. More
details on this will be presented in the sequel to this paper.

IV. MODEL B: THE TYPE IIB DUAL
DESCRIPTION AND NON-KAHLER
RESOLVED CONE

In Sec. III most of our analysis revolved around the uplift
of the brane configuration given in Table I to M-theory, and
the subsequent physics associated to the presence of a knot
in 24 1 dimensional boundary W. The existence of a
Coulomb branch, as well as dipole (or RR) deformation,
helped us to study the knots and their localization to the
boundary W. Many of the details, which were studied
exclusively from the boundary point of view in [11],
appeared very naturally in our setup from the bulk
dynamics in M-theory. The starting point of all our
discussion was the Hamiltonian (3.158) from where, and
in the presence of surface operators, we were led to the
detailed study of knots and knot invariants.

At this stage it is interesting to ask if we can repeat the
success using the second brane configuration given in
Table II. One immediate difference from the earlier brane
configuration in Table I (or its T-dual type IIA version) is
the absence of the Coulomb branch. Recall that the
existence of the Coulomb branch earlier was responsible
in constructing the twisted gauge field A, in (3.240) which
eventually led us to the boundary Chern-Simons theory
(3.241). Once we lose the Coulomb branch, restricting the
knot to the three-dimensional boundary W is more subtle.
In fact the whole boundary picture developed from four-
dimensional space V=W x R* a la [11] will need to be
reinterpreted differently now. Problems lie in restricting the
knots to three dimensions, constructing the twisted gauge
field and resolving the conundrum addressed earlier in
Sec. II B.

We will start by discussing, in series of steps, a way out
of the conundrum for model B by analyzing the picture
from M-theory in a slightly different way from what is
discussed in Sec. Vof [11]. In the process we will get some
understanding how to address the other two issues, namely,
restricting knots to 3D and topological twisting of the scalar
fields. But we make only the barest beginnings in this
direction, and leave most of the details for the sequel.

A. Second look at the gravity and the
topological gauge theory

We saw, from our earlier discussion in Sec. II B, that an
appropriate duality to the brane configuration of model B
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leads to a type IIB picture with wrapped D5-branes on the
two-cycle of a resolved conifold. According to [19] the
metric on the resolved conifold should be non-Kihler.
Ignoring the dipole deformation for the time being (we will
insert this soon), the supergravity background for the
configuration is given by (3.4) as before with ¢ being
the dilaton and the Hodge star and the fundamental form J
are with respect to the dilaton deformed metric ¢?#ds$. The
metric ds% is now different from (3.5) as its a non-Kéhler
resolved conifold metric written as

ds2 = Fidr? + Fy(dy + cos 0,de, + cos 0,dep,)?
2
F2+i(d9[2 -+ sin29id¢%),

+ (4.1)

i=1

where F;(r) are warp factors that are functions of the radial
coordinate r only.62 The above background (4.1) can be
easily converted to a background with both H; and F;
fluxes by a series of duality specified in [19,41]. The
duality converts (4.1) to

5 1

s =
213/ 23 L A

F
Fy = —e* cosh f | =
\ Fi

X (gre, N eg A ey + gae, Aeg Aey)

dsd s + €23/ 23 + Ads?

Fs5 = —sinh fcosh B(1 + %,9)Cs(r)dy
2
AN Sin eidGi A d¢1
i=1

H3 = sinhﬂ[(\/Fle — F3r)er VAN €y, VAN €y,

+ (VF1Fy = Fu)e, N eg, A ey (4.2)
with a dilaton e?s = ¢=? and a A defined as
A = sinh?B(e??/3 — e=4/3) (4.3)

and f is a parameter related to certain boost that is
explained in [19] while the others, namely (g;,¢,,Cs)
are given by

%20ne may generalize this to make the warp factors F;
functions of (r,0,,6,) but we will not do so here.
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re2VF.F,JF F
C5(r):/e 304 112

(TR (T
(4.4)

1. Revisiting the topologically twisted theory

Before moving further, let us ask how does finding the
type IIB background (4.1) and (4.2) helps us in under-
standing the topologically twisted theory. Recall what we
did in Sec. III. We mapped the type IIB brane configuration
of Table I to a configuration of wrapped D5-D5 branes on
two-cycle of a warped Taub-NUT space. An M-theory
uplift then gave us the required action (3.153) and the
Hamiltonian (3.158) from where we extracted our boun-
dary three-dimensional Chern-Simons action (3.241).

The situation now is a bit different as has been hinted
above. The Ooguri-Vafa model [8] has two different
realizations that are connected via large N dualities. On
one hand the SU(N) Chern-Simons theory is defined on
S?z)’ the subscript 2 is for later convenience, with the dual
closed topological string theory of A-type defined on the S?
blowup of a conifold geometry (i.e. on a resolved conifold).
On the other hand, we have N D6-branes wrapped on the
sz of a deformed conifold giving us /' = 1 SYM theory
in gour spacetime dimensions that is dual to closed type IIA
string theory on a resolved conifold with fluxes and no
branes.

There appears to be some mismatch between the
locations of four-dimensional gauge theory and the
three-dimensional ~Chern-Simons theory. The four-
dimensional A/ =1 gauge theory is defined along the
space-time directions (xg, x;, X5, x3). Although this is
slightly different from our earlier case, where the four-
dimensional gauge theory was located along (xg, x1, X, )
directions, it is nevertheless consistent with both the brane
configurations in Table II as well as the configuration after
a duality to a non-Kéhler resolved conifold with wrapped
D5-branes. However what is different now is the location of
the Chern-Simons theory. Previously the Chern-Simons
theory was localized to the boundary W of the four-
dimensional space. For the present case the Chern-
Simons theory is most succinctly described on the
three-cycle S?z of a deformed conifold gotten by taking
the mirror of the resolved conifold picture with wrapped
D5-branes.

This apparent mismatch of the location of the Chern-
Simons theory is not just a relocalization of the topological
theory, but lies at the heart of the problem. To see this, first
note that the partition function of the Chern-Simons theory
on S?z) in the large N limit, takes the following form [7]:
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Z[S{y] = exp [— i lzg_ng(t)} .

9=0

(4.5)

where 4 is the string coupling and ¢ = iAN is the Kihler
modulus of the blown-up 82 of a resolved conifold. This
resolved conifold is not the same one studied in (4.1) above.
Ratheritis the one that appears to the top right of Fig. 13. The
factor g in (4.5) is the genus g of Riemann surfaces that
parametrize the moduli space M, with Euler characteristics
X, Together they can be used to define F (), for g > 2,
appearing in (4.5) as (see [42], and [8] for details)

X (o]
F (t E/ o AP — n29-3¢—nt 4.6
0= [, g3 o)

where the first term denotes the Chern class of the Hodge
bundle over the moduli space M ¢» derived in [42]. As noted
in [7], (4.6) is very suggestive of a g-loop topological string
amplitude.

Second, there are two different ways we can study knots
here as mentioned above. The first is with intersecting
D4-branes where a set of N D4-branes wrap S(32) x R? and

another set of M D4-branes intersect the first set on the knot
K and are stretched along the remaining directions
R? x D?, where D? is a two-dimensional subspace in
T*S?Z). The second is with N D6-branes wrapping

R* x S?z)- Once we go to Euclidean space, the knots
appearing on S?z) may be constructed using D2- or

D4-branes intersecting the D6-branes on K. Clearly it is
the second case that is more relevant to us because the brane
configuration given in Table II takes us directly to this setup
via a series of T and Strominger-Yau-Zaslow (SYZ) [43,44]
dualities as shown in Fig. 13, at least in the absence of
knots. Knots can then be inserted in the type IIA picture by
surface operators.63

It turns out, for the case that we are most interested in, the
topological string amplitude F,;, with g =0 and 7 =1
computes the superpotential terms for the ' = 1 theories
in four dimensions. The superpotential terms are in general
harder to compute in type IIA language, but become easier
in the mirror-type IIB language. The mirror is of course our
configuration of D5-branes wrapped on the two-cycle of a
non-Kihler resolved conifold, bringing us back to the
analysis performed in Sec. IVA.

The above discussion should hopefully suggest the
usefulness of the type IIB analysis. However we have
not yet reconciled with all the steps of our earlier analysis
performed in Sec. III. For example, if we want to localize

%1n Sec. Vof [11] the Ooguri-Vafa [8] model with intersecting
D4-branes is derived using a different route. The D4-branes are
oriented in a way that the four-dimensional gauge theory and the
three-dimensional Chern-Simons theory have similar representa-
tions as before.
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D6-branes on a Non-Kahler
non-Kéhler s resolved cone

deformed cone with fluxes
+ fluxes Large N duality and no branes

&  Mirror Mirror Y

D5-branes on a Large N duality Non-Kahler
non-Kéahler . deformed cone
resolved cone = with fluxes
+ fluxes and no branes
FIG. 13. The web of dualities that connect various configura-

tions in type IIB and type IIA theories. Here we will concentrate
mostly on the lower left-hand box that captures the physics of D5-
branes wrapped on the two-cycle of a non-Kéhler resolved
conifold.

the knots to the three-cycle S?z) of the deformed conifold,

what is the usefulness of the boundary W used earlier?
The answer can be given in a few steps. First, let us go
back to the type IIB D5-D5 branes wrapped on the two-
cycle of our Taub-NUT space discussed in Sec. IIl A. We
can move the D5-branes away on the Coulomb branch so
that we are left with only D5-branes wrapped on the two-
cycle of the Taub-NUT space. The geometry is discussed in
(3.5) before. To go from this geometry to the one studied
above in (4.1), we will assume that our Taub-NUT space is
fibered over a P!, in other words, a resolved conifold
geometry may be viewed as a Taub-NUT space fibered over
a P'. The precise relationship between the two geometries
is studied in Sec. III.1 of [45] [see Eqgs. (3.10) to (3.13) in
[45]]. The only difference® here is now that the two-cycle,
on which we have our wrapped D5-branes, should be along
(01, ¢,). This is of course just a renaming of coordinates
from Sec. III. The fibration breaks the four-dimensional
supersymmetry down to N = 1, but for the time being we
will not be too concerned with the supersymmetry. The
above manipulation tells us how we can channel our earlier
calculations for the new setup. Locally, at every point on
the base P!, parametrized by (6, ¢»,), we have D-branes
wrapped on the two-cycle of a Taub-NUT space.
Second, we go to Euclidean space and assume that the
spacetime directions with Minkowskian coordinates
(xg, X1, X,) are now on a Euclidean S?l). Thus the four-

dimensional space V= W x R previously, now becomes

Sfl) that represents W and the half coordinate x; that

%The discussion in [45] is for a resolved conifold with a
Calabi-Yau metric on it. It can be easily generalized for a resolved
conifold with a non-Kéhler metric on it.
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parametrizes R*. Further, the four-dimensional theory that
we have on S(31) x R can also be gotten from the mirror

construction of D6-branes wrapped on a three-cycle of a
non-Kéihler deformed conifold. Since they are connected by
SYZ transformations [43,44], the theories on V, and
therefore also on W, are identical.

The above discussions suggest that we can perform
similar computations in type IIB theory as in Sec. III, but
now appropriately modified to incorporate D5-branes
wrapped on a two-cycle of a non-Kéhler resolved conifold.
This is easier than the mirror computations with D6-branes,
and one may now insert the knots using surface operators
on S3. Since the mirror picture is identical, we can view the
theory on S?l), gotten from our IIB computations, to be
exactly the same in the type IIA side.

In the type IIA side, as shown on Fig. 13, the D6-branes
are wrapped on the three-cycle Sf’z) of a non-Kihler
deformed conifold. In fact the world volume of the D6-
branes is oriented along M- where

M, = S?l) x 8, x R, (4.7)

and the physics on the first three-cycle S?l) is directly

imported from our type IIB analysis. Since the deformed
conifold is noncompact, Gauss’ law is not violated and the
wrapped D6-branes continue to be a valid supergravity
solution there. We can now perform the following flop
operation:

S3

< S (4.8)

transferring all the physics on S31) to the three-cycle of the

non-Kihler deformed conifold.®® This is exactly the D6-
brane realization of the Ooguri-Vafa [8] model. Our
construction differs from the intersecting D4-branes’ reali-
zation of the Ooguri-Vafa model in [11,13].

The above discussions suggest the power of the IIB
analysis: we can continue working on the type IIB side,
albeit with a different background, and perform similar
manipulations as in Sec. III. Of course subtleties appear
because of the underlying supersymmetry, twisting etc., but
presumably none too unsurmountable. Remarkably, once
we have the full IIB analysis at hand, we can transfer the
physics to the type IIA side by a mirror transformation
followed by a flop operation (4.8) giving us the full
realization of the Ooguri-Vafa [8] model. Therefore in
the following we will elaborate on the type IIB side, by
analyzing the background with and without dipole

%0One may also look up Sec. 5.5 of [45] where a somewhat
similar kind of flop operation is discussed. Note that D6-branes
continue to remain D6-branes under the flop operation (4.8)
because the flop is performed inside the manifold M given in
4.7).
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deformation and then discuss how to extract the four-
dimensional physics similar to what we did in Sec. III. Most
of the other details regarding the subtleties coming from
reduced supersymmetry, twisting and the exact boundary
theory on S?l), including the type IIA mirror and the flop

operation (4.8), will only be briefly touched upon here, and
detailed elaborations will be relegated to the sequel.

B. Five branes on a resolved conifold: Exact results

Let us now consider specific choices of the warp factors
F;(r) that would not only solve the EOMs but also preserve
supersymmetry. One solution that was briefly mentioned in
[19] and studied in some details in [45] is

e rre ?F
Fl = > F2 - )

2F 2

2,—¢ 2,—¢
F3:rz +a2(r), F4:ri , (49)

where a® = a3 + a,(r) and @} is the resolution parameter,

F(r) is some function of r whose value will be determined
soon and ¢, as usual, is related to the type IIB dilaton. The
function F(r) has to be related to the dilaton ¢(r) because
any arbitrary choice of F and ¢ will break supersymmetry.
We will determine the equation relating F and ¢ using
torsion classes [46—49]. In the process we will also argue
for supersymmetry.

1. Analysis of the background fluxes

Before we go about determining the functional form for
r, let us work out the three-form fluxes from (4.2). Plugging
(4.9) into (4.2), they are given by

1 8
Hy = Zsinhﬂe‘¢r2 K(b, — r—;le¢a,> e, Neg Aey

+ ¢re. N eg, A e¢2}

1 4a?
Fi= —Zcoshﬁe¢r3F(r) {(1 +7€¢> brey N eg A ey,

r’¢, — 8aa,e?
+ —r2+4a2e’/’ e, Neg Neg .

Looking carefully at the three-forms we see that Hj is
closed but F3 is not. This is good because nonclosure of F
is related to the wrapped five-brane sources. Recall that the
five-branes are wrapped on the two-cycle (6,¢;) and
stretched along the space-time directions x ; » 3, which will
be later converted to Euclidean S?l x R™. This means the
source equation should have delta %unction like singularity
along the orthogonal directions of the brane, namely the
(65, ¢, w) and the radial direction r. In the limit when both

(4.10)
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a® as well as a, are smaller than some chosen scale in the
theory, F3 can be expressed in the following suggestive

way:
1 b3
Fz= —Zcoshﬁe r’F¢.e, N (eg, A ey, — o, N e¢2)
— coshfe*’rFe, A [&2631 A ey —aPeg ey,

1
- (Zaa, - Ee_‘przdﬁ,) eg, N ey, | (4.11)

where the implications of the relative sign between the
vielbein products will become clear soon. We have also
defined

(4.12)

As mentioned earlier, F5 is not closed, and therefore dF5
should be related to localized or delocalized sources along
the (6, ¢,) and (r, y) directions. Using the fact that the
three-form,

m=e, A(eg Ney —ep Aey), (4.13)
is closed we can find some relations between the three
unknown functions F(r), ¢(r) and a(r) that appear in
(4.11). All we need is to express the dilaton ¢(r) and the
resolution parameter a(r) in terms of the function F(r) that
appears in our ansatze (4.9). One simple relation between
the three variables is given by

de? 1_|_e‘/f’a2 ¢
dr \4 r* ) PF’

where ¢, is a constant whose value could be determined
from the boundary condition. Note that this is an additional
constraint compared to [45]. Plugging in (4.14) in (4.11),
we get

(4.14)

F3
coshf

1
=—conz + (Zaar —Ee_‘ﬁ r2¢r> ez‘ﬁrFel,, Neg, Negy,.
(4.15)

The source equation is now easy to determine from (4.15).
It is clear that the first term does not contribute, and the

contribution therefore solely comes from the second term
of (4.15):

dFs; = G,.(r)e, Ne, Neg A ey,

—G(r)eg, Ney Aeg A ey, (4.16)

with G(r) defined as

PHYSICAL REVIEW D 95, 026010 (2017)

1
G(r) = <2aa, - Ee‘¢r2¢,> e*rFcoshp.  (4.17)

Looking at (4.16) we see that we have two terms. The first
term of (4.16) captures the Gauss’ charge along the
orthogonal directions of the wrapped DS5-branes i.e the
(r,w,60,, ¢,) directions. The second term, which is propor-
tional to the volume of the four-cycle, captures the Gauss’
charge along the (6,, ¢, ) directions. In fact this term tells us
that even if G(r) is a constant, the D5-branes’ charge would
be calculable.

We see that there are two constraint equations, (4.14) and
(4.16), for three functions F(r), e? and a(r). The third
equation will be determined soon when we will demand
supersymmetry in the system. We could also go for more
generic solution to the system. Constraint on D5-brane
charges imposes the following relation between the four
warp factors F;(r) and the dilaton e?:

dF “2F
4 JFF, <1 _¢ 4).
dr

(4.18)

One may compare this with the recently found constraint
relations in [19]. Since we are not imposing integrable
complex structures, we do not have additional constraint
equations as in [19]. Note also that an equation like (4.18) is
not required in the heterotic theory as the anomalous
Bianchi identity is enough [45]. Thus plugging in (4.18)
in (4.2) we get

Fs F, |F,
=gy — |1+ 2 22\ /F F,— F
cosh 13 [ +e Fs Fl( 1 3r) | ey

A 692 VAN e(/)z. (419)
The second constraint would come from (4.19) if we
demand charge quantization. Of course if the D5-brane
charges are delocalized there is no strong constraint being
imposed by (4.19). However demanding supersymmetry
does introduce a new constraint on the warp factors. In the
following section we will use the powerful machinery of
the torsion classes W, [46] to analyze this.

2. Finding the warp factors using torsion classes

To study the constraint on the warp factors one may use
the technique of the torsion classes [46]. For us the relevant
torsion classes are the W, and W5 classes, defined as

_ = VB Py - VEE

Wi 4F, 4F, T
F3r F4r F2r_2 F1F2 ¢r
ReWs = v Pr o (420
Ws=0r Tar, T 1ar, T2 420
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where one may look at the detailed derivations from [19,45]
or some of the earlier papers in the series namely [50,51]
etc. Plugging in the warp factor choice (4.9), it is easy to see
that

b,
Wy 2+O( 2)

1 2
WS RCWS 12 ( + ¢r _ﬁ> (421)

Depending on how to define our dilaton,

ReWs = +¢, + O(a?), (4.22)
such that the supersymmetry condition will take the
following well-known form in terms of the torsion classes
[47-49]:

For us we will choose the minus sign in (4.22) such that
(4.23) will appear with a relative plus sign.66 This gives the

following equation for the variables F(r) and e? up to
O(a?):

dp r dF_ 2 2

t——————+2+0(a

"ar T15Fdr _15F ' 5 =0

(4.24)

The above is the simplified version where the dependence
of the resolution parameter is not shown. If we insert a2, the
EOM becomes more involved and takes the following
form:

15_’_8861226(/) @ 5662‘/’61@
r dr r- dr

n 4 n 1dF 2 -

r Fdr rF
and reduces to (4.24) in the limit where a® as well as da/dr
are small. In this limit we can combine (4.14) and (4.24) to

eliminate F(r) and express everything in terms of the
following dilaton equation:

d*z dz 15\ [dzZ
42 322 (2 —0, (426
T T ar T <2CO ) <dr> ' (4.26)

where Z = ¢? and c is a constant appearing in (4.14). To
solve the above equation let us take the following ansatze
for Z:

+7:01
r

d2e?\ 2
‘””) (4.25)

The overall behavior of fluxes etc. do not change if we go
from one convention to another as shown in [45].
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(4.27)

with a(r) a positive definite function for all r. Plugging
(4.27) in (4.26), we see that a(r) satisfies the following
second-order differential equation:

d*a n 53¢y —2a\ da N 1 15¢y) [da\?
C —_— — —_— —
O dr? r dr \2  «a dr

da(a — 24
| 2ala = 24c) - <) _y, (4.28)

One simple solution for the system is given by a constant a,
1.e.,

a = 24c. (4.29)
Other solutions to (4.28) could be entertained but we will

not do so here. Plugging (4.29) in (4.27) and (4.14), and
using the definition of Z, we find that

24c¢, 1
b 270 Fe__
¢ rr 12°

(4.30)
The careful reader will be alarmed by seeing the negative
value for F because F goes into the definition for the warp
factors in (4.9). However if we look at (4.9) carefully, we
see that F appears in the definitions of F'; and F, but not in
the definitions of F3 and F,. This is good because (F, F»)
appear in the three-form fluxes H; and F3 only in the
combinations F;F, and F,/F,. Thus we can change
the sign of (Fy,F,) simultaneously without changing
the fluxes or the constraint equation (4.14). The conse-
quence of this invariance is simply the following changes to
the definition of the warp factors:

- |Fy], Fy, = |F,|, (4.31)
without changing F3 and F,. This means, after the dust
settles, the internal six-dimensional manifold in type IIB
theory will be given by the following metric:

2 2
dsg = 4y [dr -I-m(dy/—i-cose 1depy + cos O,de, )?

+ <2z +Ola )) (d&? + sin0,d¢p?)

2

+ % (d62 + sinzequsg)] . (4.32)

The above metric is a non-Kihler metric on the resolved
conifold, and can be compared to the recently studied
examples in [19]. If we change our initial ansatze (4.9), we
can allow for a different non-Kahler metric on the resolved
conifold. There is of course an infinite class of possible
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non-Kéihler metric that we can allow for a given complex
structure and satisfying the constraint equation (4.18) and
the supersymmetry condition (4.23) with a relative plus
sign between the W, and Ws torsion classes. The generic
solution for the metric and the three-form fluxes with these
constraints will then be (4.2). For the specific choice (4.32)
of the internal metric, the three-form fluxes are given by

f}, = +C0 COShﬂeW AN (69[ A e{/,] —+ 692 A e(/,z)
3

o
H; = ————sinhfe, A (eg, A ey +eg, Aey,),

4.33
48C0 ( )

with the five-form flux derivable from (4.33) and (4.2). The
IIB dilaton, on the other hand, is e?* = ¢~% and so for

r > +/24c,

classical supergravity solution will not capture the full
dynamics and one has to go to it S-dual, or weakly coupled
version of the theory. Combining the two patches, one
should be able to study the sugra limit of the theory.

On the other hand if dilaton is slowly varying from its
weak coupling value then one may express (4.25) as

da*> 1 r*dF 2r _ 4a? re=?
G I (g D 2 (e 2 T,
dr 28

(4.34)

Fdr F r? 14
(4.35)

To solve (4.35), let us assume that the dilaton is given by
the following expression in terms of a slowly varying
function f(r):

e? = et + f(r), (4.36)
where the constant factor is the weak coupling limit. To

proceed, let us define two functions H(x) and G(x) using
the function F'(x) appearing in (4.35), in the following way:

xG(x) 1
H(x) = xe™% | — 24—, 4.37
0 =xe (4 ) (437)
where the prime is defined as the derivative of x. Using
(4.36) and (4.37), we can solve for the resolution parameter

a’® in terms of the functions G(x) and H(x) as

2(r) = A " dyH(y)exp < / ’ de(x)> O, (438)

where the overall negative sign should not be a concern

because the functional form for F(x) will be chosen so that

a® remains positive definite.
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C. A fourfold from the G, structure manifold
in M-theory

In the previous section we discussed possible ways to
construct the metric of D5-branes wrapped on two-cycle of
a non-Kihler resolved conifold. We discussed a class of
these solutions satisfying the charge constraint (4.18) and
the supersymmetry constraint (4.23). The M-theory uplift
of these solutions can be done by first T-dualizing along the
y direction to allow for D6-branes in type IIA theory
oriented along (6,,¢;,y) and spanning the space-time
directions xg;,3. We can then lift this configuration to
M-theory on a G, structure manifold. The way we con-
structed our scenario, T-duality of the IIB configuration
will lead to D6-branes and not D4-branes as in [25,27]. At
low energies, and as discussed around (2.3), we do get the
D4-branes configuration (see also [19]). Furthermore, we
will start by studying a single D6-brane and insert the
dipole deformation of the T-dual wrapped D5-brane. Later
on we will generalize this to multiple D6-branes.

1. First look at the G, structure manifold

The D6-brane configuration, without dipole deformation
of the T-dual wrapped DS5-brane on non-Kihler resolved
conifold, is given by the following metric structure on an
internal six-dimensional space:

1 1 1
dS2 = \/—Edsglz + ﬁ <dx§ + del//2>

+ Vh[F dr* + F5(d6? + sin20,d¢?)

+ F4(d63 + sin?0,d¢3)], (4.39)

where we have separated the compact directions (x3,y) in
anticipation of the dipole deformations along those direc-
tions in the type IIB side. The type IIA dilaton e?+ and the
warp factor % are defined in the following way:

efn = e“f’F;l/zh_lM,

h = e*’cosh?f — sinh?p, (4.40)

such that when ff = 0 we get back the standard picture.
Combining the ITA metric (4.39) with the dilaton (4.40) we
can easily get the M-theory manifold as

1/3
£29/3 F2/

2 _
dsi, = ATE

ds,, + ds2, (4.41)

where dsi is an eight-dimensional manifold that, in the
absence of the dipole deformation in the type IIB side, is
simply a S! fibration over a G, structure seven-manifold
expressed as
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2¢/3 Fl/3 1
_¢ 2 I )
=i (dx3 +F2dl// )
1
+ e4¢/3F§/3h1/3

ds}
(dxll -+ Alﬂdx”)z

+ 2BFEVR2B[F dr? + F+(d6? + sin20,d¢?)
+ Fy(d63 + sin26,d¢p?)). (4.42)

The A, appearing above is the type IIA gauge field whose
value will be determined soon. As discussed in detail in
[19], the G, structure seven-manifold in turn is a four-
dimensional warped Taub-NUT manifold ds2, fibered over
a three-dimensional base ds% parametrized by (0, ¢, w):

ds3 = ds3 + dsiy
. G,
= G2 (dg% + sm2 91d¢% —+ @ dl[/z)

G
+ Gsdr* + G, (deg + 55 d¢5)
4

+ G(,(dx” + A]deﬂ)z, (443)
where G; are the warp factors that can be read up from
(4.42) or from [19] and the third line of (4.43) is the metric
of the warped Taub-NUT space.

2. Dipole deformation and the M-theory uplift

It is now time to see what effect the type IIB dipole
deformation would have on our M-theory manifold. Dipole
deformation of four-dimensional Yang-Mills theory was
first introduced from the gauge theory side in [28] and from
type 1IB gravity dual in [29,30]. Elaborate study was
performed in [52,53]. Essentially the simplest dipole
deformation amounts to switching on a NS B-field with
one component along the brane and the other component
orthogonal to the brane. Generalization of this picture
exists, but we will not discuss this here. The B-field for our
case will have component B3, as we mentioned before,
which of course has the required property in the presence of
a D5-brane along (x¢ 1 3.0;.¢;). However as before this
B-field cannot be a constant otherwise it will be gauged
away. Thus again we expect a field strength of the form dB,
which in turn will then backreact on our original type IIB
background (4.2) and change the metric to the following:

1
ds? = ﬁ <—dt2 + dx? + dx3 +

+ x/E[Fler +

dx}
cos?0 + F,sin’0
Fy (% + cos 0,dep, + cos 0rdep,)?
1 + Fytan?0

2
+ 3 Fyi(d6? + sinze,-dqs%)] , (4.44)
i=1
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where 0 is the dipole deformation parameter. The three-
form fluxes also change from their values in (4.2) to the
following:

F,

1

Fy = —e* coshp

X (gléw Neg A ey + ge, Aeg A e,,,z)
H3 :Sinh/}[<\/F1F2—F3r)€r/\691 /\64,]
+ (\/FIFZ - F4r)er AN 692 A €¢2]
F,,sin20 N oA
e, Né e
2(cos?0 + Fasin?g)> " v
2

F2Sin6

————— ) e, Aeg Aes,
cos?0 + F,sin’0 ; i 720

(4.45)

where as before we note that the dipole deformation has
appeared as an additional term in the definition of the three-
form flux H;3, and helped to break the Lorentz invariance
between x; ; , and x; directions. The type IIB dilatons e?s
and e, are defined in the following way:

g_(f)

\/c0s?0 + F,sin0

e, = dy + cos 0, cos Odg, + cos 6, cos Odgp,.

ed)B f—

(4.46)

The M-theory uplift of the dipole-deformed type IIB setup
is now easy to perform once we get the type IIA
configuration. The type IIA dilaton does not change from
its value (4.40), and the only change in the metric (4.39) is

1 1
—dx3+—d 2)
\/ﬁ< TR
1 [ dx3 , cos?6
R 2 2 2
N T Losze+ tan Odx;dy + <sm 0+ 7 )dl// }

(4.47)

which means the M-theory metric retain its form (4.41)
except the metric of the eight manifold changes slightly
from (4.42) to the following metric:

e2¢/3Fé/3

= h'Bcos?o
n 1
e4¢/3F§/3h1/3

dsg |dxs + 7y dy|?
(dxn + Alﬂdx")z

+ IBEY IBF P + F3(d6} + sin0,dd})
+ F4(d63 + sin0,d¢3)], (4.48)

where the complex structure 7; of the (x3,y) torus is given
by
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icos?f
VFy

Note that the warped Taub-NUT space does not change
from what we had earlier in (4.42) without dipole defor-
mation. The gauge field A; in the Taub-NUT fibration
structure also does not change, and is given by the
following field strength:

7, = sinfcosf + (4.49)

P2 ne
coshg O %
F, F
— e F_Z'F_4(\/F1F2_F3V)eé‘2/\e¢z
1 F3
dA,
~ coshp
Fy, F
—|—[1—ez"’5 F—z'F—4(\/F1F2—F3r) €o, N\ €4,
\ Fi Fs

(4.50)

using the constraint (4.18) and defining the gauge field A,
in the following way:

A = cosh f(cos ,d¢p; + cos 0,de,),  (4.51)

which would appear in the fibration (4.48). However
expressing the gauge field as (4.51) does not introduce
any additional constraint on the warp factors in the metric
(see discussion in [19]). The G, flux in M-theory can now
be expressed as

n
Sinhﬂ: (N/FIFZ_F3r)er VAN €y, AN €y, AT

-+ COSGChﬂdl// AN 69] A €¢1 AN Ell

+ (\/FIFZ - F4r)€r AN 892 A €¢2 AN €11
+ cosechfdy A e, N ey, N ey,

(4.52)

where we see that the dipole deformation appears in an
appropriate way in the G, flux. In the absence of the type
IIB dipole deformation the form of (4.52) is almost similar
to what we had in [19] except the vielbeins e¢;; and e;; are
defined in a slightly different way as

ey = dx;; + cos @ cosh ff(cos 8,d¢p, + g, cos O,dep,)

ey = dxy; + cos @ cosh (g, cos 0,dp, + cos 0,dep,),

(4.53)

using the following functional form for g,(r):

F, F
9o(r) :ez‘ﬁﬂF—?-F—:(\/Fle_Fw)- (4.54)
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3. Revisiting gauge theory from M-theory

We have by now developed all the machinery needed for
determining the gauge field on the wrapped D5-branes
from M-theory. If we take a single wrapped D5-brane on
the non-Kéhler resolved conifold, the M-theory manifold
(4.48) will be a warped single-centered Taub-NUT space
fibered over a four-dimensional base parametrized by
(x3,w,60;,¢) coordinates. The gauge field in the type
IIB side will appear as localized G-flux in M-theory, similar
to what we had earlier in Sec. Il B3 (see also the
discussion in [19]). For the single centered Taub-NUT
case in (4.48), at any given point on four-dimensional base,
the localized G-flux can be expressed as

G = F A w, (4.55)

where F is the world-volume gauge field that, in the
language of the wrapped D6-brane, will be along four-
dimensional spacetime parametrized by x ; , 3 coordinates.
This of course parallels the story we discussed in great
detail in Sec. III B 4. There is also an option to define the
gauge theory along the compact (y, 0;,¢,) directions, or
even along all compact and noncompact directions. Each of
these possibilities will lead to interesting interpretations for
the knot invariants once we extend this to the non-Abelian
case. We will however only concentrate on the gauge theory
along the spacetime directions so that comparison with
earlier sections like IIIB 4, III B5 and III B 6 as well as
with [11] may be made easily. In fact we will follow similar
logic as in Secs. Il B4 and IIB 5, namely, study the
Abelian theory and then proceed to discuss the non-Abelian
case (which is the large N limit here).

The Abelian case is succinctly represented by @ in
(4.55), which is a normalizable harmonic two-form,
expressed as @ = d{. The procedure is similar to what
we had in (3.46), (3.47) and (3.51), so we will avoid the
details. Once the dust settles, ¢ is given by the following
expressi0n67:

r e_(/) F
{(r,0,) = goexp [—/ dr | /h—;z] (dVU + cos 6,dg,)

. |: /’ 48dx :|

= X _—

ORI, x1/576¢kcosh?B — x*sinh’f
X (d\I/ + cos 92d¢2),

(4.56)

where dV = dx;/cosh f and the second line is from using
the background (4.30) and (4.32). Note that the harmonic
form tells us that for

Note that at any given point on the four-dimensional base, ¢,
is a constant and therefore the 11-dimensional fibration structure
is the correct form for a warped Taub-NUT space.
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r > \/24c, coth j, (4.57)

a new description has to be devised as the harmonic form
will become oscillatory. This bound should be compared to
(4.34) where strong coupling sets in for the radius
equals /24cy.

The non-Abelian enhancement now follows a similar
procedure as outlined in Sec. III B 6. The M2-brane states
wrap around the Taub-NUT singularities to enhance the
gauge symmetry to SU(N). This way we will have V' = 1
supersymmetric SU(N) Yang-Mills theory in four space-
time dimensions appearing from N DS5-branes wrapped on
the two-cycle of a non-Kéhler resolved conifold.

D. Comparing knots from branes
and from gravity duals

In the previous sections we have developed most of the
machinery needed to study the Abelian and the non-
Abelian theories on the wrapped D5-branes on a resolved
conifold from the M-theory point of view. Our aim is to
concentrate on the non-Abelian case with two goals in
mind: the first is to study the connection between the model
of Witten [11] using five-branes and the model of Ooguri-
Vafa [8] using geometric transition picture to study knots
invariants and Khovanov homology. The second goal is to
use our M-theory picture to actually compute some of these
invariants and develop the picture in more generic direc-
tion. A discussion of the first goal, namely connecting the
two models, [8,11], is presented in Sec. IVA 1 and in the
following we will elaborate the story a bit more.

Our starting point, which is the configuration of N D5-
branes wrapped on a two-cycle of a non-Kéhler resolved
conifold, may look a bit different from the configuration
that we used before in Sec. III, namely, a finite number of
D5-branes wrapped on the two-cycles of a warped Taub-
NUT space. Additionally, the supersymmetry is now no
longer N = 4, but is the minimal A/ = 1. The latter tells us
that we have no Coulomb branch, implying that the vector
multiplet is devoid of any scalar fields. Thus the twisting
that we performed in Sec. IIIB 12 to determine the
boundary theory cannot be done in a similar way now.
Additionally, we see that there are apparently two realiza-
tions of the Ooguri-Vafa model in M-theory from the type
IIB configuration.

Using one T-duality—This will lead to the D6-branes
that we studied above. Subsequent lift to M-theory results
in the localized G-flux that has two legs along the
spacetime x| , ;3 directions and two legs along the Taub-
NUT directions leading to gauge fields in the spacetime
directions. The other components of the gauge fields in the
internal directions will appear as non-Abelian scalars in the
noncompact three dimensions. Together they will generate
the A/ = 1 non-Abelian vector multiplet with scalar fields
forming the chiral multiplets.
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Using three T-dualities.—Instead of making one T-
duality to go to the D6-brane picture, we can make three
T-dualities to go to the mirror picture68 [43,44]. Here we
will again get D6-branes but wrapped on the three-cycle of
a non-Kéhler deformed conifold. Lifting this to M-theory
this will lead to another G, structure manifold which is yet
again a warped Taub-NUT space fibered over a three-
dimensional base [45]. The localized G-flux can now be
used to compute the four-dimensional theory as before.

As explained in Sec. IVA 1, despite appearance, the
physics in four spacetime dimensions for both cases are
identical. This is not a surprise because T-dualities gen-
erally do not change the four-dimensional physics. Thus
either of the two configurations—D5-branes wrapped on
two-cycle of a resolved conifold or D6-branes wrapped on
three-cycle of a deformed conifold—may be used to study
the Ooguri-Vafa [8] model. However since the latter is
technically harder, we have used the type IIB model to
study the four-dimensional physics above. Additionally
since a non-Kihler resolved cone may be expressed as a
warped Taub-NUT fibered over a P! base [45], locally at a
given point on P!, the D5-branes can be thought of as
wrapping the two-cycle of the Taub-NUT space. We now
see some resemblance with [11] locally, although the global
picture is different. Unfortunately we cannot extend the
similarity too far because, in the Ooguri-Vafa case, the
absence of the Coulomb branch will not allow us to make
similar manipulations as we did in Sec. III B 12.

Despite this, the gauge theory derivation from M-theory
in the previous section helps us to at least get the
topological piece in a way similar to what we had in
(3.62) before. Let us concentrate on the second piece in
(3.62), namely the topological term. For the present case, it
is more instructive to Euclideanize everything, as we hinted
in Sec. IVA 1. Assuming this, we get

C3/\g4/\g4252 f/\]:, (458)

Zn %

where both X;; and X, are 11- and four-dimensional
Euclidean spaces respectively, and the coupling constant
¢, is defined as

G = é @) nono (4.59)

with @ = d{ as described in (4.56) above, X, is the G,
structure manifold in M-theory and (C3) is the expectation
value of the three-form potential (C3),,,, Which may be
extracted from the four-form G, in (4.52) using the
vielbeins (4.53).

%0ne encounters various subtleties in the duality procedure,
which have been explained in detail in [44].
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One of the key differences between ¢, in (4.59) and ¢, in
(3.63) is the orientations of (C;) appearing in both.
Previously we needed three-form potential of the form
(C3)3,4, (3.67) to determine ¢, in (3.63). Such a component
was generated from the subtle flux arrangement on the two-
cycle of the warped Taub-NUT space to stabilize the D5-D5
pairs against tachyonic instabilities. Now we do not have
such instabilities, and the three-form potential does appear
more naturally from (4.52).

Once we allow for the non-Abelian extension, the
coefficient of the topological term ¢, will remain the same
as (4.59) with a SU(N) trace inserted in the action (4.59),
similar to what we had in Sec. III B 6. The boundary theory
may now be derived in a much simpler way than what we
had in Sec. III B 12. To proceed, we will first assume that
the Euclidean space £, may be written as X4 = S?l) x Rt

where R™ is parametrized by x5 in either the M-theory or
the type IIB metrics. Taking x; or R™ to be the half line, we
can easily infer the boundary theory to be

Spy = (132+52)/ Tr(A/\ dA+%A/\ AN A),
St
(4.60)

where the trace is in the adjoint representation of SU(N)
and A is the non-Abelian gauge field derived from F once
we allow for the full non-Abelian extension in M-theory
(this is similar to what we had in Sec. IIIB6). The

coefficient ¢, is of course the one in (4.59), however Bz

is new. We expect b, to appear in a somewhat similar way
as b, appearing in (3.230) earlier. In other words, in the
presence of a boundary, the kinetic term is not completely
Q invariant, and a piece proportional to (4.58) should
appear as described in (3.230). Considering this, reprodu-
ces (4.60).

The attentive reader must have noticed the key difference
between (3.241) and (4.60). The former is constructed from
a modified gauge field .4, by combining the original gauge
field A and the Coulomb branch scalars ¢ as in (3.240). For
the present case, the vector multiplet has no scalars, and
assuming we keep vanishing expectation values of the
scalars in the chiral multiplets, the boundary theory will be
constructed solely using the non-Abelian gauge field A,
leading to (4.60). Quantum mechanically however the
difference is only in the choices of the coupling constants
for the boundary theories (3.241) and (4.60). This is
because of the following path integral equivalence in the
Euclidean formalism:

/C DAy exp [~ Sona(A)F(A,)

— A DAexp [—Spna(A)|F(A), (4.61)
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where F(.A) is any observable in the theory and C is the
integration cycle. Therefore in the path integral A is just a
dummy variable and can be replaced by the gauge field A.
Although our discussion above is a bit sloppy as we are
ignoring many subtle points, the essential physics is
captured in (4.61). For more details on the equivalence
of two path integrals for both real and complex gauge
fields, one may refer to Sec. 2.4 of [11].

The three-dimensional boundary theory (4.60), defined
on S%I)’ remains the same when we go to the mirror type

ITA side. Since the SYZ transformations [43,44] do not
change the spacetime metric, the three-cycle S?l) on the

type IIB side goes unchanged to the type ITA side. However
the D5-branes wrapped on the two-cycle of the non-Kéhler
resolved conifold become D6-branes wrapped on the three-
cycle S?z) of the non-Kihler deformed conifold. The world

volume of the D6-branes is now (4.7), and therefore a flop
operation (4.8) will transfer the boundary theory (4.60)
defined on the three-cycle S}, to the three-cycle S}, of the

deformed conifold, giving us

. 2i
Sy = (b2+52)/ Tr(A/\ d.A-l—?l.A/\.A/\A),
St

(4.62)

where, although we use the same notation of (4.60), A
should be thought of as the gauge field defined on S?2>.

Knots may now be inserted on S?z) using D2-brane (or D4-

brane) surface operators as shown in Fig. 14. The con-
struction parallels the discussion in Sec. [IIC 1 in spirit
only as specific details differ. The difference of course
stems from the construction of the Ooguri-Vafa model [8]
starting with Table II compared to the construction in
Sec. III starting with Table I. The flop operation (4.8) with
the added complication of geometric transition, as well as
the absence of the Coulomb branch scalars, in fact makes it
harder to implement a similar procedure as in Sec. III C 1.
We will therefore not analyze the story further and only
make few observations keeping most of the details for the
sequel.

The first observation is the M-theory lift of the knot
configurations on S32 . The uplift leads to M2-brane states®
in the G, structure manifold of the second kind associated
with three T-dualities (see discussion above). These M2-
brane states do not wrap the 11-dimensional circle, so are
distinct from the ones leading to non-Abelian enhancement
discussed for the G, structure manifold of the first kind

%*We can also entertain M5-brane states related to D4-branes in
type IIA. This is allowed because we only require codimension
two singularities in S3'2 x R space, and as such can come from
both D2 and D4-branes. This is depicted in Fig. 14.
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FIG. 14. Knot K on D6-branes wrapped on S?z) of a deformed
conifold is represented by a D2-brane (or D4-brane) surface
operator that intersects the D6-branes on K. This picture is before
geometric transition. After geometric transition, the D6-branes
disappear and are replaced by fluxes on a non-Kéhler resolved
conifold, but the D2-brane (or D4-brane) state survives on the
dual side retaining all information of the knot K.

associated with one T-duality. This would then be the uplift
of the surface operators in M-theory.

The second observation is that the knots appearing from
the surface operators do not follow a similar pathway that
we developed earlier in Sec. III C 1 and III C 2 for Witten’s
model [11]. This is because we cannot study the Abelian
version now as the model is only defined for large N,
implying that our earlier analysis of the knots using
operators Ay, By and C,, ) in Sec. IIIC2 may not be
possible now. Second, similar manipulations to the BHN
equations that we did in Sec. IIIC1 now cannot be
performed.

What can be done here? There is one well-known
procedure that we can follow. We can use the canonical
quantization approach by slicing the three-cycle S%z)

containing the knot K into many pieces so that each piece
appears locally as S%z) x R where S%z) is a two-dimensional

sphere with punctures p;’s. On every piece, the action
(4.62) in gauge A, = 0 gives classical solution F;; = 0.
One may compare this to the classical solution 7, =0
that we get from (4.60)—which in turn may be assumed to
be the special case of (3.172) with the scalar fields switched
off. The constraint implies that the physical space {A} to
be moduli space of flat connections on the punctured sphere
S%z) (modulo gauge transformation) which has a finite

volume. After imposing the constraint and then quantizing
gives a finite dimensional Hilbert space H(S(Zz),m)’ with

i=1,2,...r, whose states are related to the r-point
correlation functions of the Wess-Zumino-Novikov-
Witten conformal field theory (WZNW model) in the
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two-dimensional sphere S%Q) [54]. The WZNW model

possesses level k current algebra symmetry G, besides
the conformal symmetry, where the Chern-Simons cou-

pling k = 2z(b, + &,) is identified with the level k of
WZNW models.

This connection between Chern-Simons theory (4.62)
and WZNW model [2,3] brings us to the familiar play-
ground where a path integral of the form (4.61), now
defined with (4.62), may be identified with a quantum state
in the Hilbert space of a WZNW model with r punctures.
The story can be elaborated by working out the link
invariants; one example is shown in Fig. 15, but we will
not do so here. Our aim is to find a supergravity link to this
construction, and we leave this for the sequel.

The third observation is related to geometric transition in
the wrapped D6-branes’ picture. Under geometric transi-
tion, the D6-branes wrapped on the three-cycle S?z) of a

non-Kihler deformed conifold disappear and are replaced
by a non-Kéhler resolved conifold with fluxes and no
branes. What happens to the knot configurations on S?z)?

This was the conundrum that we started off with in
Sec. II B. Introducing the D2-brane surface operators (or
equivalently D4-brane surface operators) in the wrapped
D6-branes’ picture now resolves the conundrum. After
geometric transition, even though the D6-branes disappear,
the D2-brane (or D4-brane) configurations that are respon-
sible for the knots, as shown in Fig. 14, continue to survive
on the resolved conifold side. Thus the gravity dual, which
is our non-Kihler resolved conifold with fluxes, now
equipped with the D2-brane (or D4-brane) states, continues
to retain all the information of knots and knot invariants and
may be extracted with high fidelity.

(A\Nb

N U
\J
(N
Ul
\J
QJJ = Opposite oriented

@/ boundary 2,

Trefoil knot <Yl

FIG. 15. An example of a trefoil knot computation in the
Ooguri-Vafa model. The knot invariant is now proportional to
(¥o|W¥), which is somewhat similar in spirit with the knot
invariants computed earlier. The details however differ.
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V. DISCUSSIONS AND CONCLUSIONS

In recent times we have understood that knot invariants
like Jones polynomial in three-dimensional space W can be
computed by understanding the solutions of certain elliptic
partial differential equations in four-dimensional space V,
where W is the boundary of V. These equations were
originally derived in a topologically modified A = 4 super
Yang-Mills by imposing a localization condition into the
Chern-Simons theory in the three-dimensional boundary W
[11]. The restriction to the three-dimensional boundary was
realized by switching on an axionic field in the four-
dimensional gauge theory defined on V=W x R™. This
way various details about knot configurations may be
addressed directly using the dynamics of four-dimensional
gauge theory.

In a parallel development, Ooguri-Vafa [8] studied
SU(N) knot invariants using a topological theory generated
by wrapping D6-branes on three-cycle of a deformed
conifold. Here the knot invariants may be associated to
counting certain BPS configurations that have origins in the
gravity dual of the wrapped D6-branes’ configuration. The
gravity dual is given by a resolved conifold with topologi-
cal fluxes.

In the first part of our work we present an alternative
derivation of the results of [11]. We show that the physics
studied in both W and V can be derived from a configu-
ration in M-theory on a certain seven-dimensional manifold
with fluxes and no branes other than the M2-branes. These
M2-branes serve a dual purpose: one set of configurations
lead to non-Abelian gauge theory in V; and another set of
configurations lead to surface operators in V that are
responsible for knots in W.

Restricting the knots to the boundary W is achieved by
switching on a dipole or a RR deformation in V that can be
parametrized from supergravity. The M-theory uplifts lead
to a seven-dimensional manifold, as mentioned above, of
the form of a warped Taub-NUT space fibered over a three-
dimensional base. Supergravity analysis leads to a four-
dimensional Hamiltonian (3.158), from where a series of
BPS equations are derived. A set of these BPS equations is
exactly the localization equations of [11,12], and we call
them the BHN equations (the acronym stands for
Bogomolnyi, Hitchin and Nahm). The remaining sets of
the BPS equations are shown to be solved exactly using
supergravity variables. Therefore one of our results was to
show that such equations emerge from M-theory compac-
tifications and their coefficients are succinctly interpreted in
terms of supergravity parameters.

We also considered various types of solutions of such
BHN equations along with their deformations. One pos-
sibility is to have codimension three solutions denoted by
’t Hooft operators. These solutions appear as opers, and we
discuss them briefly here attempting a supergravity inter-
pretation. Another possibility is to have codimension two
solutions denoted by surface operators. We make a detailed
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study of this in our work and show how the surface
operators, which we interpret as certain configuration of
M2-branes, modify the BHN equations. These modifica-
tions are given by introducing delta function sources whose
coefficients can be traced to the supergravity parameters in
our model. Additionally we argue how the M?2-brane
surface operators help us to study the link invariants for
various knot configurations in the Abelian case.

In the second part of the paper we argue how the Ooguri-
Vafa model may also be derived from a configuration
in M-theory defined on a different seven-dimensional
manifold that is given by another warped Taub-NUT
fibered over a three-dimensional base. The warping and
fluxes now are such that the supersymmetry is reduced to
N =1, and the seven-dimensional manifold has a G,
structure. Nevertheless, many of the physics discussed in
the first part of the paper follow a similar route in the
second part too. There are crucial differences of course,
which we point out in our paper. For example the
topological theory is simpler now, but the analysis of knots
using surface operators is harder because there is no
Abelian simplification that can be performed now. There
is also a relocation of the knots on the three-cycle of the
deformed conifold instead on the spacetime boundary W
earlier. This relocation is associated to a flop transition that
can be performed on the mirror type IIA side. In our
opinion these are all new results.

There are a number of future directions. For example, in
the first part we only studied the link invariants for the
Abelian case, so a natural question would to investigate the
non-Abelian scenario. This is harder because, as we dis-
cussed in the text, the effect of the non-Abelian configura-
tion of the surface operators on the BHN equations is
difficult to handle. Thus solving the BHN equations and
interpreting the knots in terms of solutions of the BHN
equations in the non-Abelian case will be more challenging.

For the second part we only make the barest beginnings
in this direction, and leave most of the details for the sequel.
For example, the configuration of the surface operators in
terms of M2- or MS5-branes, details about the flop transition
and the subsequent analysis of knot invariants still remain
to be elaborated. Other connections to A-polynomial of
[21], Khovanov homology [4] etc. have not been touched
here at all, and we expect to study them in the sequel. Thus
we see that the two connections to M-theory seven-
manifolds explored in this paper lead to a rich spectrum
of ideas that can allow us to have a fruitful dialogue
between M-theory supergravity on one hand and topologi-
cal field theory and mathematics on the other.
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