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We demonstrate the applicability of a recently proposed multiscale thermalization algorithm to two-color
quantum chromodynamics (QCD) with two mass-degenerate fermion flavors. The algorithm involves
refining an ensemble of gauge configurations that had been generated using a renormalization group (RG)
matched coarse action, thereby producing a fine ensemble that is close to the thermalized distribution of a
target fine action; the refined ensemble is subsequently rethermalized using conventional algorithms.
Although the generalization of this algorithm from pure Yang-Mills theory to QCD with dynamical
fermions is straightforward, we find that in the latter case, the method is susceptible to numerical
instabilities during the initial stages of rethermalization when using the hybrid Monte Carlo algorithm. We
find that these instabilities arise from large fermion forces in the evolution, which are attributed to an
accumulation of spurious near-zero modes of the Dirac operator. We propose a simple strategy for curing
this problem, and demonstrate that rapid thermalization—as probed by a variety of gluonic and fermionic
operators—is possible with the use of this solution. In addition, we study the sensitivity of rethermalization
rates to the RG matching of the coarse and fine actions, and identify effective matching conditions based on
a variety of measured scales.
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I. INTRODUCTION

Multilevel methods have played an increasingly impor-
tant role in various aspects of lattice QCD simulations,
ranging from Dirac operator inversion [1–4] to evaluation
of correlation functions and other observables [5–7].
Although multilevel methods have been applied success-
fully to Monte Carlo updating in simple systems [8–13],
generalization to gauge evolution in QCD remains an open
challenge. Such methods offer the prospect of dramatically
speeding up lattice QCD calculations as they are exponen-
tially more efficient in exploring the space of configura-
tions and avoid the critical slowing down that current
algorithms typically exhibit as the continuum limit is
approached. Recently, a multiscale method was proposed,
which combines standard gauge evolution techniques with
the multigrid notions of prolongation and refinement to
achieve rapid thermalization of configurations for pure
Yang-Mills theory [14]. With such methods at hand, it was
demonstrated that fully decorrelated streams of ensembles
with well-sampled topology could be efficiently generated,
even in the regime of fine lattice spacing, where topological
freezing can be problematic [15,16].
The multilevel thermalization method introduced in [14]

involves several steps, which we briefly review. First, a
decorrelated coarse ensemble is generated using a renorm-
alization group (RG) matched coarse action. Subsequently,

the coarse configurations are prolongated, or refined, to
produce a fine ensemble. Finally, the configurations in the
prolongated ensemble are evolved (as parallel streams)
according to the fine action until the ensemble equilibrates.
Several key ingredients make this algorithm more efficient
than conventional algorithms, which rely upon a single
Markov chain to generate decorrelated configurations. At
sufficiently fine lattice spacing, the prolongator, appropri-
ately defined, preserves the topological charge density (and
therefore topological charge) on a per-configuration basis.
Thus, the prolongated ensemble inherits the topological
charge distribution of the coarse ensemble, which, if
produced using a properly matched coarse action, will
be correctly distributed according to the probability mea-
sure defined by the fine action up to (coarse) discretization
artifacts. In addition, provided the coarse action is properly
tuned, the long-distance character of the prolongated
ensemble will reflect that of an ensemble generated using
the fine action, and only the short-distance properties will
require correction. The latter motivates the final stage of
fine evolution, which allows the prolongated ensemble to
return to equilibrium. Given that it is the short-distance
properties of the prolongated ensemble that require cor-
rection, it is reasonable to expect that the ensemble would
return to equilibrium rapidly, even when using a local
updating algorithm.
The utility of multilevel thermalization was established

for pure Yang-Mills theory for the gauge group SUð3Þ [14].
At first glance, the introduction of fermions poses no
apparent additional complication to this strategy, although
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the presence of fermion mass scales make the RG matching
of the coarse action more involved. As will be demon-
strated, however, the presence of spurious near-zero modes
of the fine Dirac operator make the initial evolution of
prolongated ensembles unstable in the presence of fer-
mions, and additional measures are required to cure the
problem. We investigate these issues in detail for two-color
QCD with two flavors of heavy fermions, and demonstrate
that with modifications to the multilevel thermalization
strategy, rapid thermalization can be achieved even for
ensembles generated with dynamical fermions. As a
byproduct of this study, we observe that the shortest
rethermalization times are indeed achieved when the coarse
and fine actions are appropriately RG matched. This
empirical observation bridges the disconnect between the
algorithm dependence of rethermalization and the under-
lying physical intuition that motivates a multiscale strategy.
Having constructed an effective multilevel strategy,

we explore possible ways in which the RG matching of
the coarse ensemble can be performed and determine the
efficacy of the matching through investigations of the
rethermalization cost of a range of short- and long-distance
quantities. These include observables constructed from
gluonic degrees of freedom (e.g., functions of Wilson
loops) as well as from fermionic degrees of freedom
(e.g., pion and rho meson correlation functions). It is
apparent from the results that tuning is nontrivial to perform
perfectly, with different observables leading to different
predictions for the RG matched coarse-action parameters,
but in the case at hand, a reasonable best guess could be
determined, with post facto rethermalization studies show-
ing the effectiveness of the choice. The challenges encoun-
tered with RG matching are expected to diminish with
lattice spacing, however, as eventually the matching will
become controlled by perturbative QCD.

II. ACTION, OBSERVABLES, ENSEMBLES,
AND REFINEMENT

We consider two-color QCD with two fermion flavors
on an isotropic four-dimensional Euclidean space-time
lattice, with lattice spacing a. The action is given by
S ¼ Sg þ Sf, where Sg and Sf represent the gauge and
fermion contributions to the action, respectively. For
simplicity, we consider the Wilson (plaquette) gauge action
[17], given by

Sg ¼ −
β

2

X
x

X
μ<ν

WμνðxÞ; ð1Þ

where

WμνðxÞ ¼
1

2
ℜTr½UμðxÞUνðxþ aeμÞUμðxþ aeνÞ†UνðxÞ†�;

ð2Þ

the link variablesUμðxÞ ∈ SUð2Þ for all orientations μ ¼ 0,
1, 2, 3 and positions x, eμ is a basis vector oriented in the
μ-direction, β ¼ 4=g20, and g0 is the bare gauge coupling.
The fermion action is given by

Sf ¼
X
f¼u;d

ψ̄fDwðm0Þψf; ð3Þ

where Dwðm0Þ is the Wilson-Dirac operator evaluated at a
flavor-independent bare quark massm0 (i.e., we work in the
isospin symmetric limit). The Wilson-Dirac operator is
given explicitly by

Dwðm0Þ ¼
�
4

a
þm0

�
−
1

a

X3
μ¼0

ðP−
μΩþ

μ þ Pþ
μ Ω−

μ Þ; ð4Þ

where

P�
μ ¼ 1

2
ð1� γμÞ hxjΩþ

μ jyi ¼ δxþμ;yUðx; μÞ ð5Þ

and Ω−
μ ¼ ðΩþ

μ Þ†.
Numerical studies were performed on lattices of space-

time volume V ¼ L3 × T, taking T ¼ 3L in order to
minimize thermal effects and enable reliable spectroscopic
measurements. Periodic boundary conditions were imposed
in all directions for the gauge field, whereas (anti)periodic

TABLE I. Coarse and fine ensemble generation parameters:
Ntraj represents the total number of HMC trajectories, Nckpt

represents the frequency with which configurations are stored for
subsequent measurement, Neq represents the number of trajecto-
ries generated before measurements take place, 1=δτ is the total
number of steps per trajectory, and Pacc is the acceptance
probability associated with the accept/reject step at the end of
each trajectory. All ensembles were generated using unit length
trajectories. The total number of thermalized configurations
stored is given by Nconf ¼ ðNtraj − NeqÞ=Nckpt.

Label Lattice β am0 Ntraj Nckpt Neq δτ
Pacc
(%)

C1 123×36 1.750 −1.0000 9620 10 500 1=35 83
C2 123×36 1.750 −1.1760 5830 10 500 1=50 81
C3 123×36 1.800 −1.0000 11030 10 500 1=35 84
C4 123×36 1.800 −1.0500 11500 10 500 1=35 82
C5 123×36 1.800 −1.0890 5360 10 500 1=35 80
C6 123×36 1.900 −0.9000 10210 10 500 1=35 83
C7 123×36 1.900 −0.9500 6420 10 500 1=40 86
C8 123×36 1.900 −1.0000 8840 10 500 1=45 88
C9 123×36 1.920 −0.9700 5210 10 500 1=45 88
C10 123×36 1.935 −0.9350 5640 10 500 1=45 90
C11 123×36 1.950 −1.0000 5990 10 500 1=55 79
C12 123×36 2.000 −0.8500 6420 10 500 1=50 91
F 243×72 2.200 −0.7200 7180 10 500 1=75 82

WILLIAM DETMOLD and MICHAEL G. ENDRES PHYSICAL REVIEW D 94, 114502 (2016)

114502-2



boundary conditions in the (time) space directions were
imposed for the fermions. A summary of the coarse and
fine simulation parameters considered can be found in
Table I. All simulations were performed in double precision
using the hybrid Monte Carlo (HMC) updating algorithm
[18], with trajectories of unit length produced using a
standard leapfrog algorithm. A residual stopping condition
of 10−10 was used throughout for the Dirac operator
inversions. For simplicity, we choose to use the same
functional form for coarse and fine actions but note that an
improved RG matching would be possible with a more
complicated coarse action.
For the purpose of RG matching and/or subsequent

thermalization studies, we study a variety of short- and
long-distance quantities. Short-distance observables under
consideration include the space-time averaged plaquette,
given by

hW̄i ¼ a4

6V

X
x

X
μ<ν

hWμνðxÞi ð6Þ

and bare (unrenormalized) chiral condensate,1 given by

hψ̄ψiðbareÞ ¼ 1

8V
hTrD−1

w ðm0Þi: ð7Þ

The space-time trace in the latter observable is evaluated
stochastically using a different Gaussian random source for
each spinor and color component [20]. Extracted values
and uncertainties for these quantities are provided in
Table II for each coarse and fine ensemble that we consider.
To probe long-distance properties of the theory, we

consider vanishing three-momentum projected correlation
functions constructed from isovector meson interpolating
operators, given by

Cs0s
Γ0ΓðτÞ ¼

X
Δ

X
x

hŌs0
Γ0 ðτ þ Δ;xÞOs

ΓðΔ; yÞi; ð8Þ

where x ¼ fτ;xg,

Os
Γðτ;xÞ ¼ Ψ̄s

uðτ;xÞΓΨs
dðτ;xÞ; ð9Þ

and

Ψs
fðτ; zÞ ¼

X
y

ϕsðτ;x; yÞψfðτ; yÞ: ð10Þ

Note that ŌΓðψ̄ ;ψÞ ¼ OΓðψ ; ψ̄Þ, Γ ¼ f1; γμ; γμν; γμ5; γ5g,
Γ† ¼ Γ and TrðΓΓ0Þ ¼ 4δΓΓ0 .2 Two types of gauge-
covariant quark-source wave functions were considered,
namely point sources (s ¼ P), given by ϕPðτ;x; yÞ ¼ δx;y,
and (approximate) Gaussian smeared sources (s ¼ S),
given by ϕSðτ;x; yÞ ¼ hxjð1 − κGΔτÞNG jyi, where κG ¼
w2
G=ð4NGÞ (wG ¼ 4.0 and NG ¼ 80) and Δτ is the three-

dimensional gauge-covariant Laplacian [22]. The
Laplacian involves gauge links associated with time slice
τ that have been stout smeared (10 applications) using a
smearing factor equal to 0.08 [23].
In the regime τ ≫ δ−1, where δ is the mass gap, and

τ ≪ T → ∞, the correlation functions defined above
behave as

Cs0s
Γ0ΓðτÞ ∼ Zs0

Γ0Zs
Γ½e−mΓ0Γτ � e−mΓ0ΓðT−τÞ�; ð11Þ

up to exponentially suppressed excited state contamination.
A variety of scales may be extracted from these correlators
at late times. The pseudoscalar (Γ ¼ γ5) and vector
(Γ ¼ γk, for k ¼ 1, 2, 3) meson masses are given by

amΓΓ ∼ cosh−1
�
CPS
ΓΓðτ þ 1Þ þ CPS

ΓΓðτ − 1Þ
2CPS

ΓΓðτÞ
�
; ð12Þ

and correspond to amπ and amρ, respectively. The bare
partially conserved axial current (PCAC) quark mass may
be determined from the late-time behavior of

amðbareÞ
q ∼

CPS
γ05γ5ðτ þ 1Þ − CPS

γ05γ5ðτ − 1Þ
4CPS

γ5γ5ðτÞ
: ð13Þ

The bare pion decay constant is given by

afðbareÞπ ¼ ZP
γ05

amπ
; ð14Þ

and may be determined from the pseudoscalar mass and
overlap factors extracted from CPS

γ05γ5ðτÞ and CSS
γ5γ5ðτÞ. The

renormalized PCAC mass and pion decay constant are

given bymq ¼ðZA=ZPÞmðbareÞ
q and fπ ¼ ZAf

ðbareÞ
π , respec-

tively. Note that ZA is renormalization-scale independent,
and at one-loop in perturbation theory is given by
ZA ¼ 1 − g20CFdAð1Þ, where CF ¼ 3=4 is the quadratic
Casimir for fermions in the fundamental representation of
the gauge group SUð2Þ, and dAð1Þ ¼ 0.100030ð2Þ [24]
(see also [25] and [26]).
The isovector meson correlation functions described

above were estimated using a single measurement per
configuration. The source location was selected at random

1Note that the bare chiral condensate is dominated by UV
divergent contributions, is not considered a long-distance observ-
able in the context of this work, and therefore is not used for the
purpose of RG matching. The Banks-Casher relation [19]
provides an alternative definition of the chiral condensate, ex-
pressed in terms of the lowest modes of the Dirac operator, and is
therefore insensitive to such divergences; we will return to Dirac
spectra and its relevance for RG matching in a later section.

2Recall that in Euclidean space, γμ ¼ γ†μ ¼ γ−1μ , fγ5; γμg ¼ 0,
γ†5 ¼ γ5, γμν ¼ − i

2
½γμ; γν�, and γμ5 ¼ iγμγ5.
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in order to reduce autocorrelations between measurements.
Each correlator measurement was self-averaged under time
reversal, noting that although time reversal is a symmetry
of the correlators considered, it is not a symmetry of the
background gauge configurations on which they are esti-
mated. Correlators were finally averaged into 50 contiguous
blocks, resulting in a further reduction of autocorrelations.
Correlated single-exponential least-squares fits were per-
formed within the time interval ½0; T=2� in order to extract
the leading overlap factors and exponents of the correlation
function. Statistical uncertainties were determined via a
bootstrap analysis; systematic uncertainties were estimated
by performing scans over all possible fit ranges (with fit
windows greater than five time steps), accepting fits with a
χ2 per degree of freedom (d.o.f.) less than unity, and finally
taking the standard deviation of the central values obtained
for all acceptable fits. Results from this analysis, including
both statistical and systematic uncertainties, are summarized
in Table II.
In addition to correlation functions, and the associated

scales extracted from them, we consider the reference scale
t0 obtained by the Wilson flow equations

d
dt

Vμðx; tÞ ¼ −g20f∂xμSggVμðx; tÞ; Vμðx; 0Þ ¼ UμðxÞ;
ð15Þ

and the condition t20Eðt0Þ ¼ 0.3, where EðtÞ is the
symmetric (clover) action density constructed from
Vμðx; tÞ [27]. The flow radius at this reference scale
corresponds to ρ0 ¼

ffiffiffiffiffiffi
8t0

p
; throughout, we consider lattice

volumes L ∼ 4ρ0 − 5ρ0. Wilson flow was performed using
a step size of 0.01, as described in [27]. Estimates of t0
were determined by a linear interpolation of central values
and uncertainties of t2EðtÞ closest to 0.3 [integrated

autocorrelation times required for a reliable estimate of
statistical uncertainties were determined using the closest
measured values of t2EðtÞ to t0]. Results from this analysis,
including statistical uncertainties, are provided in Table II.
Next, we briefly review the refinement prescription

introduced in [14], which provides the basis for the
prescription used in this work (as will be discussed in
later sections, this refinement prescription will be aug-
mented by a small number of subsequent quenched HMC
updates). First, the coarse link variables are mapped from
the coarse lattice with lattice spacing 2a to the fine lattice
with lattice spacing a following the prescription

Uf
μðxÞ ¼

�
Uc

μðx=2Þ if x=a mod 2 ¼ 0

1 otherwise
; ð16Þ

for each μ, where the superscript labels fine (f) and
coarse (c) link variables, respectively. Subsequently, the
transferred link variables are interpolated into the coarse
hypercube bulk following one of a variety of procedures
(see, e.g., [28–30]). In this work, we follow a variation on
the method of ’t Hooft [30]. We begin by introducing the
functions

χðxÞ ¼
X
μ

ðμ=amod 2Þ;

χμðxÞ ¼ χðx − xμeμÞ;
χμνðxÞ ¼ χðx − xμeμ − xνeνÞ; ð17Þ

which map the p-cells of the fine lattice (p ¼ 0;…; 2
indicates the number of indices on symbol χ) onto the
integers 0;…; 4 − p. The interpolation is then achieved by
sequentially minimizing the actions

TABLE II. Estimated observables and scales on coarse and fine ensembles.a

Label hW̄i hψ̄ψiðbareÞ t0=a2 amðbareÞ
q afðbareÞπ

amπ amρ

C1 0.465135(32) 0.311413(19) 0.6064(2) 0.31836(24)(15) 0.2349(30)(18) 1.2183(7)(2) 1.3153(11)(9)
C2 0.494151(76) 0.315912(32) 0.7761(10) 0.06166(22)(19) 0.1952(43)(73) 0.6051(12)(19) 0.8169(38)(20)
C3 0.483510(34) 0.309388(17) 0.6541(3) 0.26047(35)(4) 0.2203(28)(19) 1.1170(6)(6) 1.2226(14)(11)
C4 0.490134(40) 0.311334(18) 0.6894(4) 0.18734(19)(6) 0.2063(23)(18) 0.9721(8)(12) 1.1005(12)(13)
C5 0.497182(75) 0.312172(27) 0.7352(8) 0.12984(23)(22) 0.2030(45)(29) 0.8298(12)(7) 0.9803(26)(48)
C6 0.511431(40) 0.300575(17) 0.7415(4) 0.27207(21)(40) 0.1909(27)(24) 1.1118(8)(4) 1.1998(15)(6)
C7 0.517712(53) 0.302536(22) 0.7917(6) 0.19868(23)(42) 0.1815(32)(27) 0.9706(7)(5) 1.0757(15)(18)
C8 0.526442(54) 0.303678(19) 0.8855(11) 0.12141(20)(22) 0.1760(33)(23) 0.7774(10)(10) 0.9114(25)(23)
C9 0.530302(77) 0.301810(27) 0.9003(15) 0.13586(20)(14) 0.1723(32)(19) 0.8106(11)(9) 0.9356(20)(14)
C10 0.531018(66) 0.300091(24) 0.8814(12) 0.16736(22)(4) 0.1705(36)(23) 0.8849(12)(6) 0.9972(21)(26)
C11 0.555057(157) 0.298267(46) 1.4471(139) 0.02832(32)(39) 0.1154(45)(61) 0.4030(24)(13) 0.6017(57)(62)
C12 0.547748(61) 0.293940(21) 0.9947(20) 0.19136(25)(35) 0.1597(26)(50) 0.9150(10)(29) 1.0044(17)(16)
F 0.612219(15) 0.280564(5) 3.5075(140) 0.06791(4)(14) 0.1001(12)(13) 0.4446(5)(3) 0.5231(8)(18)

aThe pion decay constant afðbareÞπ differs from that of [21] by a factor of e−amπ=2, which appears to be due to a mislabeling of the time
separation in correlation functions by a single lattice spacing in that work. This discrepancy (e.g., for ensemble C12) is a lattice artifact,
and vanishes in the continuum limit.
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SðdÞg ¼ −
β

2

X
x

X
μ<ν

δd;χμνðxÞWμνðxÞ ð18Þ

with respect to link variables that satisfy χμðxÞ ¼ dþ 1,
starting from d ¼ 0. At each stage d ¼ 0, 1, 2, the
interpolation is carried out by successive applications of
APE smearing [31,32] (appropriately modified) using the
smearing factor 0.05; the smearing is terminated at each

stage when the relative change in SðdÞg becomes less than
0.001%. Further details of this procedure can be found
in [14].

III. RENORMALIZATION GROUP MATCHING

For a given scale-setting quantity, Q, and a fixed set of
fine couplings ðβf; afmfÞ, we define a function βQc ðacmcÞ
by demanding

a
ΔQ

f Qðβf; afmfÞ ¼ a
ΔQ
c Qðβc; acmcÞ; ð19Þ

where ΔQ is the mass dimension of the scale, and for
simplicity we consider the case where ac ¼ 2af. The
coarse action can then be matched to the fine action by
demanding

βQc ðacmcÞ ¼ βQ
0

c ðacmcÞ ð20Þ

for any pair of scales Q and Q0 (more generally, the
requisite number of scales needed to define a matching
condition equals the number of coarse couplings). For this
study, we consider the scalesQ ¼ t0, fπ ,mπ, andmρ for the
matching, which have mass dimensions ΔQ ¼ −2, 1, 1,
and 1, respectively. The functions βQc ðacmcÞ were obtained
by first fitting estimates of Q at various coarse couplings to
the functional form,

aΔQQðβ; amÞ ¼
XNλ

i¼0

XNλ−i

j¼0

βiQði;jÞðamÞj; ð21Þ

treating the Qði;jÞ as fit parameters. Note that this func-
tional form is the simplest that one can consider and does
not account for possible logarithmic and other non-
polynomial dependence of the couplings that may be
present. Results of these fits, including the goodness of

each fit, are provided in Table III for Nλ ¼ 2. These fits
were performed using observables estimated on the
ensembles C4 − C10 and C12. Results for βQc ðacmcÞ,
obtained from the fitted data and observable estimates
on the fine ensemble, F, are shown in Fig. 1 (left). Error
bands include statistical uncertainties associated with the
fits, along with statistical uncertainties associated with the
observable estimates on the fine ensemble. Intersecting
curves obtained with this procedure yield different, but
equally valid, matching conditions. In practice, however,
the quality of the fits and the mutual orthogonality of
certain observables makes some combinations better
discriminants than others. Values of coarse couplings
corresponding to Cx (x ¼ 1;…; 12) are shown in Fig. 1
(left); the subset of ensembles which have been used for
the fit to Eq. (21) are also indicated in the figure.
Differences in the matching conditions for various

pairs of observables result from discretization artifacts,
which have been omitted from Eq. (19), and model
dependence arising from the choice of fit function. Finite
volume effects are expected to be negligible for the
couplings considered in the analysis based on the find-
ings of earlier studies, which use comparably tuned
couplings [21]. In particular, for all the fitted data,
ensembles satisfy to mπL≳ 9. The curves obtained for
each observable in Fig. 1 (left) indicate that mπ and mρ

are fairly correlated, tracking similar paths in the space of
couplings. The reference scale t0, on the other hand,
appears to have coupling dependence that is orthogonal
to mπ and mρ, which is presumably due to the fact that
this scale is derived from a purely gluonic observable.
Although fπ appears orthogonal to the other observables,
and compared to t0, has an inconsistent intersection with
curves for mπ and mρ, this quantity was renormalized
using one-loop perturbation theory, and therefore may
possess significant systematic errors. Taking the differ-
ence between tree-level and one-loop results as a measure
of the uncertainty in ZA, we assign a 5% systematic
uncertainty on βfπc ðacmcÞ, which is not displayed in the
figure. It must be noted that the fit for t0 is of rather low
quality; the fit quality presumably improves by consid-
ering more general functional forms and correspondingly
more data. Increasing the order of the fit to Nλ ¼ 3 and
using all data except C11, for example, yields a better
quality fit, but qualitatively identical results, suggesting

TABLE III. Results obtained from uncorrelated least-squares fits to scale estimates provided in Table II using Eq. (21) as the fit model,
with Nλ ¼ 2. Observables estimated on ensembles C4 − C10, and C12 where included in the fits.

aΔQQ χ2=d:o:f Qð0;0Þ Qð1;0Þ Qð0;1Þ Qð2;0Þ Qð0;2Þ Qð1;1Þ

t0=a2 10.38 115.10(68) −94.04ð46Þ 59.89(57) 19.65(8) 8.79(10) −23.48ð20Þ
afπ 0.00 5.51(2.72) −3.47ð1.63Þ 3.60(2.79) 0.55(27) 0.69(54) −1.14ð96Þ
amπ 0.53 −91.49ð1.17Þ 73.01(73) −59.26ð1.09Þ −14.57ð12Þ −10.56ð21Þ 22.40(38)
amρ 0.34 −72.06ð2.02Þ 58.46(1.32) −46.66ð1.75Þ −11.83ð23Þ −8.31ð37Þ 17.77(56)
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that the model dependence of the results is mild. Given
that the goal here is to provide an estimate of the RG
matched couplings from which to begin rethermalization
studies, any errors in tuning are corrected by rethermal-
ization and therefore the tuning need not be performed
with high precision. In practice, the rethermalization
times can also be used to iteratively refine the parameter
space search, as we will see below.
We may construct a second, model-independent measure

for the matching, by considering the quantity

ωðβc; acmcÞ ¼ 2
X
Q

jaΔQ

f Qðβf; afmfÞ− a
ΔQ
c Qðβc; acmcÞj

jaΔQ

f Qðβf; afmfÞ þ a
ΔQ
c Qðβc; acmcÞj

;

ð22Þ

as a function of the coarse couplings, given a fixed
fine coupling. In the limit that af → 0, with ac=af held
fixed, this measure will presumably yield a single mini-
mum in the coarse coupling plane (assuming only one
fixed point corresponding to a continuum limit); this
minimum would correspond to vanishing ωðβc; acmcÞ,
up to discretization artifacts, and thus identify a
Q-independent matching condition. Although there is
some ambiguity in how the operators should be weighted
(for simplicity we only consider a uniform weight, and
ignore correlations between scales), this choice is
expected to become irrelevant in the continuum limit.3

A plot of ωðβc; acmcÞ is shown in Fig. 1 (right), and
appears largely consistent with the previous, model-
dependent, analysis in the sense that minima occur in
regions of multiple crossings in Fig. 1 (left).

While the matching procedures discussed above are
imperfect, they suggest that the actions corresponding to
ensembles C4, C5, C9, and C10 are good candidate RG
matched coarse actions for the purpose of achieving rapid
rethermalization times. We will consider these particular
choices in greater detail in the next sections. Given the
perturbative renormalization for fπ, however, the cases C4

and C5 should be considered with care. As the continuum
limit is approached, the ambiguities in the choice of the
scales involved in matching will diminish and a more
precise prediction is expected to emerge. Eventually, the
RG will become dominated by perturbative scales for
which analytic predictions for the matched action can be
utilized.

IV. DIRAC SPECTRUM

The spectra of the various Dirac operators are interesting
to investigate as they provide another handle on the RG
matching of the coarse and fine actions. Furthermore,
dynamical fermions generate additional forces (governed
by the Dirac operator) which drive the HMC evolution in
QCD simulations. The effects of such forces have not yet
been considered in the multiscale thermalization studies
of pure Yang-Mills theory. In order to construct an efficient
multiscale thermalization algorithm, a prolongation scheme
that deforms the initial coarse Dirac spectrum into a close
approximation to the fine distribution is desirable. A priori,
it is unclear that the gauge field interpolation introduced in
[14] will fill this role. Indeed, as will be demonstrated in the
next section, the short-distance defects from this interpo-
lation produce a density of spurious low modes of the Dirac
operator and additional steps must be included in the
interpolation scheme to remove them.
For two-color QCD, the Wilson-Dirac operator satisfies

the properties γ†5Dwγ5 ¼ D†
w and C†DwC ¼ D�

w, where C

FIG. 1. Left: Numerical determination of βQc as a function of acmc for Q ¼ t0; fπ; mπ; mρ, given a fine action corresponding to
βf ¼ 2.2 and afmf ¼ −0.7200. Diamonds (⋄) indicate the coarse ensembles included in the fits (i.e., C4–C10, C12), whereas crosses (×)
indicate excluded coarse ensembles. Candidate RG matched coarse ensembles are explicitly labeled, whereas all other ensembles can
be identified from Table I. Right: ωðβc; ac; mcÞ obtained for the same fine action and set of scales; blue regions correspond to minima,
and the hatched region is undetermined given the available data.

3It is possible the RG matching functional could have multiple
minima, although we do not pursue this possibility here.
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is the charge conjugation operator.4 If ψ is an eigenvector
of the positive definite operator M ¼ ðD†

wDwÞ1=2 with
eigenvalue λ, one can show from the relations above that
Cψ� is also an eigenvector of M with eigenvalue λ. Note
that ψ and Cψ� are orthogonal eigenvectors of M (i.e.,
they are independent) due to the antisymmetry of C. For
this study, the lowest 200 (400) unique eigenvalues of M
were determined up to a residual norm tolerance of 10−9

on nconf ¼ 13 decorrelated configurations within each
coarse (fine) ensemble. Accounting for the twofold
degeneracy of eigenvalues, the eigenvalue density is
approximated by

ρnðΔλÞ ¼
1

4VnconfΔλ

Z ðnþ1ÞΔλ

nΔλ
dλ0

X
i

δðλ0 − λiÞ ð23Þ

where i ¼ 0;…; 4Vnconf − 1 is a collective index, which
labels the unique eigenvalues of M on all configurations.
Defined in this way, the approximate eigenvalue density
is normalized such that

Δλ
X
n≥0

ρnðΔλÞ ¼ 1; ð24Þ

in this work, we take bins of size Δλ ¼ 1=ð200 ffiffiffiffi
t0

p Þ.
Plots of the binned eigenvalue density are shown in

Fig. 2 (left) for the fine ensemble, F, and the candidate
RG matched coarse ensembles: C4, C5, C9, and C10. The
ensemble C10 corresponds to simultaneous matching of
the scales t0 and mπ, and appears to have a consistent
eigenvalue distribution with F. On the other hand, the
ensembles C4, C5, and C9 have eigenvalue distributions

which disagree with F, despite evidence from the scale
matching studies that suggest a potentially good match.
Also shown in Fig. 2 (left) is the bare PCACmass measured
on each ensemble, which in all cases is comparable in size
to the spectral gap. Although C9 yields the best agreement
with F in terms of the bare PCAC mass, the validity of this
matching is diminished by the fact that there are potentially
significant and unaccounted for corrections due to the
renormalization of this quantity.

V. THERMALIZATION

For each coarse ensemble Cx (x ¼ 1;…; 12) listed in
Table I, a small but decorrelated subset of configurations of
size nconf ¼ 13 were prolongated using the interpolation
prescription outlined in Sec. II. We indicate these prolon-

gated ensembles by the label Rð0Þ
x . Before considering

gauge evolution, and the rate at which the prolongated
configurations return to equilibrium under HMC, we first
consider the spectral properties of the Dirac operator. The
Dirac spectrum associated with the prolongated ensembles
was determined using the same bare mass parameter as that
of the fine ensemble F. In Fig. 2 (right), we show the Dirac
spectrum obtained for ensemble F and an exemplary

refined ensemble, namely, Rð0Þ
9 . As noted earlier, in the

former case, the spectrum shows a clear gap of the order

amðbareÞ
q . In the latter case, however, we find that the

spectrum is uniformly distributed (at the same resolution
Δλ used for F) over the entire range of eigenvalues
considered.

The presence of near-zero eigenvalues for Rð0Þ
9 imply

large fermion forces at the initial stages of the rethermal-
ization, which demand extremely small HMC step sizes for
stable gauge evolution. For typical integrator step sizes,
such as those described in Table I, such large forces can
drive the prolongated configurations toward a disordered
state (signaling an instability in the HMC algorithm), thus

FIG. 2. Left: Wilson-Dirac spectrum measured on a variety of thermalized ensembles. Vertical lines correspond to t1=20 mðbareÞ
q measured

on C5, F, C9, C4, and C10 (ordered from left to right). Right: Wilson-Dirac spectrum measured on ensemble F, and on an ensemble that

has been refined and evolved using a quenched action. The vertical band corresponds to t1=20 mðbareÞ
q measured on the fine ensemble, F.

4Recall that C ¼ −C⊺, C†C ¼ 1, C†γμC ¼ γ⊺μ, C†γ5C ¼
γ⊺5 ¼ γ�5, and C†TaC ¼ −ðTaÞ⊺ where Ta are the generators of
a real or pseudoreal representation of the gauge group [for SUð2Þ,
all representations are pseudoreal].
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destroying the topology and long-distance correlations we
had set out to preserve. To cure this problem, we consider
an initial quenched evolution of the prolongated ensembles
(using the same evolution parameters as ensemble F, but
with bare mass m0 ¼ ∞). We indicate prolongated con-
figurations that have undergone τ trajectories of quenched

evolution by the label RðτÞ
x . In Fig. 2 (right), we plot the

Dirac spectrum for a particular refined and quenched-
evolved ensemble at times τ ¼ 1, 2, 3, 4, and see that
after only a few iterations, the near-zero modes are removed

and the expected shape of the eigenvalue distribution is
qualitatively restored.
In light of the fact that a short quenched evolution of the

gauge fields can only impact the short-distance properties
of the configuration, and the fact that the observed near-
zero modes are removed after only a few trajectories, such
modes are presumably associated with ultraviolet (UV)
aspects of the configuration. To support this understanding,
we consider the thermalization behavior of a particular
refined and quench-evolved configuration as a function of

FIG. 3. Thermalization curves for the plaquette (top, left), chiral condensate (top, right), action density at flow times t0=4 (center, left)
and t0 (center, right), and pion (bottom, left) and rho (bottom, right) correlation functions evaluated at T=2.
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the quenched evolution time, and find that for long-distance
observables, the thermalization behavior is insensitive to

the quenched evolution time at early times (particularly Rð2Þ
9

and Rð3Þ
9 ). For extended quenched evolution times, this is no

longer expected to be the case; for this reason, we
henceforth chose to incorporate two quenched evolution
steps (i.e., the minimal number needed to eliminate
instabilities of the subsequent dynamical evolution) into
the definition of the prolongation procedure.
For numerical expediency, we consider the rethermaliza-

tion behavior of single configurations, drawn from each Rð2Þ
x

(x ¼ 1;…; 12), as a function of thermalization time. In
Fig. 3 we show the thermalization curves for two exemplary

cases, namely Rð2Þ
5 and Rð2Þ

9 , for a variety of short- and long-
distance observables: hW̄i, hψ̄ψiðbareÞ, ðt0=4Þ2Eðt0=4Þ,
t20Eðt0Þ, log jCPS

γ5γ5ðT=2Þj, and log jCPS
γkγkðT=2Þj (fixed k).

For reference, we also show thermalization curves for both
hot (Fh) and cold (Fc) starts, corresponding to configura-
tions drawn from a thermalized ensemble in the limits ðβ¼0;
m0¼∞Þ and ðβ ¼ ∞; m0 ¼ ∞Þ, respectively. Estimates of
each observable, determined from the equilibrated fine
ensemble described in Table I, are also indicated, along
with the size of fluctuations based on the variance of its
distribution. It should be noted that for the choice of fine
couplings considered in this work, the topological charge
fluctuates frequently, as illustrated in Fig. 4.
From a theoretical standpoint, all observables (as well as

their fluctuations) have a thermalization time dependence
given by

hOiτ ¼ hOi þ
X
n¼1

znðO;PÞe−Enτ; ð25Þ

where the τn ¼ 1=En determine the time scales of the fine
evolution, and P represents the distribution from which the
initial gauge configuration was drawn. The overlap factors
have a separable form, given by

znðO;PÞ ¼ hOjχnih~χnjPi; ð26Þ

where jχni and h~χnj are the left and right eigenvectors of the
transition matrixM, which defines the Markov process (in
this case HMC); these eigenvectors satisfy h~χnjMjχmi ¼
e−Enδnm (see, e.g., [16]). Note that jχni and h~χnj are
algorithm dependent, and our objective is to find a
distribution P with minimal overlap onto the lowest such
modes for a given algorithm. Our underlying assumption is
that such a distribution can be approximately constructed
by prolongating coarse gauge fields, which have been
generated using an RG matched coarse action. Ideally, the
differences between this constructed distribution and the
thermalized distribution are dominated by the fast modes
of M.
Let Px (x ¼ c; h; 1;…; 12) represent the distributions

from which the hot, cold, and prolongated coarse ensem-
bles are drawn. We extract the overlap factors znðO;PxÞ for
various observables and initial probability distributions by
performing coupled multiexponential fits to all data, using
common exponents. Single- and double-exponential fit
results for znðO;PxÞ and En are displayed in Figs. 5
and 6, respectively, for n ¼ 1 and n ¼ 2. Although the
uncertainties on each rethermalization stream are undeter-
mined, we may use the fact that each stream is statistically
independent in order to provide an estimate of the uncer-
tainties in our fit parameters, assuming statistical fluctua-
tions are independent of thermalization time.5 This is
achieved by performing a bootstrap analysis over the
independent streams, while keeping at least one sample
corresponding to Fh and Fc within each bootstrap.
This constraint of the bootstrap procedure is imposed

FIG. 4. Three-loop improved definition of the topological charge operator [33] evaluated at flow times t0=4 (left) and t0 (right).

5Since we are only using these rethermalization studies as a
diagnostic of the efficacy of theRGmatching procedure,we are not
concerned with cleanly determining these algorithm-dependent
overlap parameters. At sufficiently late times, the different starting
configurations (hot, cold, and prolongated) provide a thermalized
fine ensemble of independent configurations and so the uncertainty
on these physical quantities can be estimated appropriately, albeit
with a small ensemble size. Additionally, given that topological
charge fluctuations are frequent for the fine couplings considered,
one need not worry about systematic errors arising from topo-
logical freezing on a single stream.
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as many of the prolongated ensembles have only very short
time windows in which any statistically significant
Monte Carlo time dependence is apparent. Alternatively,
one could use the hot and cold ensembles to determine the
lowest two evolution eigenvalues and then use those fit
results as inputs, fitting the overlaps of each of the
prolongated ensembles onto these modes; similar conclu-
sions would be reached.
In order to extract the relevant quantity, h~χnjPxi, from

the overlap factors, we subsequently perform combined fits
by minimizing

χ2ða; bÞ ¼
X
O;x

½znðO;PxÞ − aObx�2
σ2znðO;PxÞ

ð27Þ

for each n, subject to the normalization constraintP
xjbxj ¼ 1. Note that for a fixed n, the χ2 minimizing

values of aO and bx provide best estimates for hOjχni and
h~χnjPxi, respectively, up to an overall irrelevant normali-
zation constant, which is fixed by the constraint. A
summary of the extracted overlaps h~χ1jPxi, and their
association with each set of coarse ensemble parameters,

FIG. 5. Overlap factors obtained from single- and double-exponential fits to thermalization curves for the plaquette (top, left), chiral
condensate (top, right), action density at flow times t0=4 (center, left) and t0 (center, right), and pion (bottom, left) and rho (bottom,
right) correlation functions evaluated at T=2. Fit results correspond to the cases n ¼ 1 (blue) and n ¼ 2 (orange).
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are displayed in Fig. 7. From analysis of overlap factors, it

is evident that Rð2Þ
9 and Rð2Þ

10 offer the fastest thermalization
times, which is largely consistent with the RG analysis of
Sec. III. In principle, this information could be used to
iteratively improve the RG matching before a large-scale
set of calculations are undertaken. Importantly, the RG
matching can be performed on ensembles of moderate
volume, before undertaking full calculations on large
volumes in which case significant effort can be invested
in the tuning.

VI. CONCLUSION

We have investigated a multiscale thermalization
strategy for two-color QCD with two heavy fermion

flavors. We have demonstrated that a naive application

of the methods proposed in [14] leads to numerical
instabilities in the rethermalization stage of HMC evolu-
tion; however, with minor modifications to the definition of
the prolongator, these instabilities can be eliminated. It is
likely that there are other effective ways of eliminating the
large fermion forces in the initial stages of rethermalization.
In particular, one might consider modifications of the time
steps used in the evolution procedure (e.g., with the use of
multiple time scale integration schemes [34]), the use of
higher-order integrators, or a modification of the fermion
forces (e.g., with the use of mass [35] and/or other
preconditioning schemes). Nevertheless, given the objec-
tive of providing initial configurations that rapidly thermal-
ize under fine evolution, it is acceptable to use any
prolongation procedure, such as the one that we adopt,
providing it preserves the long-distance properties of the
configurations.
Although topological freezing is not an issue for the

particular choice of couplings considered in this work, the
multiscale method considered here provides an avenue for
attaining ensembles with well-sampled topology in the
limit of fine lattice spacing (albeit correctly distributed only
up to inherited coarse action lattice artifacts). It should be
noted that a number of other promising methods have
recently been proposed, which address the issue of topo-
logical freezing [36,37]. The method introduced in this
work can be combined with those approaches to achieve
further reductions in computational cost over those
achieved by either individually.
The approach taken in this work is based on the premise

that the configurations produced by prolongation have an
underlying distribution that is nearly orthogonal to the low
modes of evolution. Although there is no rigorous theo-
retical justification for this, intuitively, one expects this to
be reasonable, providing the configurations originate from
an ensemble generated using a well-matched coarse action,
and the prolongated configurations inherit the long-
distance features of the coarse configurations. Previous
studies of pure Yang-Mills theory indeed confirm this
expectation. In the case a two-color QCD with two heavy
flavors of fermions, we find that matching both gluonic and
fermionic observables result in rethermalization times that
are significantly shorter than the typical thermalization
times for ordered and disordered starts. The results pre-
sented here are therefore an encouraging step forward in the
application of multiscale methods to QCD simulations with
three colors and physical quark masses.
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