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The total cross sections are important ingredients for the current and future neutrino oscillation
experiments. We present measurements of the total charged-current neutrino and antineutrino cross
sections on scintillator (CH) in the NuMI low-energy beamline using an in situ prediction of the shape of
the flux as a function of neutrino energy from 2–50 GeV. This flux prediction takes advantage of the fact
that neutrino and antineutrino interactions with low nuclear recoil energy (ν) have a nearly constant cross
section as a function of incident neutrino energy. This measurement is the lowest energy application of the
low-ν flux technique, the first time it has been used in the NuMI antineutrino beam configuration, and
demonstrates that the technique is applicable to future neutrino beams operating at multi-GeVenergies. The
cross section measurements presented are the most precise measurements to date below 5 GeV.
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Current and future neutrino oscillation experiments that
use neutrino energies from 1–10 GeV [1–4] encounter a
number of scattering processes that occur with comparable
probabilities. Over the last decade, a series of experiments
including K2K [5], SciBooNE [6], MiniBooNE [7], and
T2K [8,9] have explored neutrino cross sections in the
sub-GeV to few-GeV region and have largely focused on
exclusive processes. However, since the NOvA [1] and
DUNE [4] detectors are fully active, those experiments plan
to use as much of the total neutrino interaction rate as
possible. Therefore precise knowledge of the inclusive
charged-current cross section is becoming increasingly
important.
Cross section measurements are challenged by imperfect

knowledge of the incoming neutrino and antineutrino
fluxes. Fluxes can be predicted using detailed beamline
simulations benchmarked with an array of external hadron
production data [3,10,11], constrained using in situ tertiary
muon production measurements [12], or measured using
well-understood processes such as neutrino-electron scat-
tering [13]. Because the flux is the largest uncertainty in
most cross section measurements, constraining the flux
using multiple independent techniques is important.
The low-ν method for flux estimation was proposed by

Mishra [14], pioneered by the CCFR Collaboration [15],
and used by the NuTeV [16] and MINOS [17] collabora-
tions. The inclusive charged-current scattering cross section
for neutrinos can be expressed in terms of neutrino energy
(Eν), the energy transferred to the nucleus (recoil energy
or ν), and the Bjorken scaling variable (x) as
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where GF is the Fermi constant, M is the struck nucleon’s
mass, F2 and xF3 are structure functions, RL is the structure
function ratio F2=ð2xF1Þ, and the “þ” is for νμ and the “−”
is for ν̄μ [18]. If one limits the final-state phase space to
events with ν less than some cutoff ν0 (where ν0 ≪ Eν) the
terms proportional to ν=Eν, ν=E2

ν, and ν2=E2
ν are small,

yielding a cross section that is approximately constant as a
function of neutrino energy. The low-ν restricted cross
section deviates from a constant value both due to the finite
value of ν0 in practical applications and due to the smallQ2

dependence (Bjorken scaling violation) of the structure
functions [19]. While the formulation in Eq. (1) is only
strictly true in the deep inelastic scattering regime, the low-
ν technique is still applicable at lower momentum transfer
since one is restricting the sample to a uniform final-state
phase space and a correspondingly small range of Q2.

Cross sections for neutrino-nucleon scattering from the
quasielastic (QE) regime through resonance production do
have energy dependencies, especially for Eν ¼ 1 GeV.
Corrections for these effects and the associated systematic
uncertainties will be discussed later in this paper.
The shape of the neutrino charged-current event spec-

trum for ν < ν0 can therefore be used to determine the
shape of the neutrino flux as a function of Eν, with the
absolute normalization determined by scaling the flux such
that the extracted inclusive cross section matches the world
average at larger Eν where it is most precisely measured.
This paper reports measurements of the shape of the
neutrino and antineutrino charged-current inclusive cross
sections using neutrino fluxes determined by the low-ν
interactions with data from the MINERvA experiment [18].
Enabled by the low threshold and good energy resolution
of the detector, these measurements cover an energy range
that extends to lower energies than previous measurements
[20], and represent an important demonstration of the
low-ν flux technique for future experiments operating in
the few-GeV region.
The MINERvA detector is a finely segmented solid-

scintillator detector consisting of a fully active tracker
region surrounded by electromagnetic and hadronic calo-
rimeters [21,22]. The events for this analysis occur in the
5.57-ton fiducial region of the tracker. The tracker is
composed, by weight, of 7.5% hydrogen, 88% carbon,
3.2% oxygen, and smaller quantities of more massive
nuclei, and has a 15% excess of protons over neutrons.
The magnetized MINOS near detector [23], located 2 m
downstream of the MINERvA detector, serves as a tracking
muon spectrometer.
The detectors are located in the NuMI neutrino beam-

line at Fermilab [2]. The beam is produced by sending
120 GeV protons to a two interaction length graphite
target. The resulting pions and kaons are focused by a pair
of magnetic horns and decay in a 675 m helium-filled
decay pipe to produce neutrinos. The resulting broadband
neutrino energy spectrum peaks at approximately 3 GeV
but extends from below 1 GeV up to 120 GeV. The horns
can be set to focus either positive pions producing a νμ-
enhanced beam (forward horn current or FHC) or negative
pions producing an ν̄μ-enhanced beam (reverse horn
current or RHC). The analysis reported here includes
the dominant FHC νμ and RHC ν̄μ samples, referred to as
the “focused” samples, and the minority RHC νμ and FHC
ν̄μ samples, referred to as the “defocused” samples. The
data in this study were recorded between March 2010 and
April 2012 in the “low-energy” configuration of the target
and horns. The FHC (RHC) data represent 3.175 × 1020

(1.09 × 1020) protons on target.
Neutrino interactions in MINERvA are reconstructed by

first sorting energy deposits into temporally associated
groups called “time slices,” and then the hits within a time
slice are sorted into spatially associated “clusters” within
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each scintillator layer. Collinear clusters within a time slice
are used to reconstruct tracks through the tracker and
calorimeter regions. Tracks in MINOS are identified in a
similar way. Events are required to have one MINERvA
track matched to a track in MINOS, and that track is
identified as coming from a muon. The MINOS-match
requirement limits the angular acceptance of muons to
within roughly 20° of the beam axis and imposes an energy
threshold on muon identification of 1.5 GeV. The momen-
tum of the muon can be determined by either range or
curvature in the MINOS detector. To reduce backgrounds,
muons are required to have their charge reconstructed with
greater than 3.3σ significance. Each event is assigned a
vertex by tracking the muon upstream through the inter-
action region until no energy is seen in an upstream cone
around the track. Events are required to have a recon-
structed vertex within the tracker fiducial volume. The
recoil energy is reconstructed calorimetrically from clusters
in the tracker and downstream calorimeters that are not
associated with the muon and are within a 55 ns window of
the muon’s clusters. The reconstructed neutrino energy is
the sum of the muon and recoil energies [21].
The MINERvA simulation uses the GENIE package1 for

neutrino interactions [24]. The flux is simulated using a
GEANT4 simulation2 with corrections to reproduce external
hadron production data [25–33] where the external data are
scaled to different incident particle energies using the
FLUKA simulation [34,35]. The version of the flux used
in this analysis was released in 2013 and used in early
MINERvA publications [11,13]. To model the detector
response a GEANT4 simulation3 is combined with a model
for the readout chain, and the latter is tuned to match the
detector response to muons in data. The statistics of the
simulation is a factor of 10 above the data statistics.
The cross section in bins of neutrino energy is

computed as

σ ¼ UðD − BÞ
ϵΦTΔ

; ð2Þ

where D is the reconstructed inclusive interaction yield, B
is the background yield predicted by the simulation,U is an
unfolding operation, ϵ is the acceptance correction, Φ is the
neutrino flux, T is the number of target nucleons in the
fiducial volume, and Δ is the width of the neutrino energy
bin. The flux is determined using the low-ν subsample of
the data:

Φ ¼ η
UνðDν − BνÞ

ϵνσνTΔ
; ð3Þ

where the subscript ν indicates that the data, background,
acceptance, unfolding, and cross sections have been
restricted to ν < ν0, which is known as the “flux” sample.
The small Eν dependence of the low-ν cross section
introduces a shape dependence to the yield of flux sample
events apart from the flux; these variations are corrected for
by dividing by the low-ν cross section, σν ¼ σðν < ν0; EνÞ,
as predicted, by the GENIE simulation. The low-ν flux is
then normalized such that the extracted inclusive charged-
current cross section matches the world average between 9
and 12 GeV. The low-ν normalization factor, described in
more detail below, is denoted by η.
The event samples used for the flux determinations

reported here utilize a ν < ν0 cut, with ν0 varying based
on reconstructed neutrino energy. The ν0 cut choice is a
balance between competing concerns. Selecting a larger ν0
will select more data and yield smaller statistical uncer-
tainties in the flux. Selecting a smaller ν0 will reduce the
energy dependence of the low-ν cross section, and hence
the flux-model dependence. As neutrino energy decreases
for a given ν0 cut, the fraction of the inclusive sample that
is also in the low-ν flux sample (the overlap fraction)
increases, which increases correlations between the low-ν
flux and the inclusive cross section.
Measurements by MINERvA and other experiments

show disagreement with GENIE predictions for both qua-
sielastic scattering [5,7,36–40] andΔ resonance production
[41,42], which both are largely contained below ν ¼
300 MeV suggesting a lower limit on the ν0 cut to reduce
sensitivities to mismodeling. By selecting ν0 ≥ 300 MeV
for all neutrino energy regions, discrepancies between data
and simulations at low energy transfer should appear as a
nearly constant offset in each neutrino energy bin of the
flux sample (due to their identically restricted final-state
phase spaces) and are significantly constrained by the
normalization technique. Given the competing concerns,
the cross section and flux extraction procedure is repeated
in parallel for three ν0 cuts in three energy regions, with the
resulting fluxes cross-normalized by independently varying
the normalization factors (η) for the flux in each neutrino
energy range.
The minimum neutrino energy for each ν0 cut is set

to keep the fraction of cross section events that pass the
low-ν cut in each bin less than 50%: ν0 ¼ 300 MeV for
Eν > 2 GeV, ν0 ¼ 800 MeV for Eν > 5 GeV, and ν0 ¼
2 GeV for Eν > 9 GeV (c.f. Fig. 1). In the lowest ν̄μ bin
this condition is not met with the low-ν sample fraction
rising to 67%. We chose to accept the larger sample
overlap fraction in that bin and corresponding somewhat
larger systematic uncertainties, or we would not have
been able to report a statistically significant result in that
bin (due to the muon momentum threshold and the
inelasticity distribution in antineutrino scattering).
Figure 2 shows the focused νμ and ν̄μ yields for the
inclusive and ν0 ¼ 300 MeV samples.

1
GENIE version 2.6.2 with the GRV98LO parton density

functions.
2
GEANT4 version 9.2.p03 with the FTFP physics list.

3Version 9.4.2 with the QGSP_BERT physics list.
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The background in the selected samples is dominated by
muon charge misreconstruction, and the background frac-
tion is determined from the simulation. This fraction is
negligible for the focused samples, but up to 5% for the
defocused samples. The simulated yield (reconstructed
signal plus background) is scaled to the data in each energy
bin before the background subtraction.
The data after background subtraction are unfolded to

true neutrino energy to remove detector resolution and
biases in muon and recoil energy reconstruction using
two-iteration Bayesian unfolding [43]. The migration
probabilities are summarized in matrices of true versus

reconstructed neutrino energy that are evaluated independ-
ently for each sample using the simulation. The neutrino
energy binning is chosen to keep the bin migration well
below 50% to control the bin-to-bin correlations in the
unfolded distributions.
The acceptance correction is derived from simulation

and primarily accounts for reconstruction inefficiency due
to the MINOS track-matching requirement. The acceptance
also corrects for migration into, or out of, the fiducial
volume and migration across the ν0 cut in the flux samples.
In the low-ν samples, where most of the neutrino energy is
transferred to the muon, the acceptance is greater (rising to
70% at 5 GeV and 90% at 20 GeV) than in the inclusive
samples (rising to 40% at 5 GeVand 60% at 20 GeV). The
energy dependence of σν arising from both the nonzero
value of ν0 and the small Q2 dependence of the structure
functions is evaluated utilizing the GENIE neutrino inter-
action simulation (Fig. 3).
The normalization of the extracted flux [Eq. (3)] is

performed successively for each ν0 cut yielding a set of
three normalizations. The ν0 ¼ 2 GeV flux sample is
normalized such that the extracted total cross section
matches an externally measured value in the 9–12 GeV
bin. The normalization energy is selected to be high enough
that σðEνÞ=Eν is approximately constant but low enough to
mitigate statistical uncertainties. The ν0 ¼ 800 MeV result
is then cross-normalized to the ν0 ¼ 2 GeV result to
minimize the χ2 difference for 9 GeV < Eν < 22 GeV.
This larger window is used for the more restrictive,
lower-energy, samples to reduce the statistical uncertainty
in their normalization. The ν0 ¼ 300 MeV result is then
cross-normalized to the combined results for 5 GeV <
Eν < 22 GeV. The external data is the basis for the overall
normalization. If one changed the value used for the
external normalization the whole result would shift
accordingly.
To compare these cross sections to prior measurements,

which are on different nuclei, we report isoscalar-corrected
cross sections by multiplying by the ratio of the per nucleon
cross sections on C12 and the mix of materials in

FIG. 1. The fraction of events in each bin of the νμ (left) and ν̄μ
(right) samples that are included in the low-ν samples (the sample
overlap) in the simulation are plotted with their statistical
uncertainties. The vertical lines indicate the minimum neutrino
energy for each ν0 cut. Note the bilinear horizontal energy scale
that will be employed throughout this paper.

FIG. 2. Reconstructed focused event yields for neutrinos in
FHC (left) and antineutrinos in RHC (right) for the inclusive
sample (top) and the sample restricted to ν0 ¼ 300 MeV (bottom)
in data and simulation. Data are plotted with statistical
uncertainties, while simulated data are plotted with systematic
uncertainties.

FIG. 3. Low-ν cross sections for neutrinos (left) and antineu-
trinos (right) as derived from the GENIE event generator (version
2.6.2). Vertical lines indicate the minimum neutrino energy for
each ν0 cut.
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MINERvA as derived from the GENIE simulation. The
isoscalar correction for neutrinos varies from 0.96 at low
energies to 0.98 at high energies, while the correction for
antineutrinos is essentially constant at 1.03.
The systematic uncertainties on the shapes of the flux

and cross section measurements originate from a variety of
sources. The MINOS Collaboration reports a 2% uncer-
tainty on range-based momentum measurements [23]. The
systematic uncertainty of a curvature-based measurement is
driven by the uncertainty on the magnetic field model of the
detector with uncertainties of 0.6% for pμ > 1 GeV=c and
2.5% for pμ < 1 GeV=c, which is added in quadrature to
the range-based uncertainty [21]. The simulated efficiency
for the muon reconstruction is benchmarked by extrapo-
lating reconstructed tracks in the MINOS (MINERvA)
detector and measuring the rate of failures in the MINERvA
(MINOS) detector in both data and simulation.
The systematic uncertainty on the calorimetric

reconstruction of ν is estimated by convolving individual
particle uncertainties into the GENIE model’s ensemble of
final states. The uncertainties on the proton (10%) and
meson (5%) calorimetric responses are derived from test
beam studies.4 The uncertainty on the electromagnetic
(e�; π0; γ) response (3%) is derived from studies of
Michel electrons [21], the π0 mass peak [45], and a test
beam study [44]. The neutron response uncertainty (15%)
is based on comparisons between measured inelastic cross
sections of neutrons on carbon and GEANT4 simulations of
those measurements. At low ν, where QE final states
dominate, the uncertainty approaches 10% (15%) for
neutrinos (antineutrinos). At high ν, where the majority
of the recoil energy is carried by charged and neutral pions,
the uncertainty approaches 6% for both neutrinos and
antineutrinos.
Biases in the recoil energy measurement can come from

both accidental activity in the detector and from muon
bremsstrahlung. Because the recoil energy measurement
comes from summing all the energy in the detector within a
55 ns time window, energy from other neutrino interactions
coincident with the neutrino interaction of interest will be
added to the recoil energy. Furthermore, the primary muon
in the event may undergo large energy loss when the muon
produces knock-on electrons or emits a photon via brems-
strahlung. These secondary particles travel some distance
from the muon’s trajectory and may not be associated with
the muon during reconstruction, which again leads to an
overestimate of the recoil energy.
Accidental activity is modeled by overlaying a single

simulated neutrino interaction onto a randomly selected
data spill. Then, we compare the off-track energy for muon

tracks between data and a simulation that includes acci-
dental activity. The small data-simulation difference is
added as a correction to the recoil energy simulation.
The low-ν flux shape measurement is largely insensitive

to the neutrino flux used in the simulation. Uncertainties in
the shape of this simulated flux, however, could subtly
affect the unfolding correction. The flux uncertainty is
dominated by the uncertainty in the external hadron-
production measurements [11]. There are also uncertainties
in modeling the beamline focusing system [46]. For the
portion of the flux produced by interactions on nuclei that
are not covered by external data (e.g. the aluminum horns
and steel decay-pipe walls) the systematic uncertainties
are derived from the spread between different hadronic
interaction models [11]. The effect of these uncertainties in
the initial flux are found to be negligible, as verified by a
data-driven test described later in the paper.
The uncertainties in the GENIE simulation are evaluated

based on recommendations from the GENIE Collaboration
and incorporate uncertainties in the external data used to
tune their models [47]. The most significant uncertainties
in the low-ν flux shape measurement, and hence the cross
section measurement, are related to QE scattering and
resonance production, which dominate the low-ν samples.
There are two important nuclear effects that have not yet

been incorporated into the GENIE version used for this
analysis. The random phase approximation (RPA) model
incorporates long-range nucleon-nucleon correlations
resulting in a reduced inclusive cross section at low energy
transfers. The meson exchange current (MEC) model
describes a process in which nucleons within a nucleus
exchange momentum via a pion during the interaction
resulting in two-nucleon final states and an increased cross
section for energy transfers between where QE and Δ
production are the dominant processes. Since the default
GENIE model does not simulate these processes, a GENIE

implementation [48] based on the Valencia model [49]
was employed to evaluate their effects on the QE process,
which include a suppression for ν < 200 MeV and modest
enhancement at higher ν (Fig. 4). The agreement between
the neutrino data and simulation is significantly improved
with the RPA and MEC models [40]. The entire difference
between the GENIE default prediction and the prediction
including the RPA and MEC models is taken as the
systematic uncertainty for these nuclear effects. The same
uncertainty is also applied to the antineutrino analysis.
The GENIE Collaboration recommends a large uncer-

tainty on the charged-current quasielastic axial mass
(MCCQE

A ) to cover observed discrepancies in experimental
data [47]. This large range is intended to cover unmodeled
effects like those in the RPA and MEC models. Since those
uncertainties are directly assessed, as described above, the
large MCCQE

A variations are not included in the systematic
uncertainty of the interaction model. Instead a smaller
estimated (2%) variation, resulting from an analysis of

4Note that this analysis uses an older version of the simulation
than Ref. [44] and does not incorporate the improvements derived
from the test beam program which would have reduced these
uncertainties.
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exclusive-state measurements from precision measure-
ments [50], is evaluated and has a negligible effect.
This low-ν-flux analysis results in the shape of the

neutrino fluxes that are then used to determine the shapes
of the charged-current inclusive cross sections for neutrinos
and antineutrinos. The fluxes are normalized to reproduce
inclusive total cross sections between 9 < Eν < 12 GeV.
The νμ inclusive cross section normalization is taken from
the NOMAD experiment [10], which reports a cross section
measurement with 3.6% systematic uncertainty between
9 < Eν < 12 GeV. No correspondingly precise single
measurement exists for ν̄μ. The ν̄μ normalization is instead
set to the predictions from the GENIE simulation, which is
tuned to the world’s inclusive data. The uncertainty is
derived according to the prescribed GENIE model parameter
uncertainties and evaluates to 10.6%. The normalization
process adds a flat uncertainty that is the quadrature sum of
the external uncertainty and the statistical uncertainty in the
normalization bin. The resulting normalization factors
[η from Eq. (3)] are listed in Table I for each sample. A
value of η < 1 indicates that data prefer a lower low-ν cross
section than modeled in the GENIE simulation.

The resulting normalized neutrino and antineutrino fluxes
are shown in Fig. 5 for both the FHC and the RHC beam
configurations. The external normalization uncertainty
dominates over the shape-dependent uncertainties.5 Muon
energy reconstruction also contributes a significant uncer-
tainty at lower neutrino energies as the measured shape of the
flux is determined from low-ν events where the majority of
the energy goes into the final-state muon. Each of the flux
results show a similar deficit in lower energies (2–5 GeV)
and a modest excess at higher energies when compared to
a priori flux estimations.
An independent in situ flux constraint can be obtained by

measuring neutrino elastic scattering off atomic electrons.
A purely leptonic process, the cross section is precisely
calculable, allowing a measurement of the integrated
neutrino flux based on the observed interaction rate. The
MINERvA electron-scattering analysis [13] agrees better
(at the 10% level) with the fluxes measured by this analysis
than the version of the flux used in the simulation [11].
Figure 6 shows the isoscalar-corrected inclusive charged-

current cross sections for both νμ and ν̄μ with combined
statistical and systematic uncertainties.6 By definition, the
systematic uncertainties collapse to the normalization
uncertainty in the 9–12 GeV bin. The νμ cross section

TABLE I. Normalization factors (η) and their statistical un-
certainties for neutrinos and antineutrinos by ν0 sample and the
total event yields. The uniform 3.6% (10.6%) external normali-
zation uncertainty for νμ (ν̄μ), described in the text, are in addition
to the uncertainties in this table.

ν0 cut (GeV) η Yield (103 events)

Neutrinos

2.0 0.925� 0.009 119.1
0.8 0.958� 0.009 75.4
0.3 0.946� 0.012 29.6
Inc. n=a 215.2

Antineutrinos

2.0 0.943� 0.021 24.9
0.8 1.085� 0.019 18.2
0.3 1.200� 0.020 10.4
Inc. n=a 32.7

FIG. 4. Area-normalized event yields as a function of ν for νμ
events with 3 < Eν < 4 GeV (left) and 9 < Eν < 12 GeV
(right). The square points are data plotted with statistical
uncertainties, the red line is the default GENIE prediction with
shape-only systematic uncertainties, and the blue line is the
modified prediction including RPA and MEC effects.

FIG. 5. Measured fluxes for neutrinos in the FHC tune (top
left), antineutrinos in the RHC tune (top right), neutrinos in the
RHC tune (lower left), and antineutrinos in the FHC tune (lower
right) are shown with combined statistical and systematic
uncertainties and are compared to the a priori flux calculation
used in the simulation.

5Tables with error breakdowns and covariance matrices for the
extracted fluxes are included in supplemental material [51].

6Tables with error breakdowns and covariance matrices for
the extracted cross sections are included in supplemental
material [51].
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uncertainty is dominated by the normalization, except in
the lowest energy bin where the GENIE model and the
calorimetric reconstruction each contribute significantly
to the uncertainties. The ν̄μ cross section uncertainty is
dominated by the normalization uncertainty, except at high
energies where the statistical uncertainty is significant.
As a cross-check the cross section analysis is also

performed using the “defocused” samples (neutrinos in
RHC and antineutrinos in FHC). The polarity of the
MINOS magnet is set to defocus the muons in these
samples resulting in a significantly different acceptance
correction. In the focused samples the backgrounds are
negligible while in the defocused samples there are sub-
stantial backgrounds from charge-misidentified muons in
MINOS. The extracted cross sections from the defocused
and focused samples agree to within their statistical
uncertainties. Another cross-check is to repeat the analysis
starting with the extracted low-ν fluxes instead of the
simulated fluxes to check for consistency. The resulting
cross sections are consistent to better than 1% in every bin,
which verifies that the extracted cross sections are insensi-
tive to the initially assumed simulated fluxes.
Figure 6 compares the measured isoscalar-corrected

charged-current inclusive νμ cross section to the MINOS
[17], T2K [52–54], CCFR [15], Argoneut [55,56] IHEP-
JINR [57], NOMAD [10], NuTeV [16], CDHS [58],
and IHEP-ITEP [59] measurements. Not shown are the
Gargamelle [60] and SciBooNE [6] results, which reported
less precise neutrino cross sections within the plotted
energy range. MINOS measured inclusive cross sections
on iron using the low-ν flux technique. T2K measured the
cross sections in the ND280 and INGRID detectors. The
T2K flux was determined from a simulation of their
beamline constrained by particle production data. For this
comparison, the T2K results were isoscalar corrected with a
value of 1.043 for the scintillator data point (0.85 GeV),
and a value of 0.98 for the iron data points (1.1, 1.5, 2.0,

and 3.3 GeV) derived from the MINOS correction [61].
The results of this analysis agree with the NOMAD and
MINOS results within uncertainties, but extend to lower
energies.
Figure 6 also compares the measured isoscalar-corrected

charged-current ν̄μ inclusive cross section to the MINOS
[17], IHEP-ITEP [59], and IHEP-JINR [57], CCFR[15],
Argoneut [55,56], NuTeV [16], and CDHS [58] measure-
ments. Not shown are the Gargamelle [62] results, which
reported less precise neutrino cross sections within the
plotted energy range. This analysis and the IHEP-JINR
results are the most precise measurements of the energy
dependence of the charged-current inclusive antineutrino
cross section below 5 GeV.
In summary, the low-ν flux technique described in this

paper yields a total charged-current inclusive cross section
shape measurement on CH for both neutrinos and anti-
neutrinos in the 2–9 GeV region, which is precisely the
region that the current and future oscillation experiments
using totally active detectors will occur. Unlike the mea-
surements of the individual processes (quasielastic, pion
production) the total cross section measurements agree
with the GENIE simulation and prior data to within their
uncertainties but extend to lower neutrino energies than
other precision measurements. A byproduct of this analysis
is the νμ and ν̄μ flux measurements, both for the forward
and reverse horn polarities that have been used in the
Low Energy NuMI beamline configuration. This is the first
time a low-ν-based technique has been used in the NuMI
antineutrino-enhanced beam tune. This measurement is the
lowest energy application of the low-ν-flux technique, and
demonstrates that the technique is applicable to future
neutrino beams operating at multi-GeV energies.
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FIG. 6. Measured isoscalar-corrected inclusive charged-current
neutrino cross section for neutrinos (left) and antineutrinos (right)
plotted with combined statistical and systematic uncertainties and
compared to world data and the GENIE simulation.

MEASUREMENTS OF THE INCLUSIVE NEUTRINO AND … PHYSICAL REVIEW D 94, 112007 (2016)

112007-7



[1] D. S. Ayres et al. (NOvA Collaboration), Report No. FER-
MILAB-DESIGN-2007-01, http://dx.doi.org/10.2172/
935497.

[2] P. Adamson et al., Nucl. Instrum. Methods Phys. Res., Sect.
A 806, 279 (2016).

[3] K. Abe et al. (T2K Collaboration), Phys. Rev. D 87, 012001
(2013); 87, 019902(E) (2013).

[4] R. Acciarri et al. (DUNE Collaboration), arXiv:1512.06148.
[5] R. Gran et al. (K2K Collaboration), Phys. Rev. D 74,

052002 (2006).
[6] Y. Nakajima et al. (SciBooNE Collaboration), Phys. Rev. D

83, 012005 (2011).
[7] A. A. Aguilar-Arevalo et al. (MiniBooNE Collaboration),

Phys. Rev. D 81, 092005 (2010).
[8] K. Abe et al. (T2K Collaboration), Phys. Rev. D 93, 072002

(2016).
[9] K. Abe et al. (T2K Collaboration), Phys. Rev. D 87, 092003

(2013).
[10] Q. Wu et al. (NOMAD Collaboration), Phys. Lett. B 660, 19

(2008).
[11] L. Aliaga Soplin, Ph.D. thesis, College of William and

Mary, FERMILAB-THESIS-2016-07, 2016, http://dx.doi
.org/10.2172/1254643.

[12] L. J. Loiacono, Ph.D. thesis, University of Texas at Austin,
FERMILAB-THESIS-2010-71, 2010, http://dx.doi.org/10
.2172/1151630.

[13] J. Park et al. (MINERvA Collaboration), Phys. Rev. D 93,
112007 (2016).

[14] S. Mishra, in Proceedings of the Workshop on Hadron
Structure Functions and Parton Distributions, edited by
D. Geesaman et al. (World Scientific, Singapore, 1990),
p. 84.

[15] W. G. Seligman, Ph.D. thesis, Nevis Labs, Columbia
University, FERMILAB-THESIS-1997-21, 1997.

[16] M. Tzanov et al. (NuTeV Collaboration), Phys. Rev. D 74,
012008 (2006).

[17] P. Adamson et al. (MINOS Collaboration), Phys. Rev. D 81,
072002 (2010).

[18] J. D. Devan, Ph.D. thesis, College of William and Mary,
FERMILAB-THESIS-2015-29, 2015, http://dx.doi.org/10
.2172/1248217.

[19] A. Bodek, U. Sarica, D. Naples, and L. Ren, Eur. Phys. J. C
72, 1973 (2012).

[20] P. D. Group, Chin. Phys. C 38, 090001 (2014).
[21] L. Aliaga et al. (MINERvA Collaboration), Nucl. Instrum.

Methods Phys. Res., Sect. A 743, 130 (2014).
[22] G. Perdue et al. (MINERvA Collaboration), Nucl.

Instrum. Methods Phys. Res., Sect. A 694, 179 (2012).
[23] D. Michael et al. (MINOS Collaboration), Nucl. Instrum.

Methods Phys. Res., Sect. A 596, 190 (2008).
[24] C. Andreopoulos et al., Nucl. Instrum. Methods Phys. Res.,

Sect. A 614, 87 (2010).
[25] C. Alt et al. (NA49 Collaboration), Eur. Phys. J. C 49, 897

(2007).
[26] B. Baatar et al. (NA49 Collaboration), Eur. Phys. J. C 73,

2364 (2013).
[27] D. S. Barton et al., Phys. Rev. D 27, 2580 (1983).
[28] S. P. Denisov, S. V. Donskov, Y. P. Gorin, R. N.Krasnokutsky,

A. I. Petrukhin, Y. D. Prokoshkin, and D. A. Stoyanova,
Nucl. Phys. B61, 62 (1973).

[29] J. V. Allaby et al. (IHEP-CERN Collaboration), Phys. Lett.
30B, 500 (1969).

[30] A. S. Carroll et al., Phys. Lett. 80B, 319 (1979).
[31] N. Abgrall et al. (NA61/SHINE Collaboration), Phys. Rev.

C 84, 034604 (2011).
[32] A. V. Lebedev, Ph.D. thesis, Harvard University, FERMI-

LAB-THESIS-2007-76, 2007, http://dx.doi.org/10.2172/
948174.

[33] G. M. Tinti, Ph.D. thesis, Oxford University, FERMILAB-
THESIS-2010-44, 2010, http://dx.doi.org/10.2172/948174.

[34] A. Ferrari, P. R. Sala, A. Fasso, J. Ranft, O. Europenne, P.
La, R. Nuclaire, A. Ferrari, P. R. Sala, A. Fass, and J. Ranft,
Report Nos. CERN 2005-10, INFN/TC 05/11, SLAC-R-773
(2005).

[35] T. T. Böhlen, F. Cerutti, M. P. W. Chin, A. Fassò, A. Ferrari,
P. G. Ortega, A. Mairani, P. R. Sala, G. Smirnov, and V.
Vlachoudis, Nucl. Data Sheets 120, 211 (2014).

[36] J. L. Alcaraz-Aunion and J. Walding (SciBooNE Collabo-
ration), AIP Conf. Proc. 1189, 145 (2009).

[37] L. Fields et al. (MINERvA Collaboration), Phys. Rev. Lett.
111, 022501 (2013).

[38] G. A. Fiorentini et al. (MINERvA Collaboration), Phys.
Rev. Lett. 111, 022502 (2013).

[39] T. Walton et al. (MINERvA Collaboration), Phys. Rev. D
91, 071301 (2015).

[40] P. A. Rodrigues et al. (MINERvA Collaboration), Phys.
Rev. Lett. 116, 071802 (2016).

[41] B. Eberly et al. (MINERvA Collaboration), Phys. Rev. D
92, 092008 (2015).

[42] A. A. Aguilar-Arevalo et al. (MiniBooNE Collaboration),
Phys. Rev. D 83, 052007 (2011).

[43] G. D’Agostini, Nucl. Instrum. Methods Phys. Res., Sect. A
362, 487 (1995).

[44] L. Aliaga et al. (MINERvA Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 789, 28 (2015).

[45] T. Le et al. (MINERvA Collaboration), Phys. Lett. B 749,
130 (2015).

[46] Z. Pavlovic, Ph.D. thesis, University of Texas at Austin,
FERMILAB-THESIS-2008-59, 2008, http://dx.doi.org/10
.2172/945117.

[47] C. Andreopoulos et al., The GENIE neutrino Monte Carlo
generator physics & user manual, http://genie.hepforge.org/
manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf.

[48] J. Schwehr, D. Cherdack, and R. Gran, arXiv:1601.02038.
[49] R. Gran, J. Nieves, F. Sanchez, and M. J. Vicente Vacas,

Phys. Rev. D 88, 113007 (2013).
[50] A. Bodek, S. Avvakumov, R. Bradford, and H. Budd,

Eur. Phys. J. C 53, 349 (2008).
[51] See Supplemental Material at http://link.aps.org/

supplemental/10.1103/PhysRevD.94.112007 for tables of
the measured fluxes and cross sections with uncertainties
and tables of their covariance matrices.

[52] K. Abe et al. (T2K Collaboration), Phys. Rev. D 87, 092003
(2013).

[53] K. Abe et al. (T2K Collaboration), Phys. Rev. D 90, 052010
(2014).

[54] K. Abe et al. (T2K Collaboration), Phys. Rev. D 93, 072002
(2016).

[55] R. Acciarri et al. (ArgoNeuT Collaboration), Phys. Rev. D
89, 112003 (2014).

J. DEVAN et al. PHYSICAL REVIEW D 94, 112007 (2016)

112007-8

http://dx.doi.org/10.2172/935497
http://dx.doi.org/10.2172/935497
http://dx.doi.org/10.2172/935497
http://dx.doi.org/10.2172/935497
http://dx.doi.org/10.2172/935497
http://dx.doi.org/10.1016/j.nima.2015.08.063
http://dx.doi.org/10.1016/j.nima.2015.08.063
http://dx.doi.org/10.1103/PhysRevD.87.012001
http://dx.doi.org/10.1103/PhysRevD.87.012001
http://dx.doi.org/10.1103/PhysRevD.87.019902
http://arXiv.org/abs/1512.06148
http://dx.doi.org/10.1103/PhysRevD.74.052002
http://dx.doi.org/10.1103/PhysRevD.74.052002
http://dx.doi.org/10.1103/PhysRevD.83.012005
http://dx.doi.org/10.1103/PhysRevD.83.012005
http://dx.doi.org/10.1103/PhysRevD.81.092005
http://dx.doi.org/10.1103/PhysRevD.93.072002
http://dx.doi.org/10.1103/PhysRevD.93.072002
http://dx.doi.org/10.1103/PhysRevD.87.092003
http://dx.doi.org/10.1103/PhysRevD.87.092003
http://dx.doi.org/10.1016/j.physletb.2007.12.027
http://dx.doi.org/10.1016/j.physletb.2007.12.027
http://dx.doi.org/10.2172/1254643
http://dx.doi.org/10.2172/1254643
http://dx.doi.org/10.2172/1254643
http://dx.doi.org/10.2172/1254643
http://dx.doi.org/10.2172/1151630
http://dx.doi.org/10.2172/1151630
http://dx.doi.org/10.2172/1151630
http://dx.doi.org/10.2172/1151630
http://dx.doi.org/10.1103/PhysRevD.93.112007
http://dx.doi.org/10.1103/PhysRevD.93.112007
http://dx.doi.org/10.1103/PhysRevD.74.012008
http://dx.doi.org/10.1103/PhysRevD.74.012008
http://dx.doi.org/10.1103/PhysRevD.81.072002
http://dx.doi.org/10.1103/PhysRevD.81.072002
http://dx.doi.org/10.2172/1248217
http://dx.doi.org/10.2172/1248217
http://dx.doi.org/10.2172/1248217
http://dx.doi.org/10.2172/1248217
http://dx.doi.org/10.1140/epjc/s10052-012-1973-6
http://dx.doi.org/10.1140/epjc/s10052-012-1973-6
http://dx.doi.org/10.1088/1674-1137/38/9/090001
http://dx.doi.org/10.1016/j.nima.2013.12.053
http://dx.doi.org/10.1016/j.nima.2013.12.053
http://dx.doi.org/10.1016/j.nima.2012.08.024
http://dx.doi.org/10.1016/j.nima.2012.08.024
http://dx.doi.org/10.1016/j.nima.2008.08.003
http://dx.doi.org/10.1016/j.nima.2008.08.003
http://dx.doi.org/10.1016/j.nima.2009.12.009
http://dx.doi.org/10.1016/j.nima.2009.12.009
http://dx.doi.org/10.1140/epjc/s10052-006-0165-7
http://dx.doi.org/10.1140/epjc/s10052-006-0165-7
http://dx.doi.org/10.1140/epjc/s10052-013-2364-3
http://dx.doi.org/10.1140/epjc/s10052-013-2364-3
http://dx.doi.org/10.1103/PhysRevD.27.2580
http://dx.doi.org/10.1016/0550-3213(73)90351-9
http://dx.doi.org/10.1016/0370-2693(69)90184-1
http://dx.doi.org/10.1016/0370-2693(69)90184-1
http://dx.doi.org/10.1016/0370-2693(79)90226-0
http://dx.doi.org/10.1103/PhysRevC.84.034604
http://dx.doi.org/10.1103/PhysRevC.84.034604
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.2172/948174
http://dx.doi.org/10.1016/j.nds.2014.07.049
http://dx.doi.org/10.1063/1.3274145
http://dx.doi.org/10.1103/PhysRevLett.111.022501
http://dx.doi.org/10.1103/PhysRevLett.111.022501
http://dx.doi.org/10.1103/PhysRevLett.111.022502
http://dx.doi.org/10.1103/PhysRevLett.111.022502
http://dx.doi.org/10.1103/PhysRevD.91.071301
http://dx.doi.org/10.1103/PhysRevD.91.071301
http://dx.doi.org/10.1103/PhysRevLett.116.071802
http://dx.doi.org/10.1103/PhysRevLett.116.071802
http://dx.doi.org/10.1103/PhysRevD.92.092008
http://dx.doi.org/10.1103/PhysRevD.92.092008
http://dx.doi.org/10.1103/PhysRevD.83.052007
http://dx.doi.org/10.1016/0168-9002(95)00274-X
http://dx.doi.org/10.1016/0168-9002(95)00274-X
http://dx.doi.org/10.1016/j.nima.2015.04.003
http://dx.doi.org/10.1016/j.nima.2015.04.003
http://dx.doi.org/10.1016/j.physletb.2015.07.039
http://dx.doi.org/10.1016/j.physletb.2015.07.039
http://dx.doi.org/10.2172/945117
http://dx.doi.org/10.2172/945117
http://dx.doi.org/10.2172/945117
http://dx.doi.org/10.2172/945117
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://genie.hepforge.org/manuals/GENIE_PhysicsAndUserManual_v2.10.00a.pdf
http://arXiv.org/abs/1601.02038
http://dx.doi.org/10.1103/PhysRevD.88.113007
http://dx.doi.org/10.1140/epjc/s10052-007-0491-4
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://link.aps.org/supplemental/10.1103/PhysRevD.94.112007
http://dx.doi.org/10.1103/PhysRevD.87.092003
http://dx.doi.org/10.1103/PhysRevD.87.092003
http://dx.doi.org/10.1103/PhysRevD.90.052010
http://dx.doi.org/10.1103/PhysRevD.90.052010
http://dx.doi.org/10.1103/PhysRevD.93.072002
http://dx.doi.org/10.1103/PhysRevD.93.072002
http://dx.doi.org/10.1103/PhysRevD.89.112003
http://dx.doi.org/10.1103/PhysRevD.89.112003


[56] C. Anderson et al. (ArgoNeuT Collaboration), Phys. Rev.
Lett. 108, 161802 (2012).

[57] V. B. Anikeev et al., Z. Phys. C 70, 39 (1996).
[58] J. P. Berge et al., Z. Phys. C 35, 443 (1987).
[59] A. I. Mukhin, V. F. Perelygin, K. E. Shestermanov, A. A.

Volkov, A. S. Vovenko, and V. P. Zhigunov, Yad. Fiz. 30,
1014 (1979) [Sov. J. Nucl. Phys. 30, 528 (1979)].

[60] S. Ciampolillo et al. (Gargamelle Collaboration), Phys. Lett.
84B, 281 (1979).

[61] D. Bhattacharya, Fermi National Accelerator Laboratory,
Report No. FERMILAB-THESIS-2009-11, 2009, http://dx
.doi.org/10.2172/952653.

[62] O. Erriquez et al. (Gargamelle Collaboration), Phys. Lett.
80B, 309 (1979).

MEASUREMENTS OF THE INCLUSIVE NEUTRINO AND … PHYSICAL REVIEW D 94, 112007 (2016)

112007-9

http://dx.doi.org/10.1103/PhysRevLett.108.161802
http://dx.doi.org/10.1103/PhysRevLett.108.161802
http://dx.doi.org/10.1007/s002880050078
http://dx.doi.org/10.1007/BF01596895
http://dx.doi.org/10.1016/0370-2693(79)90303-4
http://dx.doi.org/10.1016/0370-2693(79)90303-4
http://dx.doi.org/10.2172/952653
http://dx.doi.org/10.2172/952653
http://dx.doi.org/10.2172/952653
http://dx.doi.org/10.2172/952653
http://dx.doi.org/10.1016/0370-2693(79)90224-7
http://dx.doi.org/10.1016/0370-2693(79)90224-7

