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We propose an improved methodology to constrain spatial variations of the fine structure constant using
clusters of galaxies. We use the Planck 2013 data to measure the thermal Sunyaev-Zeldovich effect at the
location of 618 x-ray selected clusters. We then use a Monte Carlo Markov Chain algorithm to obtain the
temperature of the cosmic microwave background at the location of each galaxy cluster. When fitting three
different phenomenological parametrizations allowing for monopole and dipole amplitudes in the value of
the fine structure constant we improve the results of earlier analysis involving clusters and the cosmic
microwave background power spectrum, and we also find that the best-fit direction of a hypothetical dipole
is compatible with the direction of other known anomalies. Although the constraining power of our current
data sets do not allow us to test the indications of a fine structure constant dipole obtained though high-
resolution optical/UV spectroscopy, our results do highlight that clusters of galaxies will be a very powerful
tool to probe fundamental physics at low redshift.
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I. INTRODUCTION

Recent observational studies suggest that the fine struc-
ture constant could vary over the sky. Such spatial variation
has been mainly studied using a large archival data set of
metal absorption lines in the redshift range z ¼ ½0.3–4.2�
along the line of sight of bright quasars, and its dipole
amplitude has been measured to be Δα=α ¼ ð12� 2Þ ×
10−6 with a best-fit dipole direction ðRA;DECÞ ¼ ð17.3�
1 h;−61°� 10°Þ [1,2]. Other analyses have confirmed
these results [3,4], although the inclusion of more recent
measurements reduces the allowed amplitude by about
20% [5], to a maximum of about eight parts per million
(with no significant changes to the preferred direction).
Although it is clear that some systematic effects are present
in the archival data [6], it is presently unclear if they could
explain the above results [7,8].
It has also been claimed that the best-fit dipole direction

is comparable to the direction of other so-called anomalies
and/or dipoles observed in the cosmic microwave back-
ground (CMB), in supernova and in bulk flows data [9,10].
On the other hand, it is several degrees away from the
directions of the intrinsic CMB and the dark flow dipoles,
from the kinetic CMB asymmetry, and from the CMB Cold

Spot location [11–23]. Studies that specifically look for a
dipole modulation of the α anisotropies on the CMB power
spectrum do not report any detection [24,25], although their
current sensitivity is about 1000 times worse than the
amplitude of the dipole inferred from high-resolution
spectroscopy. In these circumstances it is important to
explore additional independent tests that may verify or rule
out the spectroscopic result. In the present work we focus
on a complementary analysis, at lower redshifts, which can
be carried out using current and forthcoming multifre-
quency measurements of galaxy clusters.
Clusters of galaxies contain a hot intracluster

medium (ICM) which reaches temperatures in the range
Te ∼ 1–10 keV. The hot electrons of the ICM lose energy
via inverse Compton scattering with the CMB photons.
This process produces secondary anisotropies on the CMB
power spectrum, which have two components: the thermal
Sunyaev-Zel’dovich effect (TSZ [26]) due to the thermal
motion of the electrons in ICM medium, and the kinematic
one (KSZ, [27]) due to the peculiar velocity of the cluster
with respect to the isotropic CMB frame. The TSZ
anisotropies induced by clusters of galaxies along the
line of sight l are usually expressed in terms of the
Comptonization parameter Yc,

ΔTTSZ ¼ T0Gð~νÞYc ¼ T0Gð~νÞ
kBσT
mc2

Z
l
TeðlÞneðlÞdl;

ð1Þ
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where Gð~νÞ is the TSZ spectral dependence, σT is the
Thomson cross section, me is the electron mass, c is the
speed of light, kB is the Boltzmann constant, and neðlÞ and
TeðlÞ are the electron density and temperature along the
line of sight. T0 is the current value of the CMB black-body
temperature T0 ¼ 2.725� 0.002 K [28], and in the non-
relativistic limit (Te≈ few keV) the spectral dependence has
the following functional form: Gð~νÞ ¼ ~ν cothð~ν=2Þ − 4,
where ~ν ¼ hνðzÞ=kBTCMBðzÞ is the reduced frequency, h
is the Planck constant and TCMBðzÞ is the CMB black-body
temperature at the cluster location.
In the concordance ΛCDM model, the standard evolu-

tion of the CMB black-body temperature is TCMB;stdðzÞ ¼
T0ð1þ zÞ. However, in particular classes of models, the
evolution of the CMB temperature can be related to that of
other observables. For example in models where an
evolving scalar field is coupled to the Maxwell F2 term
in the matter Lagrangian, photons can be converted into
scalar particles violating the photon number conservation.
Thus, there will be both variations of the fine structure
constant and violations of the standard TCMBðzÞ law. An
example of this is the Bekenstein-Sandvik-Barrow-
Magueijo class of models [29], where the electric charge
is allowed to vary. Although such theories preserve the
local gauge and Lorentz invariance, the fine structure
constant will vary during the matter dominated era. The
corresponding
action is

S¼
Z

d4x
ffiffiffiffiffiffi
−g

p �
LgþLm−

ω

2
∂μϕ∂μϕ−e−2ϕLem

�
; ð2Þ

where Lg þ Lm is the standard Hilbert-Einstein Lagrangian
plus the matter fields, the third term is the kinetic term for
the scalar field ϕ and, finally, the last term couples the
scalar field with the standard electromagnetic Lagrangian

Lem ¼ FμνFμν

4
. In this case, the equation governing the

evolution of the radiation energy reads

_ργ þ 4Hργ ¼ 2 _ϕργ ð3Þ

which, assuming the adiabaticity, leads to [30]

TCMBðzÞ
T0

∼ ð1þ zÞ
�
1þ ϵ

Δα
α

�
; ð4Þ

or alternatively

ΔTCMB

T
¼ TCMBðzÞ − TCMB;stdðzÞ

TCMB;stdðzÞ
∼ ϵ

Δα
α

: ð5Þ

The coefficient ϵ depends on the specific model being
assumed, but it is generically expected to be of order unity.
In particular, if one assumes the somewhat simplistic
adiabatic limit, then one can show that ϵ ¼ 1=4 [30].
Therefore, if one is able to determine the CMB temperature

at the cluster location using the SZ effect, the relation in
Eq. (4) or (5) can be used as a phenomenological relation to
observationally test the spatial variation of α.
Based on Planck 2013 nominal data, the dipole variation

of α has been constrained using the scaling relation
between the SZ emission and its x-ray counterpart [31].
With percent level sensitivity, the dipole amplitude was
found to be consistent with the standard evolution.
However, the Planck SZ data were treated fixing the
evolution of the CMB temperature, and given the theo-
retical expectations discussed in the previous paragraph this
could potentially bias the final results.
In this work we will apply the techniques developed

in [32] to measure the TSZ emission at the location of
618 x-ray selected clusters. Those measurements will be
used to test the spatial variation of the fine structure
constant in the redshift range z ¼ ½0–0.3�. The outline of
the paper is as follows: Sec. II will be devoted to describe
the x-ray cluster catalog and illustrate the cleaning pro-
cedure of the Planck 2013 nominal maps; in Sec. III we will
explain the methodology used to measure the CMB
temperature at cluster locations as well as to carry out
the fitting procedure to test for spatial variations of α; in
Sec. IV we illustrate and discuss the results of our analysis;
finally, in Sec. V, we give our main conclusions.

II. DATA

We use a sample of 618 x-ray clusters and the Planck
2013 nominal maps1 to determine the CMB temperature at
each cluster’s location on the sky. Maps were originally
released in a Hierarchical Equal Area isoLatitude
Pixelization (HEALPix) format with resolution Nside ¼
2048 [33].

A. X-ray cluster catalog

The clusters of galaxies were selected from three ROSAT
x-ray flux-limited surveys: the ROSAT-ESO Flux-Limited
X-Ray (REFLEX)[34] Galaxy Cluster Survey Catalog, the
extended Brightest Cluster Sample (eBCS) [35,36] and the
Clusters in the Zone of Avoidance (CIZA) [37]. A deeper
discussion about the methodology used to compile the
catalog is given in [38]. The final catalog contains 782
clusters with well-measured positions, spectroscopic red-
shifts, x-ray fluxes in the [0.1–2.4] keV band and angular
extents of the region emitting 99% of the x-ray flux. It also
lists the x-ray temperature derived from the LX − TX
relation of [39] and the core radii rc, central electron
density ne;0 and the central Comptonization parameter yc;0
obtained by fitting a β ¼ 2=3model to the ROSAT data. Of
those clusters, 618 are outside the point sources and the
Planck galactic masks [40,41]. Using the r500 − LX relation
of [42], we derived r500, the scale radius at which the mean

1Data are available at http://www.cosmos.esa.int/web/planck.
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overdensity of the cluster is 500 times the critical density,
and the corresponding angular size θ500 ¼ r500=dA. The
angular diameter distance of each cluster dAðzÞ is computed
in the ΛCDMmodel assuming the best-fit parameters given
in [43]—this is a reasonable assumption since in these
models the scalar field is expected to have a negligible role
in the underlying cosmological dynamics. In addition, we
defined M500 as the mass enclosed within a sphere of
radius r500.
The galaxy clusters in our sample have masses in the

interval M500 ¼ ½0.02 − 1.5� × 1015 M⊙ and are located at
redshifts z ≤ 0.3; thus our redshifts are relatively lower
compared with other catalogs used for similar analysis, but
our sample does contain almost 10 times more clusters
homogeneously distributed over the sky. Figure 1 shows
the spatial distribution on the sky of the clusters used in this
analysis. Different colors and symbols are used to illustrate
how the clusters are distributed in terms of redshift
and mass.
For comparison, the catalog used by Galli [31] to

constrain the spatial variation of the fine structure constant
contains 61 SZ selected clusters [44]. However, those
clusters are identified in the CMB maps using the standard
temperature evolution TðzÞCMB;std. Thus, the sample will
contain galaxy clusters that mimic this behavior and could
bias the final results. Therefore, it is extremely important to
carry out tests using only x-ray selected clusters since they
will not be affected by these biases.
We also note (as demonstrated by the comparison of the

performance of SPT and Planck) that high angular

resolution and precautions against correlated noise are
crucial for SZ missions to be efficient and reliable at
detecting clusters, a point stressed by the Planck
Collaboration when they wrote “SZ candidates with no
detection at all in the ROSAT All-Sky Survey are almost
certainly false” [45]. Existing x-ray selected samples of
only the most massive clusters (e.g., [46,47]) are thus
ideally suited for work like ours and we will use such an
extended x-ray cluster sample as soon as it becomes
available to improve upon the analysis presented here.

B. Foreground cleaned Planck nominal maps

In March 2013 the Planck Collaboration made publicly
available its nominal maps covering the frequency channels
from 30 to 857 GHz. The maps contain intrinsic CMB, TSZ
and KSZ emission, instrumental noise and foreground
emissions due to galactic dust, CO lines, synchrotron
radiation and point and extended infrared sources.
Although the TSZ effect has a peculiar spectral dependence
that allows us to distinguish it from other components, it
cannot be reliably detected without reducing the fore-
ground emissions and the cosmological CMB signal.
For that purpose, the Planck Collaboration has con-

structed a full sky map of the TSZ effect applying an
internal linear combination technique to the 100 to
857 GHz frequency channel maps [48]. When applying
the procedure they fixed the spectral dependence Gð~νÞ to
the standard one. Therefore, those data are not useful to
estimate the CMB temperature at cluster locations since
TCMBðzÞ has been fixed to the adiabatic evolution.

0.00 0.08 0.15 0.23 0.30
Redshift, z

M500<1014

1014≤M500<5×1014

5×1014≥M500<1015

M500≥1015

FIG. 1. Distribution on the sky of the clusters in our sample.
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Nevertheless, we apply a methodology developed in [49]
that does not make any of the typical assumptions about the
frequency dependence of the different astrophysical sig-
nals, or the cluster profile. This methodology has been
successfully applied to extract the TSZ signal from the
Planck maps and to test the black-body temperature-red-
shift relation, the SZ/x-ray correlations, and also to con-
strain some models of modified gravity [32,50–53].
Before applying the cleaning procedure, we remove the

intrinsic CMB monopole and dipole from the nominal
maps. Then, the procedure was applied only to the High
Frequency Instrument (HFI) data covering the frequency
range from 100 to 857 GHz, since they have better angular
resolution θFWHM < 100 and lower instrumental noise than
the data from the Low Frequency Instrument (from 30 to
70 GHz). Let us briefly report the main steps of the cleaning
procedure developed in [32]:

(i) We brought all channels to a common 10 arc min
angular resolution corresponding to the lowest
frequency channel considered in this study
(100 GHz).

(ii) We removed the cosmological CMB and KSZ
signals subtracting the local-generalized morpho-
logical component analysis (LGMCA) CMB tem-
plate [54,55] at each Planck channel. It has been
previously demonstrated that this step does not
introduce any distortion to the TSZ emission [32].

(iii) We used the CO type 2 maps provided by the Planck
Collaboration [56] to remove CO emission at 100
and 217 GHz.

(iv) We excised point sources and foreground emission
close to the Galactic Plane applying the PCCS-SZ-
Union mask [41,57].

(v) Finally, we used the 857 GHz channel as a dust
template to reduce the thermal dust emission
[49,58,59].

At the end of the procedure, we have a foreground
cleaned patch Pðν; xÞ centered on the position x of each

selected cluster in our catalog. From those patches, we have
measured the average TSZ temperature fluctuations2

[δT̄=T0ðνÞ], where the average was evaluated over disks
with angular extent equal to θ500.
To compute the error bars, we carried out 1000 random

simulations evaluating the mean temperature fluctuations
from patches randomly placed out of the cluster positions.
Each patch was cleaned following the same procedure
adopted for the real cluster population. To avoid over-
lapping with real x-ray clusters, the patch centers were
placed at least 2° away from the cluster centers. After
verifying that the average over all simulations was con-
sistent with zero, we computed the correlation matrix
between different frequencies as

Cðνi; νjÞ ¼
h½δT̄ðνiÞ − μðνiÞ�½δT̄ðνjÞ − μðνjÞ�i

σðνiÞσðνjÞ
; ð6Þ

where the average was computed over all simulations,
μðνiÞ ¼ hδT̄ðνiÞi, and σðνiÞ ¼ h½δT̄ðνiÞ − μðνiÞ�2i1=2. The
error bars on the TSZ temperature anisotropies of each
cluster are the square root of the diagonal elements of the
correlation matrix.
To illustrate the effectiveness of our cleaning procedure,

in Fig. 2 we plot the average temperature anisotropy of
three Planck clusters at the different HFI frequency
channels. We have chosen three Planck clusters covering
the whole redshift range of our catalog. Specifically, we
plot Coma (Abel 1656) which is located at z ¼ 0.0231, has
a mass M500 ¼ 5.3 × 1014M⊙ and an angular extent
θ500 ∼ 500; PSZ1 G217.05þ 40.15 at z ¼ 0.1357, with
mass and angular extent equal to M500 ¼ 4.6 × 1014M⊙

(a) (b)

(c)

FIG. 2. (a) Average of the temperature anisotropy as a function of frequency for the three selected clusters evaluated on the Planck
2013 nominal map on disks of radius θ500. (b) TSZ anisotropy measured on a disk of size θ500 on our foreground cleaned patches.
(c) Average temperature anisotropy evaluated in a ring placed around the three clusters. Red circles and blue squares have been shifted
by �5 GHz for easier viewing.

2Hereafter, for simplicity, we will avoid specifying the angular
size over which we measure the signal, being understood that the
averaged quantities are always evaluated on disks of radius θ500,
and indicated with a bar.
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and θ500 ∼ 90, respectively, and, finally, PSZ1 G355.07þ
46.20 at z ¼ 0.2153, with M500 ¼ 1.46 × 1015M⊙ and
θ500 ∼ 90. In Fig. 2(a) we plot the averaged temperature
anisotropies measured on the nominal maps. This clearly
shows that intrinsic CMB anisotropies, thermal dust and
other foreground emissions dominate over the TSZ effect.
In Fig. 2(b) we show that the mean TSZ temperature
anisotropies of those clusters measured on the foreground
cleaned patches are preserved by the cleaning procedure. In
fact, they are negative at 100 and 143 GHz, zero at
217 GHz (at 1σ level), and positive at 353 GHz. We do
not include the 545 GHz channel in our analysis since here
our cleaning procedure no longer gives reliable results and
the TSZ anisotropies are strongly contaminated by dust
residuals. Finally, in Fig. 2(c), for the same clusters we
report the mean temperature anisotropies within the ring
placed around each cluster and having the inner and outer
radii equal to 4 and 5 times θ500, respectively. This shows
that the residuals around the clusters are negligible com-
pared with the TSZ emission. We also checked the mean
temperature anisotropy around other clusters and we found
it to be ≤ 10−3μK.

III. METHODOLOGY

To estimate the CMB temperature at the cluster location
as well as to constrain the spatial variations of the fine
structure constant, we explore the relevant parameter space
using a Monte Carlo Markov Chain (MCMC) technique.
We always run four independent chains employing the
Metropolis-Hastings sampling algorithm [60,61] with dif-
ferent (randomly set) starting points. The chains stop when
they contain at least 30000 steps and satisfy the Gelman-
Rubin criteria [62]. The step size is adapted in order to
reach an optimal acceptance rate between 20% and 50%
[63,64]. Finally, the four chains are merged and the
marginalized distributions are computed using all the steps.
The expectation value of the 1D marginalized likelihood
distribution [LðpiÞ] and its variance were computed as [65]

hpii ¼
Z

dNspLðpÞpi; ð7Þ

σ2i ¼
Z

dNspLðpÞðpi − hpiiÞ2; ð8Þ

where hpii denotes the expectation value of the parameter
pi, andNs is the dimension of the parameter space explored
by the MCMC.

A. Obtaining TCMBðzÞ from the foreground cleaned
Planck nominal maps

We measure the averaged TSZ emission on cleaned
patches around each cluster in our catalog (see Sec. II).
Then, from Eq. (1), we predict the theoretical averaged TSZ

anisotropies at the same aperture

ΔT̄ðp; νiÞ=T0 ¼ Gðνi; TCMBðzÞÞȲc; ð9Þ

where p ¼ ½TCMBðzÞ; Ȳc� are the free parameters of the
model, and Ȳc is the averaged Comptonization parameter.
In general, a model predicting the cluster profile should
be assumed to correctly predict Ȳc. Since we are not
interested in studying the details of the cluster physics,
we can adopt an alternative approach based on considering
Ȳc as a extra free parameter [32]. Finally, we fit our
theoretical predictions to the data computing the likelihood
−2 logL ¼ χ2ðpÞ as

−2 logL ¼ χ2ðpÞ ¼ ΣN
i;j¼0ΔT̄iðpÞC−1

ij ΔT̄jðpÞ; ð10Þ

where ΔT̄iðpÞ≡ ΔT̄ðp;νiÞ
T0

− δT̄ðνiÞ
T0

, N ¼ 4 is the number of
data points (the four frequencies), and Cij is the correlation
matrix given in Eq. (6). When computing the likelihood we
neglect the error on the CMB black-body temperature T0

since it is negligible with respect to the error on the
temperature anisotropies. To improve the description of
the TSZ effect, we also include relativistic corrections in
the electron temperature up to fourth order [66–68].
The parameter space explored by our MCMC is chosen

on physical grounds: for the TCMBðzÞ parameter we follow
the prescription given in [53]. Thus, we allow for a broad
Gaussian prior centered on the standard value of the CMB
temperature [T0ð1þ zÞ] with a standard deviation of
0.5Kð1þ zÞ. This choice avoids the possibility that
MCMCs spend a lot of time exploring unphysical regions
of the parameter space.
For the Ȳc, we adopt the following procedure: as

mentioned in Sec. II our catalog lists yc;0 obtained by
fitting a βð¼ 2=3Þ model to the x-ray data. Thus, we used
yc;0 to predict the Compton emission at θ500 for all clusters
assuming a βð¼ 2=3Þ model for the cluster profile. Since
this model correctly predicts the TSZ anisotropies only
within the x-ray emitting region [69] while it overestimates
them at θ500, we cannot use Ȳc;β¼2=3 to reduce the number
of free parameters. Such averaged Comptonization param-
eter Ȳc;β¼2=3 will be used as a reference value to choose the
prior for each individual galaxy cluster in our catalog.
Given that for our cluster catalog Ȳc;β¼2=3=Ȳc ∼ 1.1 (on
average) [51], we conservatively choose a flat prior
allowing for a 50% variation around the reference values.
We checked that relaxing the above assumptions and

using instead a flat prior on both TCMBðzÞ and the
Comptonization parameter does not change the final
accuracy of our estimation. We set very broad, but fixed,
priors for all clusters allowing the CMB temperature and
Comptonization parameter to vary between ½0–5� K and
½0–10−3�, respectively. These choices have the only effect
of increasing the computing time.
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In Fig. 3, we show the effectiveness of our procedure in
extracting the CMB temperature at the cluster location. We
plot the average TSZ temperature anisotropies of the three
clusters represented in Fig. 2 and their errors, for the
different frequencies. The lines correspond to the best-fit
model, Ȳ�

cGðν; T�
CMBðzÞÞ, with relativistic corrections.

Specifically, for Coma, PSZ1 G217.05þ 40.15 and
PSZ1 G355.07þ 46.20 we found Ȳ�

c ¼ ½4.52� 0.01;
1.6� 0.3; 3.15� 0.3� × 10−5 and T�

CMBðzÞ¼ ½2.92�0.17;
3.07�0.19;3.32�0.21�K, respectively. We have checked
the effect on the estimation of the CMB temperature of
the inclusion (or absence) of relativistic corrections and
found it to always be less than 3% even for the three
clusters represented in Fig. 3 having the x-ray temperature
> 6 keV. Finally, the χ2 per degree of freedom of the three
best-fit models is χ2DOF ¼ ½0.96; 0.94; 0.89�. These results
further support our procedure. For the full sample, we
checked that the relativistic corrections change less than
∼1.8% (on average) the estimation of the CMB temper-
ature, while the χ2DOF is within the range [0.85, 1.06].

B. Model testing

Using the measurements of the TCMBðzÞwe can estimate
the α anisotropies at the location of our 618 x-ray selected
clusters of galaxies as

Δα
α

¼ ϵ−1
�
1 −

TCMBðzÞ
T0ð1þ zÞ

�
: ð11Þ

Then, we can fit three different models to the CMB
temperature data allowing for a dipole variation.
Specifically, we consider the same models used in [1] to
fit quasar data and in [31] to fit cluster data. In such a way
we are able to compare our results with the ones from other
groups. As an additional check wewill also do the fit for the

temperature measurements themselves (without expressing
them as α measurements). Thus, the models are as follows:
Model 1. A monopole plus dipole model of the Δα=α

measurements with the following functional form

Δα
α

¼ mþ d cosðΘÞ; ð12Þ

where m is a monopole amplitude that allows for an offset
due to Earth’s motion, d is the dipole amplitude, and Θ is
the angle on the sky between the line of sight of each cluster
and the best-fit dipole direction.
Model 2. Although our measurements are located at low

redshift (z < 0.3), we also consider a generalization of the
previous model where the look-back time rðzÞ ¼ R

dz0
Hðz0Þ is

introduced:

Δα
α

¼ mþ drðzÞ cosðΘÞ: ð13Þ

Here rðzÞ is computed in the framework of the concordance
ΛCDM model with the best-fit parameters given in [43].
This is a simple proxy to ascertain how sensitive the data
are to a possible redshift evolution. In this model, the dipole
amplitude it is measured in units of GLyr−1.
Model 3. Finally, we also try to fit a monopole plus

dipole model to the CMB temperature measurements. This
means to fit the relation

ΔT
T0ð1þ zÞ ¼ mþ d cosðΘÞ: ð14Þ

This is a very useful test to explore the possibility of an
intrinsic dipole. In the class of models we are considering,
if there is a parts-per-million dipole in the values of the fine
structure constant, α, there should also be an additional
CMB temperature dipole (that is, in addition to the standard
one due to our motion) in the same direction of the α dipole,
and with μK amplitude. With a sample of hundreds of
clusters we can therefore constrain such hypothetical dipole
variations.
For each model we carry out four different MCMC

analyses: (A) we fix the monopole amplitude to zero for
models 1 and 2, and to unity for model 3. The direction of
the dipole is fixed to the best-fit value fromWebb et al. [1].

FIG. 3. Best fit to the TSZ temperature anisotropies of the three
clusters represented in Fig. 2. For each cluster we plot the best-fit
model obtained considering the relativistic corrections to the
frequency dependence.

TABLE I. Priors on the parameter space explored by the
MCMC algorithm in each analysis.

Analysis m d RA (deg) DEC (deg) Npar

(A) 0 or 1 ½−1; 1� 261.0 −58.0 1
(B) ½−1; 1� ½−1; 1� 261.0 −58.0 2
(C) 0 or 1 ½−1; 1� [0, 360] ½−90;þ90� 3
(D) ½−1; 1� ½−1; 1� [0, 360] ½−90;þ90� 4
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The model has one free parameter (i.e. the dipole ampli-
tude); (B) we still keep the direction of the dipole fixed at
the best-fit one from the spectroscopic measurements, but
the monopole and dipole amplitudes are both free to vary.

In (C) and (D) we repeat the analysis as they are in (A) and
(B) also allowing the direction of the dipole to vary. The
different configurations of the parameter space correspond-
ing to each analysis are summarized in Table I.

TABLE II. Results of the analysis for models 1–3.

m d RA (deg) DEC (deg)

Model 1 (A) 0.0 −0.002� 0.008 261.0 −58.0
(B) 0.006� 0.004 −0.008� 0.009 261.0 −58.0
(C) 0.0 −0.030� 0.020 255.1� 3.8 −63.2� 2.6
(D) 0.021� 0.029 −0.030� 0.014 255.9� 4.2 −55.3� 5.8

Model 2 (A) 0.0 −0.003� 0.003 GLyr−1 261.0 −58.0
(B) 0.006� 0.005 −0.003� 0.005 GLyr−1 261.0 −58.0
(C) 0.0 −0.042� 0.049 GLyr−1 261.6� 16.1 −61.3� 2.7
(D) 0.019� 0.011 −0.027� 0.051 GLyr−1 245.0� 12.9 −56.0� 3.8

Model 3 (A) 1.0 −0.010� 0.008 261.0 −58.0
(B) 1.001� 0.002 −0.003� 0.002 261.0 −58.0
(C) 1.0 −0.020� 0.015 258.0� 1.2 −64.0� 1.1
(D) 1.000� 0.0001 −0.018� 0.015 258.4� 1.9 −64.3� 2.6

FIG. 4. Directions in galactic coordinates for the spatial variation of the fine structure constant from [1] and [2] in blue and cyan,
respectively, for the dark energy dipoles from [9] in green, dark flow direction from [11,14–17] in red, for the CMB asymmetry from
[10] in yellow, and for our results from the analysis (C) of models 1, 2 and 3 in orange, magenta and brown, respectively. Finally, we also
indicate in blue and green dashed circles the direction of the Cold Spot anomaly and the intrinsic CMB dipole, respectively [12,13,18].
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IV. RESULTS AND DISCUSSION

We fitted to our data set the two models allowing for the
spatial variation of the fine structure constant (models 1 and
2), where ϵ ¼ 1=4 is fixed to its adiabatic value, as well as
the model to test the intrinsic dipole of the CMB temper-
ature data (model 3). To test those models we have used
Planck 2013 foreground cleaned nominal maps and a
proprietary x-ray selected cluster catalog. To succinctly
describe our pipeline, we have determined the CMB
temperature at the location of each galaxy cluster in our
catalog. Then, using Eq. (4) or (5) we are able to test the
models in Eqs. (12)–(14). For each model we carried out
four different analyses corresponding to different configu-
rations of the parameter space (see Table I). The results of
models 1–3 are summarized in the Table II.
In all cases, the dipole and the monopole amplitudes are

compatible with standard expectations at not more than 2σ.
Our best constraints are obtained when the dipole direction
is set to the best-fit one from Webb et al. [1]. Specifically,
we obtained for model 1 (A) d ¼ −0.002� 0.008, and
(B) m ¼ 0.006� 0.004 and d ¼ −0.008� 0.009; while
for model 2 (A) −0.003� 0.003 GLyr−1, and (B) m ¼
0.0061� 0.0045 and −0.003� 0.005 GLyr−1. Since our
data set is located at z < 0.3, introducing the dependence
from the look-back time makes no noticeable difference (as
expected) in the final results that are still compatible with
zero.
The constraints are significantly degraded when we also

vary the direction of the best-fit dipole. Nevertheless, we
can still get useful information. Specifically, the best-fit
directions of the three models are always compatible with
each other, and with the one from QSO data [1,2] and other
CMB anomalies [9,10] at 95% C.L., while the angular
distance between our dipole direction and the directions of
the dark flow [11,14–17] of the CMB dipole direction [12]
and of the Cold Spot anomaly [13,18] is ∼61°, ∼70°, and
∼100°, respectively, as shown in Fig. 4. For an easier

comparison we have also summarized the directions of the
plotted anomalies in Table III.
In Fig. 5, we show the comparison of our results from

models 1 and 2 with the results by other groups. Let us
remark that as expected we are not competitive with the
constraint from [1] that gave d ¼ ½ð1.02� 0.21Þ × 10−5;

ð1.1� 0.25Þ GLyr−1� × 10−6 for models 1 and 2 respec-
tively. (See also [5] for a more recent analysis with
additional spectroscopic data.) However, our results are
important since they test for spatial variations of the fine
structure constant in a different redshift range and with a
different observable, thus having a different exposure to
possible systematics.
Moreover, the constraints on the amplitude of the dipole

which we have obtained from our analysis in model 2
improve by a factor ∼2.5 (while being compatible with)
the results obtained using the SZ selected cluster sample
in [31], which was d ¼ ð−0.005� 0.0079Þ GLyr−1. Last
but not least, we also improve by a factor ∼10 the
previous constraint from the CMB analysis of the Planck
Collaboration and other groups [24,25].
Finally, we briefly comment on the impact of our choice

of ϵ ¼ 1=4. This value stems from an assumption of
adiabaticity, which is further discussed in [30] (and the
value is exact in this limit). However, for specific choices of
models, its value may be different. For example, in the
phenomenological class of models described in [70] one
has the approximate value ϵ ∼ 0.12, and one may therefore
ask how would our results be affected by this change. We
have tested this, specifically for the case of model 2, and in

TABLE III. Galactic latitudes and longitudes of some known
anomalies studied in the literature, compared to the results of our
analysis (case C, for each of the three models we considered). The
anomalies correspond to the ones plotted in Fig. 4.

Anomalies l (deg) b (deg) References

Cold spot 207.8� 5 −56.3� 5 [13,18]
CMB dipole 276� 3 30� 3 [12]
Dark flow 282� 34 22� 20 [11,14–17]
Dark energy 309.4� 18.0 −15.1� 11.5 [9]
CMB asymmetry 331.9� 7.3 −9.6� 7.0 [10]
α dipole 33.6� 9.0 −12.9� 6.0 [1]
α dipole 330.1� 10.0 −13.16� 7.0 [2]
Model 1 (C) 333.8� 4.5 −8.4� 4.0 This work
Model 2 (C) 330.7� 3.0 −14.3� 3.0 This work
Model 3 (C) 327.8� 3.0 −14.0� 3.5 This work

−0.02 −0.01 0.00 0.01 0.02

Webb et al. (2012)

King et al. (2013)

Galli (2013)

Model 2 (B)

Dipole Amplitude, d/[GLyr−1]

6x10−7 10−6 1.4x10−6

(a)

−0.06 −0.04 −0.02 0.00 0.02

Webb et al. (2012)

King et al. (2013)

Planck (2015)

Model 1 (A)

Dipole Amplitude, d

6x10−6 10−5 1.4x10−5

(b)

FIG. 5. Comparison of our constraint with the ones reported in
previous works. In (a) and (b) we show the results from model 2
and 1, respectively. See the main text for a discussion.
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all four analyses (A–D) and we found that at the 1σ level
the results were compatible with the ones we have reported
for ϵ ¼ 1=4. Thus current data are unable to distinguish
between different values of ϵ (provided that they are of
order unity, which is expected to be the case).

V. CONCLUSIONS

The standard hot big bang model predicts that
the Universe evolves adiabatically. Thus, the CMB
temperature-redshift relation is linear. However more com-
plicated prescriptions, including models in which the
photon number conservation is violated, will change the
way in which the CMB temperature scales with the redshift.
We considered models in which a scalar field is coupled to
the Maxwell term in the matter Lagrangian giving rise to
the variation of the fine structure constant together with the
variation of the CMB temperature, as in Eqs. (4) or (5), and
used cluster and Planck data to constrain them.
We started our analysis by cleaning the Planck 2013

nominal maps and extracted the CMB temperature at the
location of 618 x-ray selected clusters using the TSZ
multifrequency measurements. We then estimated the values
of α at the location of each of the clusters in our sample using
Eq. (4). Finally, we carried out a statistical analysis to test
three models describing both spatial variations of Δα=α and
of TCMB itself. All models allow for monopole and dipole
amplitudes, and one of the models also includes a depend-
ence on the look-back time. We used a MCMC algorithm to
explore different configurations of the parameter space that
are summarized in Table I. All results of our analysis are
summarized in Table II, and are compared with the ones
from other groups in Table III, and Figs. 4 and 5.
At the present time clusters of galaxies are not com-

petitive with high-resolution spectroscopic measurements
in absorption systems along the line of sight of bright
quasars, but they nevertheless play an important role since
they offer the possibility to constrain such spatial variations
in a totally different redshift range with respect to the one
tested by QSO, with different systematic vulnerabilities.
Our analysis does improve by an order of magnitude the
constraints on spatial variations of α obtained by the Planck
Collaboration [25] and by a factor ∼2.5 the analysis using a
different galaxy cluster sample [31].

Finally, we note that the future is particularly promising.
Not only has the number of x-rays selected, very massive
clusters at redshifts ranging from z ∼ 0.2 to well beyond
z ¼ 0.7 now exceeded 1000 [46,47], thus offering greatly
improved statistics and depth compared to the sample used
by us here. With next-generation full sky CMB missions
such as COrE/PRISM [71] being able to identify several
tens of thousands of SZ clusters and significantly extending
the range of the redshifts where they are detected, this
technique can ideally complement the spectroscopic mea-
surements, with the latter (which individually are more
precise) being fewer in number (say of order 100) and
focusing on higher redshifts. More detailed analyses
(including tomographic ones) as well as specific compar-
isons with particular classes of scalar-field-based models
which include spatial and/or environmental dependences
will then become possible.
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