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#### Abstract

We study how two fully featured hydrogenlike atoms harvest entanglement from the electromagnetic field vacuum, even when the atoms are spacelike separated. We compare the electromagnetic case-qualitatively and quantitatively-with previous results that used scalar fields and featureless, idealized atomic models. Our study reveals the new traits that emerge when we relax these idealizations, such as anisotropies in entanglement harvesting and the effect of exchange of angular momentum. We show that, under certain circumstances, relaxing previous idealizations makes vacuum entanglement harvesting more efficient.
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## I. INTRODUCTION

One of the most fundamental differences between classical and quantum theories of fields is the completely different nature of their respective ground states. While in classical theories the ground state is just a zero energy density state everywhere, the vacuum state of a quantum field, even a noninteracting one, contains classical and quantum correlations between field observables defined in different regions of spacetime, even when those regions are spacelike separated [1,2]. This nonclassical behavior of the vacuum lies deep in the core of quantum theory, and is a key ingredient in phenomena such as, e.g., "quantum energy teleportation" [3,4] (with implications, among other areas, in quantum thermodynamics [5]), "quantum collect calling" [6] (with implications in cosmology [7-9]), or even in the black hole information loss problem [10-14].

These correlations are, in principle, physically accessible: both classical and quantum vacuum correlations can be extracted from the field to quantum particle detectors that couple to it locally $[15,16]$. This allows two partiesAlice and Bob-to entangle the particle detectors that each one operates, even if they remain spacelike separated during their whole existence (see e.g. [16]). The extraction of nonclassical correlations from the quantum vacuum to particle detectors was first pointed out by Valentini [17], and later on studied by Reznik et al. [15,16]. This phenomenon has become known as "entanglement harvesting."

Entanglement harvesting from scalar fields is now well understood [18]. In fact, the ability to harvest entanglement from quantum fields has motivated numerous works aiming to harness this phenomenon in a variety of scenarios. These range from the extraction of resources and "entanglement

[^0]farming" [19] or metrology [20], to its study in cosmology, where it has been shown that entanglement harvesting is very sensitive to the geometry of the underlying spacetime [21,22] or even its topology [23].

All the works mentioned above, and furthermore, all works in entanglement harvesting known to the authors, model the field-probe interaction by the simplified UnruhDeWitt particle detector model [24] (with two exceptions, the original work by Valentini [17]-which we will address below-and Braun's work on heath-bath mediated entanglement creation [25,26]-which studied energy-degenerate pointlike light-atom interactions in setups where, unlike in [17], spacelike entanglement harvesting is not present-). The Unruh-DeWitt model consists of a linear coupling of a spherically symmetric (often pointlike) two-level quantum system and a massless, scalar quantum field (sometimes with slight variations such as a spatial smearing function that endows the two-level system with a finite size [18]). Although in principle simple, this model was shown to capture the fundamental features of the light-matter interaction in scenarios where exchange of angular momentum does not play a role $[27,28]$. The fact that this simple toy model of a particle detector can reproduce the light-matter interaction to a great extent is one of the reasons behind the strong interest that this model (in entanglement harvesting in particular) has attracted in more applied scenarios. The success of the Unruh-DeWitt model is such that there have been works based on this model that study the feasibility of experimental implementations of entanglement harvesting in atomic systems and superconducting circuits [29-31], and how clock synchronization may affect these experimental realizations of vacuum entanglement harvesting [32].

Nevertheless, and despite its great success, this model fails to capture the complete interaction between fully
featured atoms and the electromagnetic field vacuum. The electromagnetic field is not a scalar but a vector field, which carries angular momentum. Moreover, realistic atomic orbitals are, in general, nonisotropic. These two features cannot be captured in the scalar Unruh-DeWitt model or any of its variants. This means that any study based on the Unruh-DeWitt model will not be able to see the inherent anisotropies and orientation dependence that entanglement harvesting has, and will not predict any effects related with the fact that the atoms can exchange angular momentum with the field (which, as we will see, may help or hinder their ability to harvest entanglement).

Furthermore, previous work on heat-bath mediated entanglement creation $[25,26]$, and even the original pioneering work by Valentini [17] (which is the only previous work known to the authors that discusses spacelike entanglement harvesting with an electromagnetic dipole coupling) consider neither the fine details of the atoms' exchange of angular momentum with the field nor the full features of the atomic orbital structure. As we will discuss, these aspects cannot be ignored and yield nontrivial effects. In fact, the results in [17] are no different from those that would be obtained with a pointlike detector which is derivatively coupled to a scalar field [33,34]. Also, Valentini [17] considered excited states of the detectors as opposed to the, perhaps more interesting, ground state entanglement harvesting. This fact makes it difficult to compare with other later results.

In this paper we go beyond the Unruh-DeWitt model and other alike scalar simplifications of the light-matter interaction. For that, we feature a dipole coupling between the electromagnetic field and hydrogenoid atomic probes, being very careful with the way in which atoms exchange angular momentum with the field, and with the full atomic orbital structure of the probes.

Through this analysis we will show that the harvesting of timelike and spacelike entanglement from the electromagnetic vacuum is possible using fully featured atomic qubits, initially in their ground states. Furthermore, we will compare entanglement harvesting predictions of previous scalar models (both Unruh-DeWitt and derivative couplings) with the electromagnetic case, and characterize their fundamental differences in detail.

We will confirm that, indeed, the scalar Unruh-DeWitt model, with either linear or derivative coupling, would yield qualitatively the same features as the electromagnetic dipole coupling if we could restrict the interactions to not exchanging angular momentum. Nevertheless, we show that in the full electromagnetic coupling both the anisotropy of the interaction and the exchange of angular momentum have a nontrivial influence on the ability to harvest entanglement from the field.

We present a full study of how the harvesting power of transitions of fully featured hydrogenoid atoms depends on the anisotropic character of the atoms' excited states
(through the atoms' relative orientation), and how the exchange of angular momentum impacts the harvesting of entanglement. We show that the electromagnetic field allows for the harvesting of more entanglement but with a more limited range than predicted by previous scalar or simplified derivative-coupling models.

This paper is structured as follows. In Sec. II we present the different models of light-matter interaction that we will use and compare throughout the paper. Namely, the simplified Unruh-DeWitt and derivative scalar couplings, and the electromagnetic dipole interaction. In Sec. III we analyze in detail the time evolution of the atoms-field system and the fine details of the hydrogenoid atom dipole coupling model. In Sec. IV we give the core of our results. In Secs. IV A-C we discuss the main features introduced by the vector nature of the electromagnetic coupling and how they impact entanglement harvesting. In Sec. IV D we compare the entangling power of the dipole electromagnetic coupling with the models previously studied in the literature (Unruh-DeWitt and derivative). Finally we summarize our conclusions in Sec. V, and give the complete derivations of the relevant expressions used throughout the paper in the appendixes.

## II. MODELS OF LIGHT-MATTER INTERACTION

As discussed above, our goal is to study entanglement harvesting, taking into account the electromagnetic interaction of hydrogenlike atoms with the electromagnetic field. This will allow us to go beyond previous studies that used approximated scalar-coupling models, which ignore transfer of angular momentum and possible effects of field polarization in entanglement harvesting.

The first step is to select a realistic model of light-matter interaction. We will first review two scalar models that have been used in the past to approximate the coupling of atomic electrons with the electromagnetic field. Then we will consider and thoroughly discuss the validity of an interaction model where the electron of a hydrogen atom couples dipolarly to the full electromagnetic field. This is the model that we will employ to derive our main results.

## A. Scalar coupling: Unruh-DeWitt Hamiltonian

The interaction between a nonrelativistic electron of momentum $\boldsymbol{p}$ and an electromagnetic field defined by a vector potential $\boldsymbol{A}(\boldsymbol{x}, t)$ and a scalar potential $V(\boldsymbol{x}, t)$ is given by the standard classical minimal coupling Hamiltonian

$$
\begin{equation*}
H=\frac{\boldsymbol{p}^{2}}{2 m}-\frac{e}{m} \boldsymbol{p} \cdot \boldsymbol{A}(\boldsymbol{x}, t)+\frac{e^{2}}{2 m}[\boldsymbol{A}(\boldsymbol{x}, t)]^{2}+V(\boldsymbol{x}, t) \tag{1}
\end{equation*}
$$

This Hamiltonian is behind the so-called light-matter interaction when the electron is bound to an atom. Instead of using the full Hamiltonian (1), it is commonplace in the literature on entanglement harvesting to simplify the interaction and replace the electromagnetic coupling by a
linear coupling between the monopole moment $\hat{\mu}$ of a pointlike two-level system (often referred to as the "detector") and a quantum scalar field $\hat{\phi}$. This coupling mimics the $\boldsymbol{p} \cdot \boldsymbol{A}$ term in (1). When this model is used to capture the features of the light-matter interaction, it is very common to argue that the scalar potential term in (1) can be ignored (typically working in the Coulomb gauge) and that the quadratic term $\propto \boldsymbol{A}^{2}$ can be neglected since it is of higher order in $e$ (for an exception to this see, e.g., [28]). The monopole moment in the interaction picture is given by

$$
\begin{equation*}
\hat{\mu}(t)=\hat{\sigma}^{+} e^{\mathrm{i} \Omega t}+\hat{\sigma}^{-} e^{-\mathrm{i} \Omega t} \tag{2}
\end{equation*}
$$

where $\Omega$ is the gap between the two detector states. This monopole moment of the detector is then coupled to a scalar field $\hat{\phi}$ at the position where the detector is, denoted by $\boldsymbol{x}_{d}$. The specific form of the interaction Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{UDW}}=e \chi(t) \hat{\mu}(t) \hat{\phi}\left(\boldsymbol{x}_{d}, t\right) \tag{3}
\end{equation*}
$$

where $e$ is the coupling constant and $\chi(t)$ is a switching function that controls the time dependence of the interaction strength. This model of interaction is known as the UnruhDeWitt particle detector model [24], which has been extensively used in fundamental studies in quantum field theory [35].

It has been discussed that under the assumption of interactions without exchange of angular momentum the Unruh-DeWitt Hamiltonian captures the main features of the light-matter interaction [27,28].

Oftentimes, the Unruh-DeWitt particle detector model is upgraded with a detector spatial smearing. The smearing of particle detectors may respond to the need to regularize divergences of the pointlike model [33] or, as for example in quantum optics, to improve on the accuracy of the models of light-matter interaction considering that the atoms are not really pointlike objects, and instead they are localized in the full extension of their atomic wave functions $[28,32]$. Furthermore, as discussed in [33] spatial smearings are sometimes introduced implicitly in some form of soft UV regularization (see, e.g., [36]).

To take into account corrections coming from the finite size of atoms, we can introduce an ad hoc spatial profile or "smearing function," typically strongly supported on a finite spatial region, that controls how much each point of the detector in that region interacts with the field, leading to

$$
\begin{equation*}
H_{\mathrm{UDW}}=e \chi(t) \int \mathrm{d}^{3} \boldsymbol{x} F\left(\boldsymbol{x}-\boldsymbol{x}_{d}\right) \hat{\mu}(t) \hat{\phi}(\boldsymbol{x}, t) \tag{4}
\end{equation*}
$$

One could argue that to include the atomic orbital wave function geometry, it is natural to think that the spatial support of the atom could be associated with the spatial probability profile of the atomic wave functions [28]. In previous works in entanglement harvesting, different spatial smearings of strong support on a compact region have been studied [18]. Nevertheless, this is a feature that has to
be added ad hoc to the spatial smearing profile in (3), since the atomic wave function association with the smearing function does not naturally arise in this simplified model.

## B. Derivative coupling

In the same fashion that the minimal coupling Hamiltonian $\boldsymbol{p} \cdot \boldsymbol{A}$ is simplified into the Unruh-DeWitt Hamiltonian in (3), the dipole coupling Hamiltonian $\boldsymbol{d} \cdot \boldsymbol{E}$ could be again simplified to a scalar coupling when the interactions involve no exchange of angular momentum. Intuitively, given that the electric field is defined from the electromagnetic vector potential as $\boldsymbol{E}=-\partial_{t} \boldsymbol{A}$ (in the Coulomb gauge), an interaction Hamiltonian that couples the atomic monopole moment to the time derivative of a scalar field should capture some of the features of the dipole coupling. Concretely, we can think of the following Hamiltonian:

$$
\begin{equation*}
H_{\mathrm{UDW}_{\mathrm{d}}}=e \chi(t) \int \mathrm{d}^{3} \boldsymbol{x} F\left(\boldsymbol{x}-\boldsymbol{x}_{d}\right) \hat{\mu}(t) \partial_{t} \hat{\boldsymbol{\phi}}(\boldsymbol{x}, t) \tag{5}
\end{equation*}
$$

This model has also been employed in the analysis of entanglement harvesting [37]. Additionally, it has been particularly useful in $(1+1)$-dimensional analyses, where the use of a derivative coupling alleviates IR divergences in the behavior of the Unruh-DeWitt model [33,34,38]. We see in (5) that, as in the case of Unruh-DeWitt detectors, a spatial profile can also be introduced $\mathrm{ad} h o c$ in this case to account for the finite size of the atomic probes [39].

## C. Dipole coupling of an atom to the electromagnetic field

Let us now consider a model for the complete interaction of an atom with a vector electromagnetic field. We begin with the local dipole coupling between an electric dipole and an electric field,

$$
\begin{equation*}
\hat{\boldsymbol{d}} \cdot \hat{\boldsymbol{E}}=e \hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{E}} \tag{6}
\end{equation*}
$$

$e$ being the dipole's charge, $\hat{\boldsymbol{x}}$ its position operator, and $\hat{\boldsymbol{E}}$ the electric field operator.

This coupling is extensively used in quantum optics to describe the light-matter interaction [40]. It is well known that the leading-order contribution to atomic transitions is of a dipole nature and is governed by a term of the form (6). The intensity of higher multipole transitions is strongly suppressed and only becomes relevant for transitions forbidden by the dipole selection rules (see for instance Ref. [41]).

Indeed, the dipole coupling is only an approximation for the full electromagnetic interaction of an atomic electron with the electromagnetic field. However, it is discussed in [40,42] that for realistically small atoms, an approximate gauge transformation yields the dipole coupling out of the full atomic-field coupling [atomic electron minimally coupled to the electromagnetic field vector potential

Eq. (1)]. This approximation may break when the initial state of the field and the atoms is not excited and only for interaction times that are comparable or smaller than the length scale of the atoms [43]. However, for interaction times much larger than the light crossing time of the atomic radius the dipole coupling should yield a good approximation even for ground state dynamics. The coupling (6) is extensively used in atomic physics and quantum optics to successfully reproduce experiments $[44,45]$ and in theoretical proposals [36,40,46,47].

The dipole coupling is also convenient since the atom couples explicitly to a gauge-invariant field observable, and because, when the approximation holds, the gauge choice made for the field degrees of freedom corresponds to the choice made in the conventional textbook solutions of the Schrödinger equation for an electron trapped in a Coulomb potential. That is, $\boldsymbol{A}=0$ in the absence of currents (for further discussion see $[40,42]$ and the multipolar gauge in e.g. [48]). Moreover, the fact that the commutator of $\boldsymbol{E}$ satisfies microcausality (vanishes for spacelike separated events) means that the results of [49] for a scalar field can be quickly reproduced here for the electromagnetic interaction and thus the interaction between two atoms through the field as given in (6) is fully causal. This kind of coupling has also been used in other contexts outside quantum optics, as for instance to analyze the Unruh effect with an electromagnetic field [36], or in quantum friction [47].

Let us, for simplicity and for the sake of comparison with the scalar models presented above, assume that only two levels of the atomic structure are relevant in our setup. In that case, the dipole operator enables transitions between the atomic ground state and one single relevant excited state. When we restrict it to only two levels, the operator $\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{E}}$ in the interaction picture reads
$\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{E}}=\langle e| \hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{E}}|g\rangle e^{\mathrm{i} \Omega t}|e\rangle\langle g|+\langle g| \hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{E}}|e\rangle e^{-\mathrm{i} \Omega t}|g\rangle\langle e|$.
Inserting resolutions of the identity in the position eigenbasis and noting that $\psi_{g}(\boldsymbol{x})=\langle\boldsymbol{x} \mid g\rangle$ and $\psi_{e}(\boldsymbol{x})=\langle\boldsymbol{x} \mid e\rangle$ are the position representation of the ground and excited level wave functions, respectively, the operator (6) can be recast as

$$
\begin{align*}
\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{E}}(\boldsymbol{x}, t)= & \int \mathrm{d}^{3} \boldsymbol{x}\left[\boldsymbol{F}(\boldsymbol{x}) \cdot \hat{\boldsymbol{E}}(\boldsymbol{x}, t) e^{\mathrm{i} \Omega t}|e\rangle\langle g|\right. \\
& \left.+\boldsymbol{F}^{*}(\boldsymbol{x}) \cdot \hat{\boldsymbol{E}}(\boldsymbol{x}, t) e^{-\mathrm{i} \Omega t}|g\rangle\langle e|\right] \tag{8}
\end{align*}
$$

where $\hat{\boldsymbol{E}}(\boldsymbol{x}, t)$ is an operator which acts on the field Hilbert space, and the spatial "smearing vector" $\boldsymbol{F}(\boldsymbol{x})$ is defined as

$$
\begin{equation*}
\boldsymbol{F}(\boldsymbol{x})=\psi_{e}^{*}(\boldsymbol{x}) \boldsymbol{x} \psi_{g}(\boldsymbol{x}) \tag{9}
\end{equation*}
$$

Note that in this case, the specific form of the spatial smearing arises naturally from the coupling, and does not have to be inserted ad hoc.

By direct comparison with Eq. (6), the position-space representation of the dipole moment in the interaction picture can be written as

$$
\begin{equation*}
\hat{\boldsymbol{d}}(\boldsymbol{x}, t)=e\left[\boldsymbol{F}(\boldsymbol{x}) e^{\mathrm{i} \Omega t} \hat{\sigma}^{+}+\boldsymbol{F}^{*}(\boldsymbol{x}) e^{-\mathrm{i} \Omega t} \hat{\sigma}^{-}\right] \tag{10}
\end{equation*}
$$

where we have adopted the usual notation for the $\mathrm{SU}(2)$ ladder operators $\hat{\sigma}^{+}=|e\rangle\langle g|$ and $\hat{\sigma}^{-}=|g\rangle\langle e|$. With this expression for the dipole moment, the Hamiltonian for the dipole interaction reads

$$
\begin{equation*}
H_{\mathrm{EM}}=\chi(t) \int \mathrm{d}^{3} \boldsymbol{x} \hat{\boldsymbol{d}}\left(\boldsymbol{x}-\boldsymbol{x}_{d}, t\right) \cdot \hat{\boldsymbol{E}}(\boldsymbol{x}, t) \tag{11}
\end{equation*}
$$

We are going to use (11) as the model of light-matter interaction with which we will analyze entanglement harvesting. In doing so, we will be able to qualitatively and quantitatively compare the results with previous models that neglected the vector nature of the field.

## III. SETUP

## A. Full system dynamics

Let us consider two hydrogenlike atoms (A and B) that interact locally with the electromagnetic vacuum via the dipole coupling Hamiltonian (11),

$$
\begin{equation*}
H_{\mathrm{EM}}=\sum_{\nu} \chi_{\nu}(t) \int \mathrm{d}^{3} \boldsymbol{x} \hat{\boldsymbol{d}}_{\nu}\left(\boldsymbol{x}-\boldsymbol{x}_{\nu}, t\right) \cdot \hat{\boldsymbol{E}}(\boldsymbol{x}, t) \tag{12}
\end{equation*}
$$

in the interaction picture, where $\nu=\mathrm{A}, \mathrm{B}$ labels each of the two atoms. Each atom $\nu$ is located in position $\boldsymbol{x}_{\nu}$. We recall that the dipole moment operator is given by (10), that is

$$
\begin{equation*}
\hat{\boldsymbol{d}}_{\nu}(\boldsymbol{x}, t)=e_{\nu}\left[\boldsymbol{F}_{\nu}(\boldsymbol{x}) e^{\mathrm{i} \Omega_{\nu} t} \hat{\sigma}_{\nu}^{+}+\boldsymbol{F}_{\nu}^{*}(\boldsymbol{x}) e^{-\mathrm{i} \Omega_{\nu} t} \hat{\sigma}_{\nu}^{-}\right] \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{F}_{\nu}(\boldsymbol{x})=\psi_{e_{\nu}}^{*}(\boldsymbol{x}) \boldsymbol{x} \psi_{g_{\nu}}(\boldsymbol{x}) \tag{14}
\end{equation*}
$$

In addition to the study of the electromagnetic coupling, we will compare the analysis with the other scalar approximations used in past studies of entanglement harvesting, and discussed in the previous section. This way we can draw a fair comparison of the three interaction models (Unruh-DeWitt, derivative scalar coupling and dipole electromagnetic coupling). Again in the interaction picture, the scalar-field interaction Hamiltonians for two detectors coupled to the field are

$$
\begin{equation*}
H_{\mathrm{UDW}}=\sum_{\nu} e_{\nu} \chi_{\nu}(t) \int \mathrm{d}^{3} \boldsymbol{x} F_{\nu}\left(\boldsymbol{x}-\boldsymbol{x}_{\nu}\right) \hat{\mu}_{\nu}(t) \hat{\phi}(\boldsymbol{x}, t) \tag{15}
\end{equation*}
$$

for the Unruh-DeWitt coupling and

$$
\begin{equation*}
H_{\mathrm{UDW}_{\mathrm{d}}}=\sum_{\nu} e_{\nu} \chi_{\nu}(t) \int \mathrm{d}^{3} \boldsymbol{x} F_{\nu}\left(\boldsymbol{x}-\boldsymbol{x}_{\nu}\right) \hat{\mu}_{\nu}(t) \partial_{t} \hat{\phi}(\boldsymbol{x}, t) \tag{16}
\end{equation*}
$$

for the derivative coupling.
In the three cases in Eqs. (12), (15) and (16) we can express the fields in terms of plane-wave mode expansions in the standard way $[35,40]$, i.e.,

$$
\begin{align*}
\hat{\phi}(\boldsymbol{x}, t) & =\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{\sqrt{(2 \pi)^{3} 2|\boldsymbol{k}|}}\left[\hat{a}_{\boldsymbol{k}} e^{\mathrm{i} k \cdot x}+\text { H.c. }\right]  \tag{17}\\
\partial_{t} \hat{\phi}(\boldsymbol{x}, t) & =\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{\sqrt{(2 \pi)^{3}}} \sqrt{\frac{|\boldsymbol{k}|}{2}}\left[-\mathrm{i} \hat{a}_{k} e^{\mathrm{i} k \cdot x}+\text { H.c. }\right]  \tag{18}\\
\hat{\boldsymbol{E}}(\boldsymbol{x}, t) & =\sum_{s} \int \frac{\mathrm{~d}^{3} \boldsymbol{k}}{\sqrt{(2 \pi)^{3}}} \sqrt{\frac{|\boldsymbol{k}|}{2}}\left[-\mathrm{i} \hat{a}_{\boldsymbol{k}, s} \mathbf{\epsilon}(\boldsymbol{k}, s) e^{\mathrm{i} k \cdot x}+\text { H.c. }\right] \tag{19}
\end{align*}
$$

where $k \cdot x:=\boldsymbol{k} \cdot \boldsymbol{x}-|\boldsymbol{k}| t$. Note that each $\hat{a}$ (respectively, $\hat{a}^{\dagger}$ ) represents an annihilation (respectively, creation) operator for a field mode of momentum $\boldsymbol{k}$ and (in the electromagnetic case) polarization $s$. These operators satisfy the following canonical commutation relations:

$$
\begin{gather*}
{\left[\hat{a}_{\boldsymbol{k}}, \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right),}  \tag{20}\\
{\left[\hat{a}_{\boldsymbol{k}, s}, \hat{a}_{\boldsymbol{k}^{\prime}, s^{\prime}}^{\dagger}\right]=\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \delta_{s, s^{\prime}} .} \tag{21}
\end{gather*}
$$

In the case of the electromagnetic field, its vector nature is encoded in the set $\{\boldsymbol{\epsilon}(\boldsymbol{k}, s)\}_{s=1}^{3}$ of orthonormal (in general complex) polarization vectors. Maxwell's equations force the electric field to satisfy $\nabla \cdot \boldsymbol{E}=0$, which yields the transversality condition $\boldsymbol{k} \cdot \boldsymbol{\epsilon}(\boldsymbol{k}, s)=0$. This constraint restricts the sum over polarizations in Eq. (19) to $s=1,2$, representing the two physical polarizations of the electromagnetic field, which are typically denoted as $\left\{\perp_{1}, \perp_{2}\right\}$ and satisfy the completeness relation

$$
\begin{equation*}
\sum_{s=\perp_{1}, \perp_{2}} \mathbf{\epsilon}(\boldsymbol{k}, s) \otimes \mathbf{\epsilon}(\boldsymbol{k}, s)=\mathbb{1}-\frac{\boldsymbol{k} \otimes \boldsymbol{k}}{|\boldsymbol{k}|^{2}} \tag{22}
\end{equation*}
$$

For completeness, an explicit derivation of this (otherwise well-known) expression can be seen in Appendix A.

The time evolution generated by each respective interaction Hamiltonian (12), (15) and (16) can be obtained by a perturbative Dyson expansion of the time-evolution operator

$$
\begin{equation*}
U=\underbrace{\mathbb{1}}_{U^{(0)}} \underbrace{-\mathrm{i} \int_{-\infty}^{\infty} \mathrm{d} t H(t)}_{U^{(1)}} \underbrace{-\int_{-\infty}^{\infty} \mathrm{d} t \int_{-\infty}^{t} \mathrm{~d} t^{\prime} H(t) H\left(t^{\prime}\right)}_{U^{(2)}}+\ldots \tag{23}
\end{equation*}
$$

Therefore, the time evolution of an initial state $\hat{\rho}_{0}$, given by $\hat{\rho}=U \hat{\rho}_{0} U^{\dagger}$, can be written as a perturbative expansion in the overall coupling strength $e^{i+j}=e_{\mathrm{A}}^{i} e_{\mathrm{B}}^{j}$,
$\hat{\rho}=\hat{\rho}_{0}+\hat{\rho}^{(1,0)}+\hat{\rho}^{(0,1)}+\hat{\rho}^{(2,0)}+\hat{\rho}^{(0,2)}+\hat{\rho}^{(1,1)}+\mathcal{O}\left(e^{3}\right)$.

Here the notation $\hat{\rho}^{(i, j)}$ represents the correction to the initial state $\hat{\rho}_{0}$ obtained by acting on it with $U^{(i)}$ from the left and with $U^{(j) \dagger}$ from the right, namely

$$
\begin{equation*}
\hat{\rho}^{(i, j)}=U^{(i)} \hat{\rho}_{0} U^{(j) \dagger} \tag{25}
\end{equation*}
$$

We are interested in the harvesting of entanglement from the vacuum state of the field. Therefore, we consider that the initial state of the atoms-field system is

$$
\begin{equation*}
\hat{\rho}_{0}=|0\rangle\langle 0| \otimes \hat{\rho}_{\mathrm{AB}, 0} \tag{26}
\end{equation*}
$$

where $|0\rangle$ is the vacuum state of the field and $\hat{\rho}_{\mathrm{AB}, 0}$ is the joint initial state of the atoms. We will be interested in the partial state of the atoms after their interaction with the fields, which is given by

$$
\begin{equation*}
\hat{\rho}_{\mathrm{AB}}=\operatorname{Tr}_{\mathrm{f}}(\hat{\rho}) \tag{27}
\end{equation*}
$$

where $\operatorname{Tr}_{\mathrm{f}}$ represents the partial trace over the field degrees of freedom.

This means that the nondiagonal terms in the field produced by the time evolution will not be relevant to our study. In particular, any contribution $\hat{\rho}^{(i, j)}$ for which the parities of $i$ and $j$ are different (i.e., any correction with overall coupling constant $e^{i+j}$ with $i+j$ odd) will not contribute to the detectors' final state (27), as long as the initial state of the field is diagonal in the Fock basis (as it is for the case of the vacuum, or any incoherent superposition of Fock states such as a thermal state).

Furthermore, instead of choosing an odd-parity initial state as in [17], we assume that the two detectors are initially both on their respective ground states as in previous studies of entanglement harvesting from scalar fields [18]. In this fashion, the initial joint state has even parity and reads

$$
\begin{equation*}
\hat{\rho}_{\mathrm{AB}, 0}=\left|g_{\mathrm{A}}\right\rangle\left\langle g_{\mathrm{A}}\right| \otimes\left|g_{\mathrm{B}}\right\rangle\left\langle g_{\mathrm{B}}\right| . \tag{28}
\end{equation*}
$$

Although they have a completely different spatial structure, the monopole moment operator (2) and the dipole moment (10) have the same internal Hilbert space structure,
namely, they are Hermitian linear combinations of the $\mathrm{SU}(2)$ ladder operators. This is due to the fact that, for now, we are focusing our study on a particular transition involving only two atomic levels. This in turn means that the time-evolved detectors' density matrix in the three cases discussed will have the same structure (although with notably different coefficients) when written in the basis
$\left\{\left|g_{\mathrm{A}}\right\rangle \otimes\left|g_{\mathrm{B}}\right\rangle,\left|e_{\mathrm{A}}\right\rangle \otimes\left|g_{\mathrm{B}}\right\rangle,\left|g_{\mathrm{A}}\right\rangle \otimes\left|e_{\mathrm{B}}\right\rangle,\left|e_{\mathrm{A}}\right\rangle \otimes\left|e_{\mathrm{B}}\right\rangle\right\}$.
Namely, the time-evolved density matrix is
$\hat{\rho}_{\mathrm{AB}}=\left(\begin{array}{cccc}1-\mathcal{L}_{\mathrm{AA}}-\mathcal{L}_{\mathrm{BB}} & 0 & 0 & \mathcal{M}^{*} \\ 0 & \mathcal{L}_{\mathrm{AA}} & \mathcal{L}_{\mathrm{AB}} & 0 \\ 0 & \mathcal{L}_{\mathrm{BA}} & \mathcal{L}_{\mathrm{BB}} & 0 \\ \mathcal{M} & 0 & 0 & 0\end{array}\right)+\mathcal{O}\left(e^{4}\right)$.
At first glance, one may think that this matrix fails to be positive given the conditions in Ref. [23]. We show in Appendix B that this matrix is indeed positive at leading order, $\mathcal{O}\left(e^{2}\right)$, in perturbation theory.

We take the following conventions: the matrix elements in (30) will be notated as $\mathcal{L}_{\mu \nu}^{\mathrm{EM}}$ and $\mathcal{M}^{\mathrm{EM}}$ for the dipole coupling to the electromagnetic field, $\mathcal{L}_{\mu \nu}^{\mathrm{UDW}}$ and $\mathcal{M}^{\mathrm{UDW}}$ for the scalar Unruh-DeWitt coupling, and $\mathcal{L}_{\mu \nu}^{\mathrm{UDW}_{\mathrm{d}}}$ and $\mathcal{M}^{\mathrm{UDW}_{\mathrm{d}}}$ for the derivative coupling, respectively. In particular, the functions $\mathcal{L}_{\mu \nu}$ and $\mathcal{M}$ in the electromagnetic case can be evaluated as

$$
\begin{align*}
\mathcal{L}_{\mu \nu}^{\mathrm{EM}}= & e_{\mu} e_{\nu} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} \int \mathrm{~d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} \\
& \times e^{\mathrm{i}\left(\Omega_{\mu} t_{1}-\Omega_{\nu} t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\nu}\left(t_{2}\right) \\
& \times \boldsymbol{F}_{\nu}^{* \mathrm{t}}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\nu}\right) \mathbf{W}\left(\boldsymbol{x}_{2}, \boldsymbol{x}_{1}, t_{2}, t_{1}\right) \boldsymbol{F}_{\mu}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\mu}\right),  \tag{31}\\
\mathcal{M}_{\mathrm{EM}}= & -e_{\mathrm{A}} e_{\mathrm{B}} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \int \mathrm{~d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} \\
& \times\left[e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right)\right. \\
& \times \boldsymbol{F}_{\mathrm{A}}^{\mathrm{t}}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\mathrm{A}}\right) \mathbf{W}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, t_{1}, t_{2}\right) \boldsymbol{F}_{\mathrm{B}}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\mathrm{B}}\right) \\
& +e^{\mathrm{i}\left(\Omega_{\mathrm{B}} t_{1}+\Omega_{A} t_{2}\right)} \chi_{\mathrm{B}}\left(t_{1}\right) \chi_{\mathrm{A}}\left(t_{2}\right) \\
& \left.\times \boldsymbol{F}_{\mathrm{B}}^{\mathrm{t}}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\mathrm{B}}\right) \mathbf{W}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, t_{1}, t_{2}\right) \boldsymbol{F}_{\mathrm{A}}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\mathrm{A}}\right)\right], \tag{32}
\end{align*}
$$

where $\boldsymbol{F}_{\nu}{ }^{\mathbf{t}}$ and $\boldsymbol{F}_{\nu}^{* \mathbf{t}}$ are respectively the transpose and Hermitian conjugate of the vector $\boldsymbol{F}_{\nu}$, the spatial smearing vectors are given by Eq. (9) and the matrix $\mathbf{W}$ is the Wightman function 2-tensor of the field, whose components are given by
$[\mathbf{W}]_{i j}=W_{i j}^{\mathrm{EM}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}, t, t^{\prime}\right)=\langle 0| E_{i}(\boldsymbol{x}, t) E_{j}\left(\boldsymbol{x}^{\prime}, t^{\prime}\right)|0\rangle$.
In the scalar cases (see, e.g., [18]), Eqs. (31) and (32) have a similar form, but the corresponding scalar analogues of the vector quantities have to be used. I.e., the smearing vectors $\boldsymbol{F}(\boldsymbol{x})$ are replaced by the scalar smearing functions
$F(\boldsymbol{x})$, and instead of the Wightman tensor one has to use the scalar Wightman function of the corresponding field,

$$
\begin{align*}
W^{\mathrm{UDW}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}, t, t^{\prime}\right) & =\langle 0| \hat{\phi}(\boldsymbol{x}, t) \hat{\phi}\left(\boldsymbol{x}^{\prime}, t^{\prime}\right)|0\rangle,  \tag{34}\\
W^{\mathrm{UDW}_{\mathrm{d}}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}, t, t^{\prime}\right) & =\langle 0| \partial_{t} \hat{\phi}(\boldsymbol{x}, t) \partial_{t^{\prime}} \hat{\phi}\left(\boldsymbol{x}^{\prime}, t^{\prime}\right)|0\rangle \\
& =\partial_{t} \partial_{t^{\prime}} W^{\mathrm{UDW}}\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}, t, t^{\prime}\right) . \tag{35}
\end{align*}
$$

## B. Quantifying the harvested entanglement

As stated before, we are interested in analyzing the entanglement acquired between the two atoms after the interaction with the field vacuum. To quantify the entanglement between them we will use the negativity. The negativity of a state represented by a density matrix $\hat{\rho}_{A B}$ is defined as the magnitude of the sum of negative eigenvalues of the partially transposed density matrix $\hat{\rho}_{A B}^{t_{\nu}}$ [50]. It is an entanglement monotone that for two-qubit settings only vanishes for separable states. For a state of the form (30), the negativity (computed in full detail, for instance, in [18]) is given by $\mathcal{N}=\max \left(0, \mathcal{N}^{(2)}\right)+\mathcal{O}\left(e^{4}\right)$, where
$\mathcal{N}^{(2)}=-\frac{1}{2}\left(\mathcal{L}_{\mathrm{AA}}+\mathcal{L}_{\mathrm{BB}}-\sqrt{\left(\mathcal{L}_{\mathrm{AA}}-\mathcal{L}_{\mathrm{BB}}\right)^{2}+4|\mathcal{M}|^{2}}\right)$.

Note that a naive inspection of the partial transpose of Eq. (30) as it stands produces the seemingly alwaysnegative eigenvalue $E_{2}=-\left|\mathcal{L}_{\mathrm{AB}}\right|^{2}$, potentially leading to having the atoms always entangled, regardless of the specific configuration. However, as discussed in [18], this term is $\mathcal{O}\left(e^{4}\right)$; thus the second-order expansion in (36) is not enough to study this subdominant eigenvalue. It was shown in [18] that (for the Unruh-DeWitt model) no relevant changes to the second-order result were obtained when subleading effects were considered.

We will consider the simple case in which both atoms are identical, which translates into $\Omega_{\mathrm{A}}=\Omega_{\mathrm{B}} \equiv \Omega, e_{\mathrm{A}}=e_{\mathrm{B}} \equiv e$ and $\boldsymbol{F}_{\mathrm{A}}=\boldsymbol{F}_{\mathrm{B}}$. In this case, $\mathcal{L}_{\mathrm{AA}}=\mathcal{L}_{\mathrm{BB}} \equiv \mathcal{L}_{\mu \mu}$, and Eq. (36) simplifies to

$$
\begin{equation*}
\mathcal{N}^{(2)}=|\mathcal{M}|-\mathcal{L}_{\mu \mu} \tag{37}
\end{equation*}
$$

This expression allows for a very intuitive interpretation. When $\mu=\nu$, Eq. (31) is a local term: it only depends on the properties of just one of the atoms. On the other hand, Eq. (32) depends on the properties of both atoms and therefore is a nonlocal term. This means that in Eq. (37) there is a direct competition between nonlocal, entangling excitations and local noise, leading to the intuitive notion that in order to have entanglement between the atoms, the nonlocal term must overcome the local, single-atom "noisy" excitations $[16,18,32]$. It is worth noticing that, as shown in [23], for this case of two identical atoms, the
second-order correction to the negativity is related to another conventional entanglement measure, the concurrence [51], by the simple relation $\mathcal{C}^{(2)}=2 \mathcal{N}^{(2)}$.

## C. Characterization of the atomic model

We will consider two identical, static, hydrogenlike atoms located at positions $\boldsymbol{x}_{\mathrm{A}}$ and $\boldsymbol{x}_{\mathrm{B}}$, which interact with the field for a finite time scale $T$ implemented through strongly supported smooth Gaussian switching functions ${ }^{1}$

$$
\begin{equation*}
\chi_{\nu}(t)=e^{-\frac{(t-t \nu)^{2}}{T^{2}}} \tag{38}
\end{equation*}
$$

where $t_{\nu}$ is the center of the Gaussian of atom $\nu$. This choice of switching function arises naturally when one thinks, for instance, of atoms flying transversely through a long optical cavity: the ground transversal mode has precisely a Gaussian profile [52].

We will consider only two atomic levels, the ground state being the hydrogenoid- $1 s$ state [53]
$\psi_{g}^{\mathrm{EM}}(\boldsymbol{x})=\psi_{100}(\boldsymbol{x})=R_{10}(|\boldsymbol{x}|) Y_{00}(\theta, \phi)=\frac{1}{\sqrt{\pi a_{0}^{3}}} e^{-\frac{|x|}{a_{0}}}$,
where $a_{0}$ is the generalized Bohr radius.
In the electromagnetic case, under the realistic consideration of hydrogenlike atoms, the smearing functions (smearing vectors) are no longer rotationally invariant. Indeed, the excited state has to be at least a $2 p$ levelwhich is no longer spherically symmetric-due to the angular momentum selection rules of the dipole interaction.

This shows already one of the main differences between previous scalar models and the electromagnetic interaction: new features will appear as we consider transitions with exchange of angular momentum that could not possibly be captured by any scalar model. Furthermore, the lack of rotational invariance of the smearing vectors $\boldsymbol{F}_{\nu}$ translates into a dependence of entanglement harvesting on the relative orientation of the two atoms. For illustration, we will consider that the excited level is the nonisotropic, $2 p_{z}$ excited state ${ }^{2}$ :

[^1]$\psi_{e}^{\mathrm{EM}}(\boldsymbol{x})=R_{21}(|\boldsymbol{x}|) Y_{10}(\theta, \phi)=\frac{1}{\sqrt{32 \pi a_{0}^{5}}} e^{-\frac{|x|}{2 a_{0}}}|\boldsymbol{x}| \cos \theta$.

Equations (39) and (40) completely determine the spatial smearing vector Eq. (9) for each atom:

$$
\begin{align*}
\boldsymbol{F}_{\mathrm{A}}(\boldsymbol{x})= & \frac{\cos \theta}{4 \pi a_{0}^{4} \sqrt{2}} e^{-\frac{3|x|}{2 a_{0}}}|\boldsymbol{x}|^{2}\left(\begin{array}{c}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{array}\right)  \tag{41}\\
\boldsymbol{F}_{\mathrm{B}}(\boldsymbol{x})= & \frac{\cos \theta \cos \vartheta-\sin \theta \sin \vartheta \cos (\psi+\phi)}{4 \pi a_{0}^{4} \sqrt{2}} e^{-\frac{3 x|x|}{2 a_{0}}} \\
& \times|\boldsymbol{x}|^{2}\left(\begin{array}{c}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{array}\right) \tag{42}
\end{align*}
$$

where the triplet $(\psi, \vartheta, \varphi)$ denotes the three Euler angles defining the relative orientation of the reference frame of atom B with respect to atom A's reference frame (see Fig. 1). The different angular dependences of the smearing vectors $\boldsymbol{F}_{\mathrm{A}}$ and $\boldsymbol{F}_{\mathrm{B}}$ are due to the fact that we have expressed the reference frame of atom $B$ in terms of the reference frame of atom A. In so doing, the spherical harmonics of atom B (which take a canonical form in its own reference frame) transform to A's frame linearly,

$$
\begin{equation*}
Y_{l m}^{\mathrm{B}}(\theta, \phi)=\sum_{\mu=-l}^{l} Y_{l \mu}^{\mathrm{A}}(\theta, \phi) \mathcal{D}_{\mu, m}^{l}(\psi, \vartheta, \varphi), \tag{43}
\end{equation*}
$$

where the different $\mathcal{D}_{m_{1}, m_{2}}^{l}(\psi, \vartheta, \varphi)$ are the Wigner D-functions that characterize the rotation of the angular momentum operators under changes of reference frame. For a more detailed description and the explicit definition of the Wigner D-functions, see Appendix C.


FIG. 1. Euler angles characterizing the relative orientation of atom B (blue) with respect to atom A's reference frame (red).

## IV. RESULTS

## A. Local noise and correlation term for the electromagnetic field

Under these assumptions, the calculations are (very) lengthy but straightforward. In Appendix C we show in very great detail how to compute the local term (31) and the correlation term (32) for general transitions between any two arbitrary states of the two hydrogenoid atoms. In particular, for a transition between the $1 s$ and the $2 p_{z}$ orbitals, as we also show in the appendix, the two terms involved in Eq. (37) take the following form:

$$
\begin{align*}
\mathcal{L}_{\mu \mu}^{\mathrm{EM}}= & e^{2} \frac{49152}{\pi} a_{0}^{2} T^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \frac{|\boldsymbol{k}|^{3} e^{-\frac{1}{2} T^{2}(\Omega+|\boldsymbol{k}|)^{2}}}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6}}  \tag{44}\\
|\mathcal{M}|^{\mathrm{EM}}= & \left.e^{2} \frac{24576|\cos \vartheta|}{\pi} a_{0}^{2} T^{2}\left|\int_{0}^{\infty} \mathrm{d}\right| \boldsymbol{k}| | \boldsymbol{k}\right|^{3} e^{-\frac{1}{2} T^{2}\left(\Omega^{2}+|\boldsymbol{k}|^{2}\right)} \\
& \times \frac{j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)+j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6}} \\
& \times\left[E\left(|\boldsymbol{k}|, t_{\mathrm{BA}}\right)+E\left(|\boldsymbol{k}|,-t_{\mathrm{BA}}\right)\right] \mid \tag{45}
\end{align*}
$$

where

$$
\begin{equation*}
E\left(|\boldsymbol{k}|, t_{\mathrm{BA}}\right)=e^{\left.\mathrm{i}|\boldsymbol{k}|\right|_{\mathrm{BA}}} \operatorname{erfc}\left(\frac{\mathrm{i} T^{2}|\boldsymbol{k}|+t_{\mathrm{BA}}}{\sqrt{2} T}\right), \tag{46}
\end{equation*}
$$

$j_{l}(x)$ are the spherical Bessel functions of the first kind, $\operatorname{erfc}(x)=1-\operatorname{erf}(x)$ is the complementary error function, $t_{\mathrm{BA}}=t_{\mathrm{B}}-t_{\mathrm{A}}$ represents the time delay between the switchings, and we recall that the Euler angle $\vartheta$ is the relative angle between the axes of symmetry of the $2 p_{z}$ orbitals of atoms A and B .

We see explicitly in Eq. (44) that the local noise term $\mathcal{L}_{\mu \mu}$ depends only on the properties of only one of the atoms. As expected, the dependences on the relative distance $\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|$ and relative angle between the $2 p_{z}$ orbitals' axes of symmetry $\vartheta$ appear only in the nonlocal correlations term (45).

## B. Orientation dependence of entanglement harvesting

Given that, as discussed above, the orbitals of the excited states are not isotropic, the relative orientation of the atoms is a new, unexplored degree of freedom that has a nontrivial influence on the ability of the atomic probes to harvest entanglement from the field. In Fig. 2 we show the amount of entanglement that the two atoms harvest when placed in light contact $\left(d=t_{\mathrm{BA}}\right)$ as the relative angle $\vartheta$ between them varies. As it can be seen from (36) and (45), the same would apply for atoms in spacelike separation.

In particular, the specific dependence of the nonlocal term (45) on $\vartheta$ implies that atoms oriented along perpendicular axes will not be able to harvest entanglement


FIG. 2. Negativity (leading order) when the two atoms are in full light-contact $d=t_{\mathrm{BA}}$ for two hydrogenoid atoms with energy gap $\Omega T=1$, atomic radius $a_{0} \Omega=0.001$ and spatial separations $d / T=1$ (solid blue line), $d / T=1.15$ (dashed red line) and $d / T=1.25$ (dashed-dotted green line), as a function of the relative orientation between the atoms.
from the field. Nevertheless, this claim needs to be qualified: what the $\vartheta$ dependence of (45) actually shows is that the atoms cannot harvest entanglement using the transition $1 s \rightarrow 2 p_{z}$ when the two $2 p_{z}$ orbitals are perpendicular. Note however that, in principle, entanglement harvesting would be possible through the participation of the two atoms' $2 p_{x}$ and $2 p_{y}$ orbitals, which in general will not be perpendicular even when the two atoms' $2 p_{z}$ orbitals are. Although, rigorously speaking, to assess the entanglement harvested by all the possible transitions to the $2 p$ orbitals requires a higher dimensional study, the symmetry of the problem and the perturbative nature of the interaction (which makes multipartite entanglement appear only at higher order in perturbation theory, which is beyond the scope of this paper) allows us to already conclude that there is an optimal orientation of the two atoms that maximizes entanglement harvesting: when the sum of the absolute values of the projections of (the director vectors of) all the axes of B's frame on axes of A's frame is maximal. This optimal case is obtained when the $2 p$ atomic orbitals of $B$ are oriented such that their axes of symmetry maximize their angular separation with respect to the $2 p$ orbitals of A. Namely, the Euler angles for all 96 maximum harvesting configurations are

$$
\begin{align*}
& (\psi, \vartheta, \varphi)=\left(\frac{\pi}{4}+n \frac{\pi}{2}, \vartheta_{1}, \frac{\pi}{4}+m \frac{\pi}{2}\right) \\
& (\psi, \vartheta, \varphi)=\left(\frac{\pi}{4}+n \frac{\pi}{2}, \pi-\vartheta_{1}, \frac{\pi}{4}+m \frac{\pi}{2}\right), \\
& (\psi, \vartheta, \varphi)=\left(\psi_{1}+n \frac{\pi}{2}, \vartheta_{2}, l \frac{\pi}{2}-\psi_{1}\right), \\
& (\psi, \vartheta, \varphi)=\left(\psi_{2}+n \frac{\pi}{2}, \vartheta_{2}, l \frac{\pi}{2}-\psi_{2}\right), \tag{47}
\end{align*}
$$

for $n, m=0 \ldots 3, \quad l=1 \ldots 8, \quad \vartheta_{1} \approx 1.2310, \quad \vartheta_{2} \approx 2.3005$, $\psi_{1} \approx 0.4636$ and $\psi_{2} \approx 1.1071$. Conversely, entanglement harvesting would be minimum when every axis of one atom's reference frame is parallel to an axis of the other atom's frame. In that configuration each axis of B's frame has zero projection onto two of the axes of A's frame.

In Fig. 3 we show examples of configurations which minimize and maximize the entanglement harvested.

## C. Quantitative analysis

We show in this section the most relevant features of entanglement harvesting from an electromagnetic field to two identical, hydrogenlike atoms.

We set realistic values for the parameters of the model. For the hydrogen atom's $1 s \rightarrow 2 p$ transition (of wavelength $\Lambda \sim 100 \mathrm{~nm}$ and for $a_{0} \sim 0.1 \mathrm{~nm}$ ), in natural units $a_{0} \Omega=a_{0} \Lambda^{-1}=0.001$. With these parameters we can compute the negativity from Eqs. (36), (44) and (45).

We are first going to analyze how often it is possible to harvest entanglement from the field to the two atoms. For comparison, we recall [18], where it was shown that, in the scalar case, it is possible to harvest entanglement with arbitrarily distant detectors using a smooth switching and scaling up the energy gap consistently.

In Fig. 4 we show in dark red the values of energy gap $\Omega T$ of each atom, and the spatial distance $d / T$ between them, for which entanglement can be harvested from the electromagnetic vacuum. In the figure, the delay between the switchings is set to $t_{\mathrm{BA}} / T=10$.

Figure 4 shows that harvesting of entanglement is possible even from regions that are arbitrarily spacelike separated, provided that the atoms have an energy gap that is large enough: given an arbitrarily large distance between the atoms, one can consider a transition energy large enough so that the atoms can harvest entanglement. This is similar to the case discussed in [18] for the scalar field Unruh-DeWitt entanglement harvesting: higher energy gaps reduce the impact of the local noise, making it possible to harvest entanglement for arbitrarily separated


FIG. 3. Examples of relative orientation of the atoms that (a) minimize and (b) maximize the entanglement harvested from the field when all the $1 s \rightarrow 2 p$ transitions are considered. The Euler angles for the configuration of maximal harvesting shown are $(\pi / 4,1.231, \pi / 4)$.


FIG. 4. Binary plot showing in (dark) red the values of $d / T$ and $\Omega T$ for which entanglement harvesting is possible, and in (light) grey the values for which there is zero entanglement harvesting. We consider $a_{0} \Omega=0.001$ (hydrogen proportions) and that the atomic interactions with the field are delayed by a time delay $t_{\mathrm{BA}} / T=10$. The dashed black lines represent the boundaries of the regions of the plot where atom B is in the light cone of atom A. We have located these boundaries at 8 standard deviations of the switching function (38), that is $d=t_{\mathrm{BA}} \pm 8 T / \sqrt{2}$. Notice that we can harvest entanglement from arbitrarily far away distances by increasing the transition energy gap.
atoms. To increase the gap of realistic atomic species one could consider higher energetic transitions $1 s \rightarrow n p$, for which the product $a_{0} \Omega=0.001$ does not scale with $n$.

However, increasing the gap to compensate for an increase of spatial separation has a downside: higher energy gaps also suppress the nonlocal correlation term $\mathcal{M}$ (albeit more slowly than $\mathcal{L}_{\mu \mu}$ ), thereby decreasing the total amount of entanglement harvested, leading to the same "damping-and-leakage" effect described for the Unruh-DeWitt case [18].

In Fig. 5 we show the amount of entanglement that can be harvested from the field for a relatively large value of $\Omega T=12$ as a function of the distance between the atomic centers of mass $d / T$ and the time delay of their (recall local) interactions with the field $t_{\mathrm{BA}} / T$.

As expected given the results on harvesting from scalar fields [18], the entanglement is maximum inside the light cone, where direct communication between the atoms can be achieved via exchange of real photons. Moving away from the light cone the entanglement decreases with spatiotemporal distance, eventually leaking into the region of spacelike separation [shown in Fig. 5(b)]. Entanglement harvesting also decays very quickly with the spatial separation of the atoms, as it can be seen in Figs. 2 and 5(a).

One may perhaps be tempted to ascribe the harvested entanglement in the region deemed spacelike separated in




FIG. 5. (a) Negativity to leading order as a function of spatial distance $d$ and time delay between the atoms' interactions $t_{\mathrm{BA}}$ of two hydrogenoid atoms satisfying $a_{0} \Omega=0.001$ for a fixed energy gap of $\Omega T=12$. The white, dashed lines represent the boundaries of the light cone, located at $d=t_{\mathrm{AB}} \pm 8 T / \sqrt{2}$. (b) Zoom-in on the area marked with a white rectangle in (a), to demonstrate spacelike entanglement harvesting. The white dashed lines represent the distance to the point of light contact $d=t_{\mathrm{AB}}$ in the number of standard deviations $\sigma=T / \sqrt{2}$. Both for the Gaussian switching and the compactly supported cropped version of the Gaussian switching at $8 \sigma$ we observe spacelike entanglement harvesting.

Fig. 5(b) to the overlap of the atomic wave functions. After all, atomic orbitals are not compactly supported, and as such, the atoms are never completely spacelike separated. In Fig. 5(b), we see that there is entanglement harvesting when the atoms are separated by $9 \sigma$ [where we recall $\sigma=$ $T / \sqrt{2}$ where $T$ is the interaction time scale as given in (38)]. At these points, the spatial separation of the atoms is $d \approx 10^{4} a_{0}$ (we recall that $a_{0}=0.001 \Omega^{-1}$ ). With these numbers, the atomic wave function of atom A in the region of the center of mass of atom B is suppressed by an exponential factor $e^{-10^{4}}$, and indeed the overlap of the two wave functions yields $\int \mathrm{d}|\boldsymbol{x}||\boldsymbol{x}|^{2} \psi^{\mathrm{A}}(|\boldsymbol{x}|) \psi^{\mathrm{B}}(|\boldsymbol{x}|) \approx 10^{-4343}$. Although the entanglement harvested $\mathcal{N}$ at this distance is very small, it is still several thousands of orders of magnitude too large to be explained by the overlap of the atomic wave functions. Note that these results were obtained both for a Gaussian switching function and for a compactly supported Gaussian-like switching function that is made zero at $t-t_{\nu}= \pm 8 \sigma= \pm 8 T / \sqrt{2}$ (that is, at 8 standard deviations of the center of the Gaussian), so there is no appreciable lightlike contact due to the switching either. Due to the absence of direct contact between the atoms when they are spacelike separated, the entanglement is really harvested from that existing previously in the electromagnetic field. The reason why this entanglement is small is because entanglement harvesting will only be relevant in atomic physics when the atoms are separated by several times the atomic sizes (as was already discussed in [32]).

## D. Comparison with the scalar models

Finally, let us compare the electromagnetic coupling results with entanglement harvesting from scalar fields
using the Unruh-DeWitt and derivative coupling models. Recall that in these scalar cases the smearing function needs to be introduced $a d$ hoc in the model. In order to compare the electromagnetic coupling with the two scalar cases (15) and (16) we need to be mindful of the scalar nature of the coupling that prevents transfer of angular momentum through the field. As a consequence, in the cases of harvesting from scalar fields, the transitions $1 s \rightarrow 2 p$ are not allowed (in a similar way that a $1 s \rightarrow 2 s$ transition is not allowed in the dipole electromagnetic case). Thus, in order to keep the comparison fair, we consider the most similar transition allowed by the scalar selection rules, which in this case would be between the two spherically symmetric levels of the hydrogenoid atom with lowest energy, namely the $1 s$ and $2 s$ states, whose position representation wave functions are given by

$$
\begin{align*}
& \psi_{g}(\boldsymbol{x})=\frac{1}{\sqrt{\pi a_{0}^{3}}} e^{-\frac{|x|}{a_{0}}},  \tag{48}\\
& \psi_{e}(\boldsymbol{x})=\frac{1}{4 \sqrt{2 \pi a_{0}^{3}}} e^{-\frac{|x|}{2 a_{0}}}\left(2-\frac{|\boldsymbol{x}|}{a_{0}}\right) . \tag{49}
\end{align*}
$$

Although obvious, one way of seeing directly from these expressions that a transition between these two levels is forbidden in the electromagnetic dipole coupling is to realize that these two levels have equal (even) parity, so the spatial smearing vector Eq. (9) (which has odd overall parity) vanishes when integrated over all space.

As the smearing function in the scalar case we propose to use the scalar analogue to the smearing vector (9), which associates the smearing with the two-level wave functions.

Such an appropriate definition for the scalar cases with overall even parity is

$$
\begin{equation*}
F(\boldsymbol{x})=\psi_{e}(\boldsymbol{x}) \psi_{g}(\boldsymbol{x})=\frac{1}{4 \pi a_{0}^{3} \sqrt{2}} e^{-\frac{3 \mid \boldsymbol{x}}{2 a_{0}}}\left(2-\frac{|\boldsymbol{x}|}{a_{0}}\right) . \tag{50}
\end{equation*}
$$

Considering this analysis, the two terms involved in Eq. (37) take the following form:

$$
\begin{align*}
& \mathcal{L}_{\mu \mu}^{\text {UDW }}= e^{2} \frac{32768}{\pi} a_{0}^{4} T^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \frac{|\boldsymbol{k}|}{}{ }^{5} e^{-\frac{1}{2} T^{2}(\Omega+|\boldsymbol{k}|)^{2}}  \tag{51}\\
&\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6} \tag{52}
\end{align*},
$$

$$
\begin{align*}
|\mathcal{M}|^{\mathrm{UDW}}= & \left.e^{2} \frac{16384}{\pi \mid \boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}} a_{0}^{4} T^{2}\left|\int_{0}^{\infty} \mathrm{d}\right| \boldsymbol{k}| | \boldsymbol{k}\right|^{6} e^{-\frac{1}{2} T^{2}\left(\Omega^{2}+|\boldsymbol{k}|^{2}\right)} \\
& \left.\times \frac{\sin \left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6}}\left[E\left(|\boldsymbol{k}|, t_{\mathrm{BA}}\right)+E\left(|\boldsymbol{k}|,-t_{\mathrm{BA}}\right)\right] \right\rvert\, . \tag{54}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{L}_{\mu \mu}^{\mathrm{UDW}_{\mathrm{d}}}=e^{2} \frac{32768}{\pi} a_{0}^{4} T^{2} \int_{0}^{\infty}{ }_{\mathrm{d}|\boldsymbol{k}|} \frac{|\boldsymbol{k}|^{7} e^{-\frac{1}{2} T^{2}(\Omega+|\boldsymbol{k}|)^{2}}}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6}}, \tag{53}
\end{equation*}
$$

We see that these two pairs of expressions are very similar. Comparing on one hand Eqs. (51) and (53); and on the other hand Eqs. (52) and (54), we see that the expressions in each pair only differ in an extra factor of $|\boldsymbol{k}|^{2}$ on the integrals in momentum for the derivative coupling case. This was easy to anticipate given the derivative nature of the coupling. Other than that, the expressions of the matrix elements of $\hat{\rho}_{\mathrm{AB}}$ are identical in the Unruh-DeWitt model and in the derivative coupling model.

It is much more interesting to compare Eqs. (51), (53), (52) and (54) with their electromagnetic counterparts (44) and (45). There are not many significant differences in the local terms $\mathcal{L}_{\mu \mu}$ : the only changes stem from the different dimensions of the couplings.

The case of the nonlocal term $\mathcal{M}$ is much more interesting, since it is here where the anisotropy of the excited levels and the vector nature of the electromagnetic field become apparent. The anisotropy of the excited levels can be seen through the factor $\cos \vartheta$ in Eq. (45), where, as discussed above, $\vartheta$ is the relative angle between the $2 p_{z}$
orbitals of the two atoms [see Fig. 1, Eq. (43) and Appendix C].

In addition to the anisotropy of entanglement harvesting, the vector nature of the interaction manifests itself in the appearance of the spherical Bessel functions $j_{0}(|\boldsymbol{k}| d)$ and $j_{2}(|\boldsymbol{k}| d)$ in (45), substituting the scalar cases' factor $\sin (|\boldsymbol{k}| d) /(|\boldsymbol{k}| d)$ (with $\left.d=\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)$. Notice that $\mathcal{M}$ is the $\left|g_{\mathrm{A}}\right\rangle\left\langle e_{\mathrm{A}}\right| \otimes\left|g_{\mathrm{B}}\right\rangle\left\langle e_{\mathrm{B}}\right|$ matrix element of the density matrix $\hat{\rho}_{\mathrm{AB}}$, so the subindices $l=0,2$ of the spherical Bessel functions in the electromagnetic case correspond exactly with the even values of possible total angular momentum that one can obtain by combining the angular momentum of the dipole coupling term $\boldsymbol{d} \cdot \boldsymbol{E}, l_{d}=1$, with the excited and ground atomic states' angular momenta $l_{g}=0, l_{e}=1$.

Furthermore, another way to see that the appearance of higher-order spherical Bessel functions is precisely the difference introduced by the exchange of angular momentum between the two atoms is the following: the $j_{0}$ summand in the integral (45) yields the same qualitative features of the scalar models [since $j_{0}(|\boldsymbol{k}| d)=$ $\sin (|\boldsymbol{k}| d) /(|\boldsymbol{k}| d)]$. We can wave our hands and roughly say that if we were to restrict the two atomic levels to be spherically symmetric $\left(l_{g}=l_{e}=0\right)$ and thus naively replace the coupling term by the scalar case (with a zero angular momentum $l_{s}=0$ ) the only possible value of total angular momentum would be, of course, $l_{e} \oplus l_{g} \oplus l_{s}=0$. Under this light, it is not surprising that we recover the same behavior as in the scalar cases just by simply neglecting the contribution of the higher-order Bessel functions in the electromagnetic case.

Indeed, in a rough qualitative analysis, comparing the results reported in [18] with Figs. 4 and 5 we can conclude that the scalar models capture the essence of the phenomenon of harvesting if we do not pay attention to the effects introduced due to the exchange of angular momentum. However, under closer scrutiny, both the amount of entanglement harvested and the distance at which the atoms can still harvest entanglement are significantly different in the different models. As an illustration of this, in Fig. 6 we show the values of the negativity in the three models as a function of spatial separation between the detectors, for the same values of the energy gap $\Omega T=13$ and time delay between the switchings $t_{\mathrm{BA}} / T=10$.

Figure 6 shows (1) that in the dipole model the amount of entanglement harvested from the field when the atoms' symmetry axes are parallel is much higher than in the scalar models, and (2) in the scalar models it is possible to harvest entanglement when the atoms are further away than in the dipole, electromagnetic model. Regarding the two scalar models, there exist no major differences between them, which again points to the fact that the main differences appear when we incorporate the exchange of angular momentum into the model rather than when we change from an amplitude coupling to a derivative coupling.


FIG. 6. Negativity as a function of the spatial separation between the detectors in the different models studied: hydrogen atom dipolarly coupled to the electromagnetic field (blue, solid line); monopole spherically symmetric detector coupled to a scalar field (red, dashed line); and scalar derivative coupling (purple, dotted line). In the electromagnetic coupling case, the atomic $2 p$ orbitals are parallel. For all models, the energy gap is chosen to be $\Omega T=13$, the detectors' size is given by $a_{0} \Omega=$ 0.001 and the time delay between the switchings is $t_{\mathrm{BA}} / T=10$. The black dashed lines represent the boundaries of the light cone, located at $d=t_{\mathrm{BA}} \pm 8 T / \sqrt{2}$. Electromagnetic harvesting is stronger, but has a shorter reach, than the scalar cases. Note that the sharp drop in all cases is due to the logarithmic scale.

## V. CONCLUSIONS

We have analyzed the harvesting of entanglement from the electromagnetic vacuum using two fully featured hydrogenlike atoms. We have done so in regimes when the two atoms are time-, light- and spacelike separated during their interaction with the field.

In stark contrast to previous work-where the lightmatter interaction was modeled by spherically symmetric Unruh-DeWitt-like detectors coupled to a scalar field-we have analyzed the unique features emerging when we consider the vector nature of the electromagnetic interaction in the atom-field dynamics, also taking into account the atomic orbital geometry.

In particular, there are two features that could not be studied with previously employed idealized models which relied on scalar simplifications of the interaction: (1) the effect of the relative orientation of the atoms on their ability to harvest entanglement, and (2) the effect of the exchange of angular momentum between the atoms and the electromagnetic field.

Regarding the relative orientation between the atoms, we showed that considering only the entanglement harvested through the $1 s \rightarrow 2 p_{z}$ transition, the amount of entanglement harvested depends on the mutual projection of the axes of symmetry of the $2 p_{z}$ orbitals of both atoms. As a consequence, atoms oriented along perpendicular axes are not capable of harvesting any entanglement with that transition at all. Extending the analysis to consider all equally possible $1 s \rightarrow 2 p$ transitions, we discussed the relative spatial configurations of the two atoms that
maximize and minimize the entanglement harvested through these transitions, which correspond to ground-to-first excited state transitions of hydrogenoid atoms.

As for the exchange of angular momentum, we showed how it manifests itself through the appearance of higherorder spherical Bessel functions in the two-atom correlation terms. We discussed that it is precisely this exchange of angular momentum that is responsible for the difference between previous idealized scalar models and the full electromagnetic model. This exchange of angular momentum affects entanglement harvesting in two different ways: (1) it permits the harvesting of more entanglement than the analogue scalar models and (2) at the same time, it constrains the spatial range in which entanglement can be harvested. In any case, we show that harvesting of entanglement with atoms placed in arbitrarily far away points is possible for large enough values of the atomic energy gaps, paying the price of a reduction in the total amount of harvested entanglement as the distance increases. Note that, since this is a fundamental study, in this manuscript we have focused on large time delays and large energy gaps for the scenarios analyzed in the figures, and thus we obtained low values of harvested entanglement. It has been studied elsewhere [29-32,54] that the value of harvested entanglement (even with the less powerful scalar cases) can be made large enough to be detectable under realistic parameters for shorter delays and lower gaps.

Furthermore, we have compared the dipole coupling model with previous scalar models consistently used in the literature on entanglement harvesting. On the one hand, we have shown that these models do describe the phenomenon qualitatively when we discard the contributions coming from the exchange of angular momentum in the full electromagnetic coupling. On the other hand we have shown quantitatively how those toy models fail to capture some of the features of more realistic field-atom interactions with anisotropic atomic transitions and nonzero angular momentum exchange.

Finally, the formalism developed in this article and its appendixes allows us to readily generalize the model to include any arbitrary transition in the study of atomic entanglement harvesting from the electromagnetic vacuum.
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## APPENDIX A: COMPLETENESS RELATION OF THE POLARIZATION VECTORS

In this appendix we derive explicitly the completeness relation (22), following [55]. Recall that the polarization basis $\{\boldsymbol{\epsilon}(\boldsymbol{k}, s)\}_{s=1}^{3}$ is an orthonormal basis of $\mathbb{R}^{3}$. We can choose $\boldsymbol{\epsilon}(\boldsymbol{k}, 3) \propto \hat{\boldsymbol{k}}$, the other two unit vectors being mutually orthogonal and perpendicular to this, which we denote $\boldsymbol{\epsilon}\left(\boldsymbol{k}, \perp_{1}\right)$ and $\boldsymbol{\epsilon}\left(\boldsymbol{k}, \perp_{2}\right)$. With this choice the completeness relation Eq. (22), when written in components, reads

$$
\begin{align*}
\sum_{s=\perp_{1}, \perp_{2}} \epsilon_{j}(\boldsymbol{k}, s) \epsilon_{l}(\boldsymbol{k}, s)= & \epsilon_{j}\left(\boldsymbol{k}, \perp_{1}\right) \epsilon_{l}\left(\boldsymbol{k}, \perp_{1}\right) \\
& +\epsilon_{j}\left(\boldsymbol{k}, \perp_{2}\right) \epsilon_{l}\left(\boldsymbol{k}, \perp_{2}\right) . \tag{A1}
\end{align*}
$$

Now, using an auxiliary orthonormal basis of $\mathbb{R}^{3}\left\{\mathbf{e}_{i}\right\}_{i=1}^{3}$, the sum can be recast as

$$
\begin{align*}
\sum_{s=\perp_{1}, \perp_{2}} \epsilon_{j}(\boldsymbol{k}, s) \epsilon_{l}(\boldsymbol{k}, s)= & \left(\boldsymbol{e}_{j} \cdot \mathbf{\epsilon}\left(\boldsymbol{k}, \perp_{1}\right)\right)\left(\boldsymbol{e}_{l} \cdot \boldsymbol{\epsilon}\left(\boldsymbol{k}, \perp_{1}\right)\right) \\
& +\left(\boldsymbol{e}_{j} \cdot \mathbf{\epsilon}\left(\boldsymbol{k}, \perp_{2}\right)\right)\left(\boldsymbol{e}_{l} \cdot \mathbf{\epsilon}\left(\boldsymbol{k}, \perp_{2}\right)\right) \\
& +\left(\boldsymbol{e}_{j} \cdot \hat{\boldsymbol{k}}\right)\left(\boldsymbol{e}_{l} \cdot \hat{\boldsymbol{k}}\right)-\left(\boldsymbol{e}_{j} \cdot \hat{\boldsymbol{k}}\right)\left(\boldsymbol{e}_{l} \cdot \hat{\boldsymbol{k}}\right), \tag{A2}
\end{align*}
$$

where in the last line we have added and subtracted the same quantity. Written in this form, the first three terms of (A2) represent the coefficients of the scalar product $\boldsymbol{e}_{j} \cdot \boldsymbol{e}_{l}$ expressed in the $\left\{\mathbf{\epsilon}\left(\boldsymbol{k}, \perp_{1}\right), \mathbf{\epsilon}\left(\boldsymbol{k}, \perp_{2}\right), \hat{\boldsymbol{k}}\right\}$ basis, while the last term represents the product of the components of $\hat{\boldsymbol{k}}$ in the directions of $\boldsymbol{e}_{j}$ and $\boldsymbol{e}_{l}$. Therefore we can write

$$
\begin{equation*}
\sum_{s=\perp_{1}, \perp_{2}} \epsilon_{j}(\boldsymbol{k}, s) \epsilon_{l}(\boldsymbol{k}, s)=\boldsymbol{e}_{j} \cdot \boldsymbol{e}_{l}-\frac{k_{j} k_{l}}{|\boldsymbol{k}|^{2}}=\delta_{j l}-\frac{k_{j} k_{l}}{|\boldsymbol{k}|^{2}} \tag{A3}
\end{equation*}
$$

which is just the expression in components of Eq. (22).

## APPENDIX B: POSITIVITY OF THE DENSITY MATRIX

In this appendix we explicitly show how the timeevolved density matrix Eq. (30) satisfies the positivity conditions for an X-state given in Ref. [23]. Following [23], a generic density matrix for an X -state can be written as follows:

$$
\hat{\rho}_{\mathrm{X}}=\left(\begin{array}{cccc}
r_{11} & 0 & 0 & r_{14} e^{-\mathrm{i} \xi}  \tag{B1}\\
0 & r_{22} & r_{23} e^{-\mathrm{i} \varsigma} & 0 \\
0 & r_{23} e^{\mathrm{i} \varsigma} & r_{33} & 0 \\
r_{14} e^{\mathrm{i} \xi} & 0 & 0 & r_{44}
\end{array}\right)
$$

where $\left\{r_{i j}\right\}, \xi, \varsigma \in \mathbb{R}$.
A necessary condition for this matrix to represent a quantum state is that it is positive semidefinite, which amounts to its eigenvalues being non-negative. This restriction (as noted in [23]) imposes the following constraints on the elements of $\hat{\rho}_{\mathrm{X}}$ :

$$
\begin{align*}
& r_{11} r_{44} \geq r_{14}^{2}  \tag{B2}\\
& r_{22} r_{33} \geq r_{23}^{2} \tag{B3}
\end{align*}
$$

In the following, we will show explicitly how the matrix Eq. (30) is positive semidefinite (to leading order) by analyzing its eigenvalues, and we will relate the results to the above constraints Eqs. (B2), (B3).

The eigenvalues of Eq. (30) are

$$
\begin{align*}
& E_{1}=\frac{1}{2}\left(1-\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}\right) e^{2}+\sqrt{\left[1-e^{2}\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}\right)^{2}\right]^{2}+4 e^{4}|M|^{2}}\right)+\mathcal{O}\left(e^{4}\right),  \tag{B4}\\
& E_{2}=\frac{1}{2}\left(1-\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}\right) e^{2}-\sqrt{\left[1-e^{2}\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}\right)^{2}\right]^{2}+4 e^{4}|M|^{2}}\right)+\mathcal{O}\left(e^{4}\right),  \tag{B5}\\
& E_{3}=\frac{1}{2} e^{2}\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}+\sqrt{\left(L_{\mathrm{AA}}-L_{\mathrm{BB}}\right)^{2}-4\left|L_{\mathrm{AB}}\right|^{2}}\right)+\mathcal{O}\left(e^{4}\right)  \tag{B6}\\
& E_{4}=\frac{1}{2} e^{2}\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}-\sqrt{\left(L_{\mathrm{AA}}-L_{\mathrm{BB}}\right)^{2}-4\left|L_{\mathrm{AB}}\right|^{2}}\right)+\mathcal{O}\left(e^{4}\right) \tag{B7}
\end{align*}
$$

where $\mathcal{L}_{\mu \nu}=e^{2} L_{\mu \nu}$ and $\mathcal{M}=e^{2} M$, and we have assumed $e_{\mathrm{A}}=e_{\mathrm{B}}=e$ for simplicity.
It is already clear that $E_{1}>0$ and $E_{3}>0$. Expanding $E_{2}$ and $E_{4}$ in powers of the coupling strength we obtain

$$
\begin{align*}
& E_{2}=-e^{4}|M|^{2}+\mathcal{O}\left(e^{6}\right)  \tag{B8}\\
& E_{4}=\frac{1}{2} e^{2}\left(L_{\mathrm{AA}}+L_{\mathrm{BB}}-\sqrt{\left(L_{\mathrm{AA}}-L_{\mathrm{BB}}\right)^{2}-4\left|L_{\mathrm{AB}}\right|^{2}}\right)+\mathcal{O}\left(e^{4}\right) . \tag{B9}
\end{align*}
$$

The eigenvalue $E_{2}$ seems to always be less than zero. Nevertheless, it must be noted that this contribution appears at fourth order, and therefore, to second order we have $E_{2}=0+\mathcal{O}\left(e^{4}\right)$, which is compatible with the matrix being positive semidefinite at this order. A very similar issue has been discussed when computing the eigenvalues of the partial transpose of Eq. (30), as well as in previous works [18]. This result relates to the first condition (B2). Recalling Eq. (30), it is easy to see that

$$
\begin{equation*}
r_{11}=\mathcal{O}(1), \quad r_{14}=\mathcal{O}\left(e^{2}\right)>0, \quad r_{44}=\mathcal{O}\left(e^{4}\right) \tag{B10}
\end{equation*}
$$

Therefore, to second order in the coupling strength, the inequality (B2) is satisfied trivially.
Notice that in order to take into account the $\mathcal{O}\left(e^{4}\right)$ contribution to $E_{2}$ with a consistent perturbative analysis, the full fourth-order correction to the state (30) should be computed. If we analyze $E_{2}$ consistently to fourth order in perturbation theory including the contributions missing in (B5), it can be proved that $E_{2}$ is strictly positive.

On the other hand, the requirement that $E_{4} \geq 0$ implies

$$
\begin{equation*}
L_{\mathrm{AA}} L_{\mathrm{BB}} \geq\left|L_{\mathrm{AB}}\right|^{2}, \tag{B11}
\end{equation*}
$$

which is actually the second condition $r_{22} r_{33} \geq r_{23}^{2}$.
To check that this inequality is actually satisfied, recall the expression for $L_{\mu \nu}$, obtained from Eq. (31),

$$
\begin{equation*}
L_{\mu \nu}^{\mathrm{EM}}=\int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} \int \mathrm{~d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} e^{\mathrm{i}\left(\Omega_{\mu} t_{1}-\Omega_{\nu} t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\nu}\left(t_{2}\right) \boldsymbol{F}_{\nu}^{* \mathrm{t}}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\nu}\right) \mathbf{W}\left(\boldsymbol{x}_{2}, \boldsymbol{x}_{1}, t_{2}, t_{1}\right) \boldsymbol{F}_{\mu}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\mu}\right) \tag{B12}
\end{equation*}
$$

When we insert the expressions for the smearing vectors Eq. (9) and the Wightman 2-tensor of the electric field Eq. (33), this expression reads

$$
\begin{align*}
L_{\mu \nu}^{\mathrm{EM}}= & \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} e^{\mathrm{i}\left(\Omega_{\mu} t_{1}-\Omega_{\nu} t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\nu}\left(t_{2}\right) \\
& \times \int \mathrm{d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} \psi_{e}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\mu}\right) \psi_{g}^{*}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\mu}\right) \psi_{e}^{*}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\nu}\right) \psi_{g}\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\nu}\right) \\
& \times \int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|}{2} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{2}-t_{1}\right)} e^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{2}} e^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{1}}\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{\mu}\right)^{\mathrm{t}}\left(\mathbb{1}-\frac{\boldsymbol{k} \otimes \boldsymbol{k}}{|\boldsymbol{k}|^{2}}\right)\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{\nu}\right) . \tag{B13}
\end{align*}
$$

Finally, we perform the change of variables $\boldsymbol{x}=\boldsymbol{x}_{1}-\boldsymbol{x}_{\nu}, \boldsymbol{x}^{\prime}=\boldsymbol{x}_{2}-\boldsymbol{x}_{\mu}$ to get the final expression

$$
\begin{align*}
L_{\mu \nu}^{\mathrm{EM}}= & \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} e^{\mathrm{i}\left(\Omega_{\mu} t_{1}-\Omega_{\nu} t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\nu}\left(t_{2}\right) \int \mathrm{d}^{3} \boldsymbol{x} \int \mathrm{~d}^{3} \boldsymbol{x}^{\prime} \psi_{e}\left(\boldsymbol{x}^{\prime}\right) \psi_{g}^{*}\left(\boldsymbol{x}^{\prime}\right) \psi_{e}^{*}(\boldsymbol{x}) \psi_{g}(\boldsymbol{x}) \\
& \times \int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|}{2} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{2}-t_{1}\right)} e^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}^{\prime}} e^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}\left(\boldsymbol{x}^{\prime}\right)^{\mathrm{t}}\left(\mathbb{1}-\frac{\boldsymbol{k} \otimes \boldsymbol{k}}{|\boldsymbol{k}|^{2}}\right) \boldsymbol{x} e^{\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\mu}-\boldsymbol{x}_{\nu}\right)} \\
= & \left.\sum_{i} \int \frac{\mathrm{~d}^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|}{2} \int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i}(\Omega+|\boldsymbol{k}|) t} \chi(t) \int \mathrm{d}^{3} \boldsymbol{y} \psi_{e}^{*}(\boldsymbol{y}) \psi_{g}(\boldsymbol{y}) e^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{y}} y_{i}\right|^{2} e^{\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\mu}-\boldsymbol{x}_{\nu}\right)} \\
& -\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|}{2}\left|\int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i}(\Omega+|\boldsymbol{k}|) t} \chi(t) \int \mathrm{d}^{3} \boldsymbol{y} \psi_{e}^{*}(\boldsymbol{y}) \psi_{g}(\boldsymbol{y}) e^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{y}} \frac{\boldsymbol{y} \cdot \boldsymbol{k}}{|\boldsymbol{k}|}\right|^{2} e^{\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\mu}-\boldsymbol{x}_{\nu}\right)}, \tag{B14}
\end{align*}
$$

where we have already assumed that the two atoms are equal, and $y_{i}$ denote the components of the vector $\boldsymbol{y}$.
The only difference in this case between $L_{\mathrm{AB}}$ and both $L_{\mathrm{AA}}$ and $L_{\mathrm{BB}}$ is the last phase factor $e^{\mathrm{i} k \cdot\left(x_{\mu}-x_{\nu}\right)}$, which is $e^{\mathrm{i} k \cdot\left(x_{A}-x_{B}\right)}$ for $L_{\mathrm{AB}}$ and 1 for both $L_{\mathrm{AA}}$ and $L_{\mathrm{BB}}$. Now, given that for a nonnegative function $f(t) \geq 0 \forall t$

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} t f(t) \geq\left|\int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t} f(t)\right| \tag{B15}
\end{equation*}
$$

it is easy to see that $L_{\mathrm{AA}} \geq\left|L_{\mathrm{AB}}\right|$ and $L_{\mathrm{BB}} \geq\left|L_{\mathrm{AB}}\right|$, thereby satisfying Eq. (B11). Performing analogous calculations, the same conclusion can be reached for the scalar cases and arbitrary smearing functions.

## APPENDIX C: EXPLICIT CALCULATION OF $\mathcal{L}_{\mu \mu}^{\text {EM }}$ AND $\mathcal{M}^{\text {EM }}$

In this appendix we perform a step-by-step derivation of Eqs. (44) and (45) starting from Eqs. (31) and (32). For generality, we will not fix the ground state or the excited state and we will perform the calculations as generally as possible, beginning only with the assumption that both atoms have the same atomic structure (same ground and excited states), and particularizing to the $1 s \rightarrow 2 p_{z}$ transition only at the very end of each section of this appendix.

## 1. Local term

Let us begin with the complete expression of the local term

$$
\begin{align*}
\mathcal{L}_{\mu \mu}^{\mathrm{EM}}= & e_{\mu}^{2} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} \int \mathrm{~d}^{3} \boldsymbol{x}_{1}^{\prime} \int \mathrm{d}^{3} \boldsymbol{x}_{2}^{\prime} e^{\mathrm{i} \Omega_{\mu}\left(t_{1}-t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\mu}\left(t_{2}\right) \boldsymbol{F}_{\mu}^{* \mathrm{t}}\left(\boldsymbol{x}_{2}^{\prime}-\boldsymbol{x}_{\mu}\right) \mathbf{W}\left(\boldsymbol{x}_{2}^{\prime}, \boldsymbol{x}_{1}^{\prime}, t_{2}, t_{1}\right) \boldsymbol{F}_{\mu}\left(\boldsymbol{x}_{1}^{\prime}-\boldsymbol{x}_{\mu}\right) \\
= & e_{\mu}^{2} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} e^{\mathrm{i} \Omega_{\mu}\left(t_{1}-t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\mu}\left(t_{2}\right) \int \mathrm{d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} \psi_{e}\left(\boldsymbol{x}_{2}\right) \psi_{g}^{*}\left(\boldsymbol{x}_{2}\right) \psi_{e}^{*}\left(\boldsymbol{x}_{1}\right) \psi_{g}\left(\boldsymbol{x}_{1}\right) \\
& \times \int \frac{\mathrm{d}^{3} \boldsymbol{k} \boldsymbol{k}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{2}{2} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{2}-t_{1}\right)} e^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{2}} e^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{1}} \boldsymbol{x}_{2}^{\mathrm{t}}\left(\mathbb{1}-\frac{\boldsymbol{k} \otimes \boldsymbol{k}}{|\boldsymbol{k}|^{2}}\right) \boldsymbol{x}_{1}, \tag{C1}
\end{align*}
$$

where we have already written the smearing vector as $\boldsymbol{F}(\boldsymbol{x})=\psi_{e}^{*}(\boldsymbol{x}) \boldsymbol{x} \psi_{g}(\boldsymbol{x})$, as per Eq. (9), and the Wightman 2-tensor of the electric field Eq. (33) is

$$
\begin{equation*}
\boldsymbol{W}\left(\boldsymbol{x}_{2}, \boldsymbol{x}_{1}, t_{2}, t_{1}\right)=\langle 0| \hat{\boldsymbol{E}}\left(\boldsymbol{x}_{2}, t_{2}\right) \otimes \hat{\boldsymbol{E}}\left(\boldsymbol{x}_{1}, t_{1}\right)|0\rangle=\int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|}{2} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{2}-t_{1}\right)} e^{\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{1}\right)}\left(\mathbb{1}-\frac{\boldsymbol{k} \otimes \boldsymbol{k}}{|\boldsymbol{k}|^{2}}\right) \tag{C2}
\end{equation*}
$$

First of all, we perform the change of variables $\boldsymbol{x}_{1}=\boldsymbol{x}_{1}{ }^{\prime}-\boldsymbol{x}_{\mu}, \boldsymbol{x}_{2}=\boldsymbol{x}_{2}{ }^{\prime}-\boldsymbol{x}_{\mu}$ to eliminate the explicit dependence of the smearing vector on the atomic position $\boldsymbol{x}_{\mu}$. After that, we choose spherical coordinates to perform the integrations and use the following decompositions involving spherical harmonics:

$$
\begin{align*}
\psi_{n l m}(\boldsymbol{x}) & =R_{n l}(|\boldsymbol{x}|) Y_{l m}(\hat{\boldsymbol{x}}),  \tag{C3}\\
e^{\mathrm{ix} \cdot \boldsymbol{y}} & =\sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi \mathrm{i}^{l} j_{l}(|\boldsymbol{x}||\boldsymbol{y}|) Y_{l m}(\hat{\boldsymbol{x}}) Y_{l m}^{*}(\hat{\boldsymbol{y}})=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi \mathrm{i}^{l} j_{l}(|\boldsymbol{x} \| \boldsymbol{y}|) Y_{l m}^{*}(\hat{\boldsymbol{x}}) Y_{l m}(\hat{\boldsymbol{y}}),  \tag{C4}\\
\boldsymbol{x} \cdot \boldsymbol{y} & =\frac{4 \pi}{3}|\boldsymbol{x} \| \boldsymbol{y}|\left[Y_{10}(\hat{\boldsymbol{x}}) Y_{10}(\hat{\boldsymbol{y}})-Y_{11}(\hat{\boldsymbol{x}}) Y_{1-1}(\hat{\boldsymbol{y}})-Y_{1-1}(\hat{\boldsymbol{x}}) Y_{11}(\hat{\boldsymbol{y}})\right] \tag{C5}
\end{align*}
$$

where the arguments of the spherical harmonics $\hat{\boldsymbol{x}}=\left(\theta_{x}, \phi_{x}\right)$ are the azimuthal and polar coordinates of the unit vector $\hat{\boldsymbol{x}}$ and $R_{n l}(|\boldsymbol{x}|)$ are the radial hydrogenoid wave functions [53].

To make calculations less cumbersome, we separate Eq. (C1) into two parts, one with the identity matrix $\mathbb{1}$ and the other with the momentum dyadic $\boldsymbol{k} \otimes \boldsymbol{k}$, and compute each of them separately.

Let us begin with the term containing the identity. Substituting (C3), (C4) and (C5) we get

$$
\begin{align*}
\left.\mathcal{L}_{\mu \mu}^{\mathrm{EM}}\right|_{\mathbb{1}}= & e_{\mu}^{2} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}} 4 \pi \mathrm{i}^{l^{\prime}}(-1)^{l^{\prime}} \frac{4 \pi}{3} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} e^{\mathrm{i} \Omega_{\mu}\left(t_{1}-t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\mu}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{2}-t_{1}\right)} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{n_{e}, l_{e}}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{n_{g}, l_{g}}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{n_{g}, l_{g}}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \\
& \times \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1} Y_{l_{e}, m_{e}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{g}, m_{g}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \int \mathrm{d} \Omega_{2} Y_{l_{e}, m_{e}}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l_{g}, m_{g}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l m}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \times\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right], \tag{C6}
\end{align*}
$$

where the $(-1)^{l^{\prime}}$ factor comes from the identity $Y_{l m}(-\hat{\boldsymbol{r}})=(-1)^{l} Y_{l m}(\hat{\boldsymbol{r}})$ and $j_{l}(x)$ are the spherical Bessel functions.
Written in this form, almost each line of Eq. (C6) can be computed separately. For instance, using the Gaussian switching function (38) the time integrals in the second line yield

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} e^{\mathrm{i} \Omega_{\mu}\left(t_{1}-t_{2}\right)} \chi_{\mu}\left(t_{1}\right) \chi_{\mu}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{2}-t_{1}\right)}=\pi T^{2} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \tag{C7}
\end{equation*}
$$

The first integral on the fourth line can be readily evaluated: $\int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}})=(-1)^{m^{\prime}} \delta_{l, l^{\prime}} \delta_{m,-m^{\prime}}$, directly from the orthogonality relations of spherical harmonics [the $(-1)^{m^{\prime}}$ factor comes from the fact that $Y_{l m}^{*}=(-1)^{m} Y_{l-m}$ ]. The simple form that this integral on a solid angle takes allows us to easily compute the sums in $m^{\prime}$ and $l^{\prime}$. The two last lines can be computed using the following identity involving the integral of four spherical harmonics over the unit sphere $S^{2}$,

$$
\begin{align*}
& \int \mathrm{d} \Omega Y_{l_{1} m_{1}}^{*}(\theta, \phi) Y_{l_{2} m_{2}}(\theta, \phi) Y_{l_{3} m_{3}}^{*}(\theta, \phi) Y_{l_{4} m_{4}}(\theta, \phi) \\
& =\sum_{\lambda=0}^{\infty} \sum_{\mu=-\lambda}^{\lambda} \frac{2 \lambda+1}{4 \pi} \sqrt{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)\left(2 l_{3}+1\right)\left(2 l_{4}+1\right)}\left(\begin{array}{ccc}
l_{1} & l_{3} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{1} & l_{3} & \lambda \\
-m_{1} & -m_{3} & -\mu
\end{array}\right)\left(\begin{array}{ccc}
l_{2} & l_{4} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{2} & l_{4} & \lambda \\
m_{2} & m_{4} & \mu
\end{array}\right), \tag{C8}
\end{align*}
$$

where $\mathrm{d} \Omega=\mathrm{d}(\cos \theta) \mathrm{d} \phi$ and $\left(\begin{array}{ccc}l_{1} & l_{2} & l_{3} \\ m_{1} & m_{2} & m_{3}\end{array}\right)$ represents the Wigner $3 j$-symbols.
Using (C8), the sums over $l^{\prime}, m$ and $m^{\prime}$ of all the integrals over solid angles-the last three lines of Eq. (C6)-yield

$$
\begin{align*}
\sum_{l^{\prime}} & \sum_{m} \sum_{m^{\prime}}(-1)^{m^{\prime} \mathrm{i}^{l+l^{\prime}}(-1)^{l^{\prime}} \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1} Y_{l_{e}, m_{e}}^{*}\left(\hat{x}_{1}\right) Y_{l_{g}, m_{g}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right)} \\
& \times \int \mathrm{d} \Omega_{2} Y_{l_{e}, m_{e}}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l_{g}, m_{g}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l m}^{*}\left(\hat{\boldsymbol{x}}_{2}\right)\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right] \\
= & \frac{3(-1)^{m_{g}-m_{e} 22^{2 l}}(-1)^{l}}{(4 \pi)^{2}}(2 l+1)\left(2 l_{e}+1\right)\left(2 l_{g}+1\right) \sum_{\lambda, \lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)\left(\begin{array}{lll}
l & l_{g} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l_{e} & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l & l_{e} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l_{g} & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
m_{e} & 0 & -m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
m_{g}-m_{e} & -m_{g} & m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda^{\prime} \\
m_{e}-m_{g} & -m_{e} & m_{g}
\end{array}\right)\right. \\
& +\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
m_{e} & -1 & 1-m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
1+m_{g}-m_{e} & -m_{g} & m_{e}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda^{\prime} \\
m_{e}-m_{g}-1 & -m_{e} & 1+m_{g}
\end{array}\right) \\
& \left.+\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
m_{e} & 1 & -1-m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
m_{g}-m_{e}-1 & -m_{g} & m_{e}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda^{\prime} \\
1+m_{e}-m_{g} & -m_{e} & m_{g}-1
\end{array}\right)\right] . \tag{C9}
\end{align*}
$$

After substituting all these in Eq. (C6) we obtain

$$
\begin{align*}
& \left.\mathcal{L}_{\mu \mu}^{\mathrm{EM}}\right|_{1}=e_{\mu}^{2} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty}(4 \pi)^{2} \mathrm{i}^{2 l}(-1)^{l} \frac{4 \pi}{3} \pi T^{2} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{n_{e} l_{e}}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{n_{g} l_{g}}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{n_{g}, l_{g}}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \\
& \times \frac{3(-1)^{m_{g}-m_{e}}}{(4 \pi)^{2}}(2 l+1)\left(2 l_{e}+1\right)\left(2 l_{g}+1\right) \sum_{\lambda, \lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l & l_{e} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l_{g} & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
m_{e} & 0 & -m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
m_{g}-m_{e} & -m_{g} & m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda^{\prime} \\
m_{e}-m_{g} & -m_{e} & m_{g}
\end{array}\right)\right. \\
& +\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
m_{e} & -1 & 1-m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
1+m_{g}-m_{e} & -m_{g} & m_{e}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda^{\prime} \\
m_{e}-m_{g}-1 & -m_{e} & 1+m_{g}
\end{array}\right) \\
& \left.+\left(\begin{array}{ccc}
l_{e} & 1 & \lambda \\
m_{e} & 1 & -1-m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda \\
m_{g}-m_{e}-1 & -m_{g} & m_{e}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda^{\prime} \\
1+m_{e}-m_{g} & -m_{e} & m_{g}-1
\end{array}\right)\right] . \tag{C10}
\end{align*}
$$

This expression is fully general, for any two arbitrary levels of the hydrogenoid atom coupled dipolarly to the field in the vacuum. No more integrations can be performed unless we specify which particular atomic electron states are the ground and excited states $g$, e.

Before doing that, let us compute the contribution to the local term ( C 1 ) that is proportional to the momentum dyadic $\boldsymbol{k} \otimes \boldsymbol{k}$. The strategy we will follow will be the same as in the previous case. After substituting in (C3), (C4) and (C5) the contribution reads

$$
\begin{align*}
\left.\mathcal{L}_{\mu \mu l}^{\mathrm{EM}}\right|_{k \otimes k}= & e_{\mu}^{2} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}} 4 \pi \mathrm{i}^{l^{\prime}}(-1)^{l^{\prime}}\left(\frac{4 \pi}{3}\right)^{2} \pi T^{2} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{n_{e}, l_{e}}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{n_{g}, l_{g}}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{n_{g} l_{g} l_{g}}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \\
& \times \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1} Y_{l_{e}}^{*}\left(\hat{\boldsymbol{x}}_{e}\right) Y_{l_{g}, m_{g}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \int \mathrm{d} \Omega_{2} Y_{l_{e}, m_{e}}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l_{g}, m_{g}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l m}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \times\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}(\hat{\boldsymbol{k}})-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}(\hat{\boldsymbol{k}})-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}(\hat{\boldsymbol{k}})\right]\left[Y_{10}(\hat{\boldsymbol{k}}) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}(\hat{\boldsymbol{k}}) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}(\hat{\boldsymbol{k}}) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right], \tag{C11}
\end{align*}
$$

where we have already performed the integrals in time.
The novelty introduced by the dyadic is that the integral in the solid angle of $\boldsymbol{k}$ is now no longer trivial, although it can be readily performed using Eq. (C8). Integrating over all solid angles we obtain

$$
\begin{align*}
& \sum_{m, m^{\prime}} \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1} Y_{l_{e}, m_{e}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{g}, m_{g}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \int \mathrm{d} \Omega_{2} Y_{l_{e}, m_{e}}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l_{g}, m_{g}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l m}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \quad \times\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}(\hat{\boldsymbol{k}})-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}(\hat{\boldsymbol{k}})-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}(\hat{\boldsymbol{k}})\right]\left[Y_{10}(\hat{\boldsymbol{k}}) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}(\hat{\boldsymbol{k}}) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}(\hat{\boldsymbol{k}}) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right] \\
& =9(2 l+1)\left(2 l^{\prime}+1\right)\left(2 l_{g}+1\right)\left(2 l_{e}+1\right) \sum_{\lambda^{\prime} \lambda^{\prime \prime}} \frac{\left(2 \lambda^{\prime}+1\right)\left(2 \lambda^{\prime \prime}+1\right)}{(4 \pi)^{3}}\left(\begin{array}{cccc}
l_{e} & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \quad \times\left(A_{\mathcal{L}}+B_{\mathcal{L}}\right), \tag{C12}
\end{align*}
$$

where the two quantities $A_{\mathcal{L}}$ and $B_{\mathcal{L}}$ read

$$
\begin{align*}
& A_{\mathcal{L}}=\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)^{2}\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e} & -m_{g} & m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & 0 & -m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g} & m_{g}-m_{e} & 0
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g} & -m_{e} & m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)+\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g}-1 & m_{g}-m_{e} & 1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g} & -m_{e} & m_{g}
\end{array}\right)\left(\begin{array}{ccc}
c_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e}+1 & -m_{g} & m_{e}-1
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & -1 & 1-m_{e}
\end{array}\right)+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g} & m_{g}-m_{e}-1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g}+1 & -m_{e} & m_{g}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e} & -m_{g} & m_{e}
\end{array}\right)\left(\begin{array}{ccc}
c_{e} & 1 & \lambda^{\prime} \\
m_{e} & 0 & -m_{e}
\end{array}\right)\right]+\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g}+1 & m_{g}-m_{e} & -1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g} & -m_{e} & m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & -m_{g} & m_{e}+1
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & 1 & -1-m_{e}
\end{array}\right)+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g} & m_{g}-m_{e}+1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g}-1 & -m_{e} & m_{g}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e} & -m_{g} & m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & 0 & -m_{e}
\end{array}\right)\right]+\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g}-1 & m_{g}-m_{e}+1 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g}-1 & -m_{e} & m_{g}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e}+1 & -m_{g} & m_{e}-1
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & -1 & 1-m_{e}
\end{array}\right)+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
m_{e}-m_{g}+1 & m_{g}-m_{e}-1 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g}+1 & -m_{e} & m_{g}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & -m_{g} & m_{e}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & 1 & -1-m_{e}
\end{array}\right)\right] \text {, } \tag{C13}
\end{align*}
$$

$$
\begin{align*}
B_{\mathcal{L}}= & \sqrt{\frac{2}{3}}\left(\begin{array}{lll}
l & l^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & 2 \\
m_{e}-m_{g}-1 & m_{g}-m_{e}-1 & 2
\end{array}\right)\left(\begin{array}{cc}
l^{\prime} & l_{e} \\
1+m_{e}-m_{g} & -m_{e} \\
m_{g}-1
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & -1 & 1-m_{e}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{g} & \lambda^{\prime} \\
1-m_{e}+m_{g} & -m_{g} & m_{e}-1
\end{array}\right) \\
& +\sqrt{\frac{2}{3}\left(\begin{array}{lll}
l & l^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & 2 \\
m_{e}-m_{g}+1 & m_{g}-m_{e}+1 & -2
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime \prime} \\
m_{e}-m_{g}-1 & -m_{e} & m_{g}+1
\end{array}\right)} \\
& \times\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & -m_{g} & m_{e}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & 1 & \lambda^{\prime} \\
m_{e} & 1 & -1-m_{e}
\end{array}\right) \tag{C14}
\end{align*}
$$

Now we particularize the local term $\mathcal{L}_{\mu \mu}$ to the atomic transition studied in the main text. Namely, we consider the ground state of both detectors to be the hydrogenoid- $1 s$ orbital, and the excited state a hydrogenoid- $2 p_{z}$ orbital. Therefore, we have $l_{e}=1, l_{g}=0, m_{e}=0$ and $m_{g}=0$. In this scenario, the identity term (C6) reads

$$
\begin{align*}
\left.\mathcal{L}_{\mu \mu}^{\mathrm{EM}}\right|_{\mathbb{0}}= & e_{\mu}^{2} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty}(4 \pi)^{2} \frac{4 \pi}{3} \pi T^{2} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \\
& \times \frac{3}{(4 \pi)^{2}}(2 l+1)(2+1)(0+1) \sum_{\lambda, \lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)\left(\begin{array}{lll}
l & 0 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)+\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & \lambda \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & \lambda^{\prime} \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda^{\prime} \\
-1 & 0 & 1
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & \lambda \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & \lambda^{\prime} \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda^{\prime} \\
1 & 0 & -1
\end{array}\right)\right] . \tag{C15}
\end{align*}
$$

Using the properties of the Wigner $3 j$-symbols it is clear that the only nonzero contributions to the sum are $\lambda=0,1,2$ and $\lambda^{\prime}=1$. Additionally, the first $3 j$-symbol enforces that the nonzero terms in the sum are only those satisfying $l=\lambda$. Performing the sums, the expression is simplified to

$$
\begin{align*}
\left.\mathcal{L}_{\mu \mu}^{\mathrm{EM}}\right|_{\mathbb{1}}= & \frac{e_{\mu}^{2}}{12 \pi} T^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}||\boldsymbol{k}|^{3} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right) \\
& \times\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)+2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)\right] \tag{C16}
\end{align*}
$$

The integrals over $\mathrm{d}\left|\boldsymbol{x}_{1}\right|$ and $\mathrm{d}\left|\boldsymbol{x}_{2}\right|$ can now be readily evaluated using the identity

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} r r^{3} R_{2,1}(r) R_{1,0}(r) j_{l}(|\boldsymbol{k}| r)=8 \sqrt{2 \pi} 3^{-l-\frac{11}{2}} a_{0}^{l+1}|\boldsymbol{k}|^{l} \Gamma(l+5)_{2} \tilde{F}_{1}\left(\frac{l+5}{2}, \frac{l+6}{2} ; l+\frac{3}{2} ;-\frac{4}{9} a_{0}^{2}|\boldsymbol{k}|^{2}\right), \tag{C17}
\end{equation*}
$$

where ${ }_{2} \tilde{F}_{1}(a, b ; c ; z)={ }_{2} F_{1}(a, b ; c ; z) / \Gamma(z)$ is the regularized hypergeometric function.
After particularizing Eq. (C17) to the cases appearing in Eq. (C16), we arrive to the final expression for the identity contribution to the local term

$$
\begin{equation*}
\left.\mathcal{L}_{\mu \mu}^{\mathrm{EM}}\right|_{\mathbb{0}}=e_{\mu}^{2} \frac{663552}{\pi} a_{0}^{2} T^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}||\boldsymbol{k}|^{3} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \frac{16 a_{0}^{4}|\boldsymbol{k}|^{4}-8 a_{0}^{2}|\boldsymbol{k}|^{2}+9}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{8}} \tag{C18}
\end{equation*}
$$

Next, we apply the same procedure and techniques to the term with the dyadic contribution in momenta, which yields

$$
\begin{aligned}
& \left.\mathcal{L}_{\mu \mu l}^{\mathrm{EM}}\right|_{k \otimes \boldsymbol{k}}=e_{\mu}^{2} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} 4 \pi \mathrm{i}^{l^{\prime}}(-1)^{l^{\prime}}\left(\frac{4 \pi}{3}\right)^{2} \pi T^{2} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}} \frac{1}{(4 \pi)^{3}} 9(2 l+1)\left(2 l^{\prime}+1\right) \cdot 1 \cdot 3 \\
& \times \int_{0}^{\infty}{ }_{\mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \int_{0}^{\infty}{ }_{\mathrm{d} \mid}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right)}
\end{aligned}
$$

$$
\begin{align*}
& +\sqrt{\frac{2}{3}}(2+1)(2 l+1)\left(\begin{array}{lll}
l & l^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & 2 \\
-1 & -1 & 2
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & 1 \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{lll}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & l \\
0 & -1 & 1
\end{array}\right) \\
& +\sqrt{\frac{2}{3}}(2+1)(2 l+1)\left(\begin{array}{lll}
l & l^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & 2 \\
1 & 1 & -2
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l^{\prime} & 1 & 1 \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & l \\
0 & 1 & -1
\end{array}\right) \\
& +\sum_{\lambda}(2 \lambda+1)(2 l+1)(2+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & l \\
0 & -1 & 1
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & 1 \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{lll}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\right] \\
& +\sum_{\lambda}(2 \lambda+1)(2 l+1)(2+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & l \\
0 & 1 & -1
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & 1 \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{lll}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\right] \\
& +\sum_{\lambda}(2 \lambda+1)(2 l+1)(2+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & 1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{ccc}
c^{\prime} & 1 & 1 \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & l \\
0 & -1 & 1
\end{array}\right)\right. \\
& \left.\left.+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & 1 \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & l \\
0 & 1 & -1
\end{array}\right)\right]\right\} . \tag{C19}
\end{align*}
$$

The properties of the Wigner $3 j$-symbols can be used to cancel many of the summands. In particular, we can restrict the sums to just $\lambda, l, l^{\prime}=0,1,2$, leading to the expression

$$
\begin{align*}
\mathcal{L}_{\mu \mu \mid}^{\mathrm{EM} \mid \boldsymbol{k} \otimes \boldsymbol{k}}= & e_{\mu}^{2} \frac{T^{2}}{36 \pi} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}||\boldsymbol{k}|^{3} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+\mid \boldsymbol{k}\right)^{2}} \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right)\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right)\right] \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right)\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)\right] \\
= & e_{\mu}^{2} \frac{24576}{\pi} T^{2} a_{0}^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}||\boldsymbol{k}|^{3} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|^{2}\right.} \frac{\left(20 a_{0}^{2}|\boldsymbol{k}|^{2}-9\right)^{2}}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{8}} . \tag{C20}
\end{align*}
$$

Finally, subtracting Eq. (C20) from Eq. (C18)—recall Eq. (C1)—one arrives at the expression of the local term from Eq. (44),

$$
\begin{equation*}
\mathcal{L}_{\mu \mu}=e^{2} \frac{49152}{\pi} T^{2} a_{0}^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \frac{|\boldsymbol{k}|^{3} e^{-\frac{1}{2} T^{2}\left(\Omega_{\mu}+|\boldsymbol{k}|\right)^{2}}}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6}} \tag{C21}
\end{equation*}
$$

## 2. Nonlocal term

The nonlocal term (45) contains two different summands, which differ on the order of the subindices A and B. For each of them, as in the case of the local term, one can perform a separation into one part containing the identity and another one containing the momentum dyadic. In this part of the appendix we will compute explicitly the first summand of the term, which we will call $\mathcal{M}^{\mathrm{AB}}$, and derive the other from this one using symmetry arguments. The explicit expression for $\mathcal{M}^{\mathrm{AB}}$ is

$$
\begin{align*}
\mathcal{M}^{\mathrm{AB}}= & -e_{\mathrm{A}} e_{\mathrm{B}} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \int \mathrm{~d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) \boldsymbol{F}_{\mathrm{A}}^{\mathrm{t}}\left(\boldsymbol{x}_{1}\right) \mathbf{W}\left(\boldsymbol{x}_{1}+\boldsymbol{x}_{\mathrm{A}}, \boldsymbol{x}_{2}+\boldsymbol{x}_{\mathrm{B}}, t_{1}, t_{2}\right) \boldsymbol{F}_{\mathrm{B}}\left(\boldsymbol{x}_{2}\right) \\
= & -e_{\mathrm{A}} e_{\mathrm{B}} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \int \mathrm{~d}^{3} \boldsymbol{x}_{1} \int \mathrm{~d}^{3} \boldsymbol{x}_{2} e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) \\
& \times \int \frac{\mathrm{d}^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|}{2} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} e^{\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{1}} e^{-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}_{2}} e^{\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right)} \boldsymbol{x}_{1}^{\mathrm{t}}\left(\mathbb{1}-\frac{\boldsymbol{k} \otimes \boldsymbol{k}}{|\boldsymbol{k}|^{2}}\right) \boldsymbol{x}_{2} \psi_{e_{\mathrm{A}}}^{*}\left(\boldsymbol{x}_{1}\right) \psi_{g_{\mathrm{A}}}\left(\boldsymbol{x}_{1}\right) \psi_{e_{\mathrm{B}}}^{*}\left(\boldsymbol{x}_{2}\right) \psi_{g_{\mathrm{B}}}\left(\boldsymbol{x}_{2}\right), \tag{C22}
\end{align*}
$$

where we have already performed the translations $\boldsymbol{x}_{1}=\boldsymbol{x}_{1}{ }^{\prime}-\boldsymbol{x}_{\mathrm{A}}, \boldsymbol{x}_{2}=\boldsymbol{x}_{2}{ }^{\prime}-\boldsymbol{x}_{\mathrm{B}}$ to eliminate the explicit dependence on $\boldsymbol{x}_{\mathrm{A}}$ and $\boldsymbol{x}_{\mathrm{B}}$ from the smearing vectors.

Note that the correlation term (C22) depends on the relative spatial orientation of the two atoms. With the aim of defining a common reference frame for the two atoms, we will refer the orientation of atom B to the reference frame of atom A . This means that if the spherical harmonics used to describe atom A's orbitals are $Y_{l m}^{\mathrm{A}}\left(\theta_{\mathrm{A}}, \phi_{\mathrm{A}}\right)=Y_{l m}\left(\theta_{\mathrm{A}}, \phi_{\mathrm{A}}\right)$, atom B's angular wave functions will be given by [56]

$$
\begin{equation*}
Y_{l m}^{\mathrm{B}}\left(\theta_{\mathrm{B}}, \phi_{\mathrm{B}}\right)=\sum_{\mu=-l}^{l} Y_{l \mu}\left(\theta_{\mathrm{B}}, \phi_{\mathrm{B}}\right) \mathcal{D}_{\mu, m}^{l}(\psi, \vartheta, \varphi), \tag{C23}
\end{equation*}
$$

where $(\psi, \vartheta, \varphi)$ are the Euler angles characterizing the rotation between the reference frames of B and A (see Fig. 1), and $\mathcal{D}_{\mu, m}^{l}$ represents the Wigner D-matrix coefficients, which characterize the rotation of the angular momentum operators and are given by

$$
\begin{equation*}
\mathcal{D}_{\mu, m}^{l}(\psi, \vartheta, \varphi)=e^{-\mathrm{i}(\mu \mu+m \varphi)} \sqrt{\frac{(l-m)!(l+\mu)!}{(l+m)!(l-\mu)!}} \frac{\cos (\vartheta / 2)^{2 l+m-\mu[-\sin (\vartheta / 2)]^{\mu-m}}}{(\mu-m)!} F_{1}\left(\mu-l,-m-l ; \mu-m+1 ; \tan ^{2} \frac{\vartheta}{2}\right) . \tag{C24}
\end{equation*}
$$

Taking this subtlety into account, and in the same way as we did with the local term $\mathcal{L}_{\mu \mu}$, we separate the term $\mathcal{M}^{\mathrm{AB}}$ into two parts, one containing the identity matrix and the other one containing the momentum dyadic $\boldsymbol{k} \otimes \boldsymbol{k}$. The contribution to $\mathcal{M}^{\mathrm{AB}}$ containing the identity matrix is

$$
\begin{align*}
\left.\mathcal{M}^{\mathrm{AB}}\right|_{1}= & -e_{\mathrm{A}} e_{\mathrm{B}} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}} 4 \pi \mathrm{i}^{l^{\prime}}(-1)^{l^{\prime}} \sum_{l^{\prime \prime}=0}^{\infty} \sum_{m^{\prime \prime}=-l^{\prime \prime}}^{l^{\prime \prime}} 4 \pi \mathrm{i}^{l^{\prime \prime}} j_{l^{\prime \prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right) \frac{4 \pi}{3} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{A} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{n_{g}, l_{g}}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{n_{g} l_{g}}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \\
& \times \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) Y_{l^{\prime \prime} m^{\prime \prime}}(\hat{\boldsymbol{k}}) Y_{l^{\prime \prime} m^{\prime \prime}}^{*}(\widehat{\Delta \boldsymbol{x}}) \\
& \times \int \mathrm{d} \Omega_{1}\left(Y_{l_{e}, m_{e}}^{\mathrm{A}}\right)^{*}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{g}, m_{g}}^{\mathrm{A}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{m}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \int \mathrm{d} \Omega_{2}\left(Y_{l_{e}, m_{e}}^{\mathrm{B}}\right)^{*}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l_{g}, m_{g}}^{\mathrm{B}}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \times\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right], \tag{C25}
\end{align*}
$$

where $\widehat{\Delta x}$ is the unit vector pointing in the direction of $\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}$.
This term is actually very similar to its local counterpart (C6). Nevertheless, now we have an extra term $e^{i k \cdot\left(x_{A}-x_{\mathrm{B}}\right)}$, which needs to be decomposed into spherical harmonics as well using (C4). Therefore there appear three spherical harmonics in the integral over $\mathrm{d} \Omega_{k}$ and five in each integral over $\mathrm{d} \Omega_{1}$ and $\mathrm{d} \Omega_{2}$. These integrals can be readily evaluated using the identities (although implicit in the expressions, all the spherical harmonics depend on the same angles $\theta, \phi$ )

$$
\int \mathrm{d} \Omega Y_{l_{1} m_{1}} Y_{l_{2} m_{2}} Y_{l_{3} m_{3}}=\sqrt{\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)\left(2 l_{3}+1\right)}{4 \pi}}\left(\begin{array}{ccc}
l_{1} & l_{2} & l_{3}  \tag{C26}\\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{1} & l_{2} & l_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)
$$

$$
\begin{align*}
\int \mathrm{d} \Omega Y_{l_{1} m_{1}} Y_{l_{2} m_{2}} Y_{l_{3} m_{3}} Y_{l_{4} m_{4}} Y_{l_{5} m_{5}}= & \sum_{\lambda, \lambda^{\prime}=0}^{\infty} \frac{(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)}{4 \pi} \sqrt{\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)\left(2 l_{3}+1\right)\left(2 l_{4}+1\right)\left(2 l_{5}+1\right)}{4 \pi}} \\
& \times\left(\begin{array}{ccc}
l_{1} & l_{2} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{1} & l_{2} & \lambda \\
m_{1} & m_{2} & -m_{1}-m_{2}
\end{array}\right)\left(\begin{array}{ccc}
l_{3} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{3} & \lambda^{\prime} & \lambda \\
m_{3} & m_{4}+m_{5} & m_{1}+m_{2}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l_{4} & l_{5} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{4} & l_{5} & \lambda^{\prime} \\
m_{4} & m_{5} & -m_{4}-m_{5}
\end{array}\right) . \tag{C27}
\end{align*}
$$

We can orient the $z$-axis in the integral over $\boldsymbol{k}$ along the vector $\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}$. In that way we can write $Y_{l^{\prime \prime} m^{\prime \prime}}^{*}(\widehat{\Delta \boldsymbol{x}})=\delta_{m^{\prime \prime} 0} \sqrt{\left(2 l^{\prime \prime}+1\right) /(4 \pi)}$, and thus easily perform the sum over $m^{\prime \prime}$.

The next step is to perform the integrals over the solid angles and the sums over $m$ and $m^{\prime}$ :

$$
\begin{aligned}
& \sum_{m, m^{\prime}} \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) Y_{l^{\prime \prime}}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1} Y_{l_{e}, m_{e}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{g}, m_{g}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l m}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \\
& \quad \times \int \mathrm{d} \Omega_{2} \sum_{\epsilon=-l_{e}}^{l_{e}}\left(\mathcal{D}_{\epsilon, m_{e}}^{l_{e}}\right)^{*} Y_{l_{e}, \epsilon}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \sum_{\eta=-l_{g}}^{l_{g}} \mathcal{D}_{\eta, m_{g}}^{l_{g}} Y_{l_{g}, \eta}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l^{\prime \prime m^{\prime}}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \quad \times\left[Y_{10}\left(\hat{x}_{1}\right) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}\left(\hat{x}_{1}\right) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right] Y_{l^{\prime \prime} 0}^{*}(\widehat{\Delta \boldsymbol{x}})
\end{aligned}
$$

$$
\begin{align*}
& =\frac{3}{(4 \pi)^{3}}\left(2 l_{e}+1\right)\left(2 l_{g}+1\right)(2 l+1)\left(2 l^{\prime}+1\right)\left(2 l^{\prime \prime}+1\right) \sum_{\eta} \mathcal{D}_{\eta, m_{g}}^{l_{g}}\left(\mathcal{D}_{\eta+m_{g}-m_{e}, m_{e}}^{l_{e}}\right)^{*} \\
& \times \sum_{\lambda, \lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l_{g} & 1 & \lambda \\
m_{g} & 0 & -m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda \\
m_{e}-m_{g} & -m_{e} & m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
\eta & 0 & -\eta
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime} \\
m_{g}-m_{e} & m_{e}-m_{g}-\eta & \eta
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
m_{g}-m_{e} & m_{e}-m_{g} & 0
\end{array}\right) \\
& -\left(\begin{array}{ccc}
l_{g} & 1 & \lambda \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda \\
m_{e}-m_{g}-1 & -m_{e} & m_{g}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
\eta & -1 & 1-\eta
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime} \\
m_{g}-m_{e}+1 & m_{e}-m_{g}-\eta & \eta-1
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
m_{g}-m_{e}+1 & m_{e}-m_{g}-1 & 0
\end{array}\right) \\
& -\left(\begin{array}{ccc}
l_{g} & 1 & \lambda \\
m_{g} & -1 & 1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l & l_{e} & \lambda \\
1+m_{e}-m_{g} & -m_{e} & m_{g}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime} \\
\eta & 1 & -1-\eta
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l^{\prime} & l_{e} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & m_{e}-m_{g}-\eta & \eta+1
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
m_{g}-m_{e}-1 & 1+m_{e}-m_{g} & 0
\end{array}\right)\right] . \tag{C28}
\end{align*}
$$

As it was the case for the local term, this term cannot be further simplified without specifying the specific atomic levels of the ground and excited states.

We address now the contribution of the dyadic $\boldsymbol{k} \otimes \boldsymbol{k}$, which reads

$$
\begin{align*}
\left.\mathcal{M}^{\mathrm{AB}}\right|_{\boldsymbol{k} \otimes \boldsymbol{k}}= & -e_{\mathrm{A}} e_{\mathrm{B}} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}} 4 \pi \mathrm{i}^{\prime^{\prime}}(-1)^{l^{\prime}} \sum_{l^{\prime \prime}=0}^{\infty} 4 \pi \mathrm{i}^{\mathrm{i}^{\prime \prime}} j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right) \sqrt{\frac{2 l^{\prime \prime}+1}{4 \pi}}\left(\frac{4 \pi}{3}\right)^{2} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{A} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{n_{g}, l_{g}}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{n_{e}, l_{e}}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{n_{g}, l_{g}}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \\
& \times \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) Y_{l^{\prime \prime} 0}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1}\left(Y_{l_{e}, m_{e}}^{\mathrm{A}}\right)^{*}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{g}, m_{g}}^{\mathrm{A}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{m}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \int \mathrm{d} \Omega_{2}\left(Y_{l_{e}, m_{e}}^{\mathrm{B}}\right)^{*}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l_{g}, m_{g}}^{\mathrm{B}}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \times\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}(\hat{\boldsymbol{k}})-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}(\hat{\boldsymbol{k}})-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}(\hat{\boldsymbol{k}})\right]\left[Y_{10}(\hat{\boldsymbol{k}}) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}(\hat{\boldsymbol{k}}) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}(\hat{\boldsymbol{k}}) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right] . \tag{C29}
\end{align*}
$$

In this case, the sums over $m$ and $m^{\prime}$ and the integrals over solid angles in the two last lines yield

$$
\begin{align*}
& \sum_{m, m^{\prime}} \int \mathrm{d} \Omega_{k} Y_{l m}(\hat{\boldsymbol{k}}) Y_{l^{\prime} m^{\prime}}(\hat{\boldsymbol{k}}) Y_{l^{\prime \prime} 0}(\hat{\boldsymbol{k}}) \int \mathrm{d} \Omega_{1} Y_{l_{e}, m_{e}}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l_{g}, m_{g}}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{l m}^{*}\left(\hat{\boldsymbol{x}}_{1}\right) \\
& \times \int \mathrm{d} \Omega_{2} \sum_{\epsilon}\left(\mathcal{D}_{\epsilon, m_{e}}^{l_{e}}\right)^{*} Y_{l_{e}, \epsilon}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \sum_{\eta} \mathcal{D}_{\eta, m_{g}}^{l_{g}} Y_{l_{g}, \eta}\left(\hat{\boldsymbol{x}}_{2}\right) Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{\boldsymbol{x}}_{2}\right) \\
& \times\left[Y_{10}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{10}(\hat{\boldsymbol{k}})-Y_{11}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{1-1}(\hat{\boldsymbol{k}})-Y_{1-1}\left(\hat{\boldsymbol{x}}_{1}\right) Y_{11}(\hat{\boldsymbol{k}})\right]\left[Y_{10}(\hat{\boldsymbol{k}}) Y_{10}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{11}(\hat{\boldsymbol{k}}) Y_{1-1}\left(\hat{\boldsymbol{x}}_{2}\right)-Y_{1-1}(\hat{\boldsymbol{k}}) Y_{11}\left(\hat{\boldsymbol{x}}_{2}\right)\right] \\
&= \sum_{\lambda^{\prime} \lambda^{\prime \prime} \lambda^{\prime \prime \prime}} \frac{\left(2 \lambda^{\prime}+1\right)\left(2 \lambda^{\prime \prime}+1\right)\left(2 \lambda^{\prime \prime \prime}+1\right)}{(4 \pi)^{3}}(2 l+1)\left(2 l^{\prime}+1\right)\left(2 l_{g}+1\right)\left(2 l_{e}+1\right) 9 \sqrt{\frac{2 l^{\prime \prime}+1}{4 \pi} \sum_{\eta=-l_{g}}^{l_{g}}\left(\mathcal{D}_{\eta+m_{g}-m_{e}, m_{e}}^{l_{e}}\right)^{*} \mathcal{D}_{\eta, m_{g}}^{l_{g}}} \\
& \quad \times\left(\begin{array}{lll}
l & l^{\prime} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l & \lambda^{\prime \prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
0 & 0 & 0
\end{array}\right)\left(A_{\mathcal{M}}+B_{\mathcal{M}}\right), \tag{C30}
\end{align*}
$$

where now the quantities $A_{\mathcal{M}}$ and $B_{\mathcal{M}}$ are

$$
\begin{align*}
& A_{\mathcal{M}}=\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)^{2}\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e} & m_{e}-m_{g} & 0
\end{array}\right)\left(\begin{array}{cc}
l_{e} & l \\
-m_{e} & m_{e}-m_{g} \\
m_{g}
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e} & \eta
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & 0 & -\eta
\end{array}\right) \\
& -\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & -1 & 1
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e} & m_{e}-m_{g}-1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l & \lambda^{\prime \prime} \\
-m_{e} & m_{e}-m_{g} & m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e}+1 & \eta-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & -1 & 1-\eta
\end{array}\right) \\
& +\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & m_{e}-m_{g} & 1
\end{array}\right)\left(\begin{array}{cc}
l_{e} & l \\
-m_{e} & 1+m_{e}-m_{g} \\
\lambda_{g}^{\prime \prime} \\
m_{g}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e} & \eta
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & 0 & -\eta
\end{array}\right)\right] \\
& -\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 1 & -1
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e} & 1+m_{e}-m_{g} & -1
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l & \lambda^{\prime \prime} \\
-m_{e} & m_{e}-m_{g} & m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 0 & -m_{g}
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e}-1 & \eta+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & 1 & -1-\eta
\end{array}\right) \\
& +\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e}+1 & m_{e}-m_{g} & -1
\end{array}\right)\left(\begin{array}{cc}
l_{e} & l \\
-m_{e} & m_{e}-m_{g}-1 \\
m_{g}^{\prime \prime}+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e} & \eta
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & 0 & -\eta
\end{array}\right)\right] \\
& +\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e}+1 & m_{e}-m_{g}-1 & 0
\end{array}\right)\left(\begin{array}{cc}
l_{e} & l \\
-m_{e} & m_{e}-m_{g}-1 \\
1+m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\right. \\
& \times\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e}+1 & \eta-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & -1 & 1-\eta
\end{array}\right) \\
& +\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & 1+m_{e}-m_{g} & 0
\end{array}\right)\left(\begin{array}{cc}
l_{e} & l \\
-m_{e} & 1+m_{e}-m_{g} \\
m_{g}^{\prime \prime}-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right) \\
& \left.\times\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e}-1 & \eta+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & 1 & -1-\eta
\end{array}\right)\right], \tag{C31}
\end{align*}
$$

$$
\begin{align*}
B_{\mathcal{M}}= & \sqrt{\frac{2}{3}}\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & -2 & 2
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e}-1 & m_{e}-m_{g}-1 & 2
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l & \lambda^{\prime \prime} \\
-m_{e} & 1+m_{e}-m_{g} & m_{g}-1
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & -1 & 1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l^{\prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e}+1 & \eta-1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & -1 & 1-\eta
\end{array}\right) \\
& +\sqrt{\frac{2}{3}}\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & 2 & -2
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
m_{g}-m_{e}+1 & 1+m_{e}-m_{g} & -2
\end{array}\right)\left(\begin{array}{cc}
l_{e} & l \\
-m_{e} & m_{e}-m_{g}-1 \\
m_{g}+1
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime} \\
m_{g} & 1 & -1-m_{g}
\end{array}\right)\left(\begin{array}{ccc}
l_{e} & l^{\prime \prime} & \lambda^{\prime \prime \prime} \\
m_{e}-m_{g}-\eta & m_{g}-m_{e}-1 & \eta+1
\end{array}\right)\left(\begin{array}{ccc}
l_{g} & 1 & \lambda^{\prime \prime \prime} \\
\eta & 1 & -1-\eta
\end{array}\right) . \tag{C32}
\end{align*}
$$

We particularize now to the scenario described in the paper. Recall that the ground states are hydrogenoid- $1 s$ states and the excited states are hydrogenoid $-2 p_{z}$ states. In this particular situation, the contribution of the nonlocal term proportional to the identity reads

$$
\begin{align*}
& \left.\mathcal{M}^{\mathrm{AB}}\right|_{1}=-e_{\mathrm{A}} e_{\mathrm{B}} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} 4 \pi \mathrm{i}^{l^{\prime}}(-1)^{l^{\prime}} \sum_{l^{\prime \prime}=0}^{\infty} 4 \pi \mathrm{i}^{l^{\prime \prime}} j_{l^{\prime \prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right) \frac{4 \pi}{3} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l^{\prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right) \\
& \times \frac{3}{(4 \pi)^{3}}(2+1)(0+1)(2 l+1)\left(2 l^{\prime}+1\right)\left(2 l^{\prime \prime}+1\right) \sum_{\eta} \mathcal{D}_{\eta, 0}^{0}\left(\mathcal{D}_{\eta, 0}^{1}\right)^{*} \\
& \times \sum_{\lambda, \lambda^{\prime}}(2 \lambda+1)\left(2 \lambda^{\prime}+1\right)\left(\begin{array}{ccc}
l & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l^{\prime} & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l & l^{\prime} & l^{\prime \prime} \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{lll}
0 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & \lambda^{\prime} \\
\eta & 0 & -\eta
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & \lambda^{\prime} \\
0 & -\eta & \eta
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
0 & 0 & 0
\end{array}\right)\right. \\
& -\left(\begin{array}{ccc}
0 & 1 & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & \lambda^{\prime} \\
\eta & -1 & 1-\eta
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & \lambda^{\prime} \\
1 & -\eta & \eta-1
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
1 & -1 & 0
\end{array}\right) \\
& \left.-\left(\begin{array}{ccc}
0 & 1 & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & \lambda \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & \lambda^{\prime} \\
\eta & 1 & -1-\eta
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 1 & \lambda^{\prime} \\
-1 & -\eta & \eta+1
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & l^{\prime \prime} \\
-1 & 1 & 0
\end{array}\right)\right] . \tag{C33}
\end{align*}
$$

The Wigner D-matrix coefficients are nonzero only for $\eta=0$, for which $\mathcal{D}_{0,0}^{0}=1$ and $\mathcal{D}_{0,0}^{1}(\psi, \vartheta, \varphi)=\cos \vartheta$. Using the properties of the $3 j$-symbols we see that the sums have nonzero terms only for $\lambda=1$ and $\lambda^{\prime}=1$. Additionally, we also obtain the restrictions $l=0,1,2, l^{\prime}=0,1,2$ and, as a consequence of these last two, $l^{\prime \prime}=0,1,2,3,4$. Therefore, the computation of the sums yields

$$
\begin{align*}
\left.\mathcal{M}^{\mathrm{AB}}\right|_{1}= & -\left.e_{\mathrm{A}} e_{\mathrm{B}} \frac{\cos \vartheta}{12 \pi^{2}} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \boldsymbol{k}\right|^{3} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{A_{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \\
& \times \int_{0}^{\infty} \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\mid \boldsymbol{x _ { 1 } | ) R _ { 1 , 0 } ( | \boldsymbol { x } _ { 1 } | ) \int _ { 0 } ^ { \infty } \mathrm { d } | \boldsymbol { x } _ { 2 } | | \boldsymbol { x } _ { 2 } | ^ { 3 } R _ { 2 , 1 } ^ { * } ( | \boldsymbol { x } _ { 2 } | ) R _ { 1 , 0 } ( | \boldsymbol { x } _ { 2 } | )}\right. \\
& \times\left\{j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)+2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)\right]\right. \\
& \left.+2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)\left[j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)+j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)-j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)\right]\right\} \\
= & -\left.e_{\mathrm{A}} e_{\mathrm{B}} \frac{\cos \vartheta}{12 \pi^{2}} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \boldsymbol{k}\right|^{3} \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{A_{1}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \\
& \times\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right) \frac{7962624 a_{0}^{2}\left(\left.16 a_{0}^{4}\left|\boldsymbol{k} \boldsymbol{k}^{4}-8 a_{0}^{2}\right| \boldsymbol{k}\right|^{2}+9\right)}{\left(4 a_{0}|\boldsymbol{k}|^{2}+9\right)^{8}}-j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right) \frac{28311552 a_{0}^{4}|\boldsymbol{k}|^{2}\left(8 a_{0}^{2}|\boldsymbol{k}|^{2}-9\right)}{\left(4 a_{0}^{\mid}|\boldsymbol{k}|^{2}+9\right)^{8}}\right] . \tag{C34}
\end{align*}
$$

Analogously, the contribution containing the $k \otimes k$ dyadic reads

$$
\begin{align*}
& \left.\mathcal{M}^{\mathrm{AB}}\right|_{k \otimes \boldsymbol{k}}=-e_{\mathrm{A}} e_{\mathrm{B}}\left(\mathcal{D}_{0,0}^{1}\right)^{*} \mathcal{D}_{0,0}^{0} \int_{0}^{\infty} \frac{\mathrm{d}|\boldsymbol{k}|}{(2 \pi)^{3}} \frac{|\boldsymbol{k}|^{3}}{2} \sum_{l=0}^{\infty} 4 \pi \mathrm{i}^{l} \sum_{l^{\prime}=0}^{\infty} 4 \pi \mathrm{i}^{l^{\prime}}(-1)^{l^{\prime}} \sum_{l^{\prime \prime}=0}^{\infty} 4 \pi \mathrm{i}^{l^{\prime}} j_{l^{\prime \prime}}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)\left(\frac{4 \pi}{3}\right)^{2} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{A} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|k|\left(t_{1}-t_{2}\right)} \\
& \times \int_{0}^{\infty}{ }_{\left.\mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|{ }^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right) \int_{0}^{\infty}{ }_{\mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{2}\right|\right) j_{l}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)}{ }^{2}{ }^{2}\right)} \\
& \times \sum_{\lambda^{\prime}} \frac{\left(2 \lambda^{\prime}+1\right)(2+1)(2+1)}{(4 \pi)^{3}}(2 l+1)\left(2 l^{\prime}+1\right)(0+1)(2+1) 9 \frac{2 l^{\prime \prime}+1}{4 \pi} \\
& \times\left(\begin{array}{lll}
l & l^{\prime} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & l & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & l^{\prime} & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& \times\left\{\sqrt{\frac{2}{3}}\left(\begin{array}{lll}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & -2 & 2
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
-1 & -1 & 2
\end{array}\right)\left(\begin{array}{ccc}
1 & l & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\right. \\
& +\sqrt{\frac{2}{3}}\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & 2 \\
0 & 2 & -2
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
1 & 1 & -2
\end{array}\right)\left(\begin{array}{ccc}
1 & l & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right) \\
& +\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)^{2}\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)^{2}\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & l & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
1 & l^{\prime} & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right) \\
& -\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & -1 & 1
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & l & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & l & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & l^{\prime} & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\right] \\
& -\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 1 & -1
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{lll}
1 & l & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\right. \\
& \left.+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
1 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & l & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right)\right] \\
& +\sum_{\lambda}(2 \lambda+1)\left(\begin{array}{lll}
1 & 1 & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \lambda \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime \prime} & \lambda^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right) \\
& \times\left[\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
1 & -1 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\right. \\
& \left.\left.+\left(\begin{array}{ccc}
l & l^{\prime} & \lambda^{\prime} \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l & 1 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & 1 \\
0 & -1 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 1 & 1 \\
0 & 1 & -1
\end{array}\right)\right]\right\} \\
& =-e_{\mathrm{A}} e_{\mathrm{B}} \frac{\cos \vartheta}{36 \pi^{2}} \int \mathrm{~d}|\boldsymbol{k}||\boldsymbol{k}|^{3}\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)\right] \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{A_{1}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \int \mathrm{d}\left|\boldsymbol{x}_{1}\right|\left|\boldsymbol{x}_{1}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{1}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{1}\right|\right)\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{1}\right|\right)\right] \\
& \times \int \mathrm{d}\left|\boldsymbol{x}_{2}\right|\left|\boldsymbol{x}_{2}\right|^{3} R_{2,1}^{*}\left(\left|\boldsymbol{x}_{2}\right|\right) R_{1,0}\left(\left|\boldsymbol{x}_{2}\right|\right)\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{2}\right|\right)\right] . \tag{C35}
\end{align*}
$$

Finally, performing the integrals over $\mathrm{d}\left|\boldsymbol{x}_{1}\right|$ and $\mathrm{d}\left|\boldsymbol{x}_{2}\right|$ yields

$$
\begin{align*}
\left.\mathcal{M}^{\mathrm{AB}}\right|_{\boldsymbol{k} \otimes \boldsymbol{k}}= & -\left.e_{\mathrm{A}} e_{\mathrm{B}} \frac{24576 \cos \vartheta}{\pi^{2}} a_{0}^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \boldsymbol{k}\right|^{3}\left[j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)\right] \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)} \frac{\left(9-20 a_{0}^{2}|\boldsymbol{k}|^{2}\right)^{2}}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{8}}, \tag{C36}
\end{align*}
$$

and therefore, subtracting $\left.\mathcal{M}^{\mathrm{AB}}\right|_{k \otimes k}$ from $\left.\mathcal{M}^{\mathrm{AB}}\right|_{10}$, the complete contribution $\mathcal{M}^{\mathrm{AB}}$ is

$$
\begin{align*}
\mathcal{M}^{\mathrm{AB}}= & -e_{\mathrm{A}} e_{\mathrm{B}} \frac{49152 \cos \vartheta}{\pi} a_{0}^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}||\boldsymbol{k}|^{3} \frac{j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)}{\left(4 a_{0}^{\left.a_{0}|\boldsymbol{k}|^{2}+9\right)^{6}}\right.} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{\left.-\mathrm{i}|\boldsymbol{k}| t_{1}-t_{2}\right)} . \tag{C37}
\end{align*}
$$

One could think that computing the term $\mathcal{M}^{\mathrm{BA}}$ just amounts to switching the labels $A \leftrightarrow B$ in the expression above. Nevertheless, this is not quite the case, since when we performed the integrals over solid angles we wrote the angular wave functions of atom B with respect the reference frame of atom A. We need to implement the following additional substitutions of Euler angles to obtain $\mathcal{M}_{\mathrm{BA}}$ from $\mathcal{M}_{\mathrm{AB}}$ :

$$
\begin{equation*}
\psi_{B \rightarrow A}=-\varphi_{A \rightarrow B}, \quad \vartheta_{B \rightarrow A}=-\vartheta_{A \rightarrow B}, \quad \varphi_{B \rightarrow A}=-\psi_{A \rightarrow B} . \tag{C38}
\end{equation*}
$$

In the case under study here, this just amounts (apart from changing the labels $A \leftrightarrow B$ ) to changing $\vartheta \rightarrow-\vartheta$ in Eq. (C37). Therefore the complete nonlocal term $\mathcal{M}$ is

$$
\begin{align*}
\mathcal{M}= & -\left.e_{\mathrm{A}} e_{\mathrm{B}} \frac{49152 \cos \vartheta}{\pi} a_{0}^{2} \int_{0}^{\infty} \mathrm{d}|\boldsymbol{k}| \boldsymbol{k}\right|^{3} \frac{j_{0}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)-2 j_{2}\left(|\boldsymbol{k}|\left|\boldsymbol{x}_{\mathrm{A}}-\boldsymbol{x}_{\mathrm{B}}\right|\right)}{\left(4 a_{0}^{2}|\boldsymbol{k}|^{2}+9\right)^{6}} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2}\left[e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} \chi_{\mathrm{A}}\left(t_{1}\right) \chi_{\mathrm{B}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)}+e^{\mathrm{i}\left(\Omega_{\mathrm{B}} t_{1}+\Omega_{\mathrm{A}} t_{2}\right)} \chi_{\mathrm{B}}\left(t_{1}\right) \chi_{\mathrm{A}}\left(t_{2}\right) e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)}\right] . \tag{C39}
\end{align*}
$$

Finally, let us perform the integrals in time for Gaussian switching functions, which admit closed-form expressions. Recall $\chi_{\mu}(t)=e^{-\left(t-t_{\mu}\right)^{2} / T^{2}}$. Therefore the time integrals take the form

$$
\begin{align*}
& \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2}\left[e^{\mathrm{i}\left(\Omega_{\mathrm{A}} t_{1}+\Omega_{\mathrm{B}} t_{2}\right)} e^{-\frac{\left(t_{1}-t_{\mathrm{A}}\right)^{2}}{T^{2}}} e^{-\frac{\left(t_{2}-t_{\mathrm{B}}\right)^{2}}{T^{2}}} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)}+e^{\mathrm{i}\left(\Omega_{\mathrm{B}} t_{1}+\Omega_{\mathrm{A}} t_{2}\right)} e^{-\frac{\left(t_{1}-t_{\mathrm{B}}\right)^{2}}{T^{2}}} e^{-\frac{\left(t_{2}-t_{\mathrm{A}}\right)^{2}}{T^{2}}} e^{-\mathrm{i}|\boldsymbol{k}|\left(t_{1}-t_{2}\right)}\right] \\
&= \sqrt{\pi} \frac{T}{2} \int_{-\infty}^{\infty} \mathrm{d} t_{1}\left\{e^{\mathrm{i}\left(\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right) t_{\mathrm{B}}} e^{-\frac{1}{4}\left(|\boldsymbol{k}|+\Omega_{\mathrm{B}}\right)^{2} T^{2}} e^{\mathrm{i}\left(\Omega_{\mathrm{A}}-|\boldsymbol{k}|\right) t_{1}} e^{-\frac{\left(t_{1}+t_{\mathrm{BA}}\right)^{2}}{T^{2}}}\left[1+\operatorname{erf}\left(\frac{t_{1}}{T}-\mathrm{i} \frac{T}{2}\left(|\boldsymbol{k}|+\Omega_{\mathrm{B}}\right)\right)\right]\right. \\
&\left.+e^{\mathrm{i}\left(\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right) t_{\mathrm{A}}} e^{-\frac{1}{4}\left(|\boldsymbol{k}|+\Omega_{\mathrm{A}}\right)^{2} T^{2}} e^{\mathrm{i}\left(\Omega_{\mathrm{B}}-|\boldsymbol{k}|\right) t_{1}} e^{\left.-\frac{\left(t_{1}-t_{\mathrm{B}} \mathrm{~A}\right.}{}\right)^{2}}\left[1+\operatorname{erf}\left(\frac{t_{1}}{T}-\mathrm{i} \frac{T}{2}\left(|\boldsymbol{k}|+\Omega_{\mathrm{A}}\right)\right)\right]\right\} \\
&= \sqrt{\pi} \frac{T^{2}}{2} e^{\mathrm{i}\left(\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right) t_{\mathrm{B}}}\left[\sqrt{\pi} e^{-\frac{1}{4}\left(\Omega_{\mathrm{A}}^{2}+\Omega_{\mathrm{B}}^{2}+2|\boldsymbol{k}|^{2}\right) T^{2}} e^{\frac{1}{2}|\boldsymbol{k}|\left(\Omega_{\mathrm{A}}-\Omega_{\mathrm{B}}\right) T^{2}} e^{\mathrm{i}\left(|\boldsymbol{k}|-\Omega_{\mathrm{A}}\right) t_{\mathrm{BA}}}+e^{-\frac{t_{\mathrm{B}}^{2}}{T^{2}}} I\left(\frac{T}{2}\left(|\boldsymbol{k}|+\Omega_{\mathrm{B}}\right), T\left(|\boldsymbol{k}|-\Omega_{\mathrm{A}}\right)+2 \mathrm{i} \frac{t_{\mathrm{BA}}}{T}\right)\right] \\
&+\sqrt{\pi} \frac{T^{2}}{2}\left[\sqrt{\pi} e^{\mathrm{i}\left(\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right) t_{\mathrm{B}}} e^{-\frac{1}{4}\left(\Omega_{\mathrm{A}}^{2}+\Omega_{\mathrm{B}}^{2}+2|\boldsymbol{k}|^{2}\right) T^{2}} e^{\frac{1}{2}|\boldsymbol{k}|\left(\Omega_{\mathrm{B}}-\Omega_{\mathrm{A}}\right) T^{2}} e^{-\mathrm{i}\left(\Omega_{\mathrm{A}}+|\boldsymbol{k}|\right) t_{\mathrm{BA}}}\right. \\
&\left.+e^{\mathrm{i}\left(\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right) t_{\mathrm{A}}} e^{-\frac{\mathrm{l}_{\mathrm{BA}}^{2}}{T^{2}}} I\left(\frac{T}{2}\left(|\boldsymbol{k}|+\Omega_{\mathrm{A}}\right), T\left(|\boldsymbol{k}|+\Omega_{\mathrm{A}}\right)+\mathrm{i} \frac{t_{\mathrm{BA}}}{T}\right)\right] \\
&= \frac{1}{2} \pi T^{2}\left[\operatorname{erfc}\left(\frac{2 t_{\mathrm{BA}}+\mathrm{i} T^{2}\left(2|\boldsymbol{k}|-\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right)}{2 \sqrt{2} T}\right)+e^{-|\boldsymbol{k}|\left(T^{2}\left(\Omega_{\mathrm{A}}-\Omega_{\mathrm{B}}\right)+2 \mathrm{it}_{\mathrm{BA}}\right)} \operatorname{erfc}\left(\frac{-2 t_{\mathrm{BA}}+\mathrm{i} T^{2}\left(2|\boldsymbol{k}|+\Omega_{\mathrm{A}}-\Omega_{\mathrm{B}}\right)}{2 \sqrt{2} T}\right)\right] \\
& \times e^{\frac{1}{4}\left(-2|\boldsymbol{k}|^{2} T^{2}+2|\boldsymbol{k}|\left(T^{2}\left(\Omega_{\mathrm{A}}-\Omega_{\mathrm{B}}\right)+2 i_{\mathrm{BA}}\right)-T^{2}\left(\Omega_{\mathrm{A}}^{2}+\Omega_{\mathrm{B}}^{2}\right)+4 i t_{\mathrm{B}}\left(\Omega_{\mathrm{A}}+\Omega_{\mathrm{B}}\right)-4 i t_{\mathrm{BA}} \Omega_{\mathrm{A}}\right)}, \tag{C40}
\end{align*}
$$

where

$$
\begin{equation*}
I(a, b)=\int_{-\infty}^{\infty} \mathrm{d} x e^{-a^{2}-\mathrm{i} b x-x^{2}} \operatorname{erf}(x-\mathrm{i} a)=-\mathrm{i} \sqrt{\pi} e^{-a^{2}-\frac{b^{2}}{4}} \operatorname{erf}\left(\frac{a+\frac{b}{2}}{\sqrt{2}}\right) \tag{C41}
\end{equation*}
$$

is explicitly computed in [18].
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[^1]:    ${ }^{1}$ Although these switching functions are not strictly compactly supported, whenever we study harvesting in "spacelike" regimes (at more than 7-8 sigma away from maximal light contact) we also double-test the results by performing numerical studies where we substitute the Gaussian switchings with a compactified version for which we enforce that $\chi(t)=0$ when $t>8 T / \sqrt{2}$ (i.e., 8 -sigma away from the Gaussian peak) and we make sure that the difference is below the numerical double-precision threshold for zero. This was done to guarantee that the results are not an artifact of the switching function Gaussian tails.
    ${ }^{2}$ Identical results would be obtained for the $2 p_{x}$ and $2 p_{y}$ levels.

