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We investigate Landau gauge SUð3Þ Yang-Mills theory in a systematic vertex expansion scheme for the
effective action with the functional renormalization group. Particular focus is put on the dynamical creation
of the gluon mass gap at nonperturbative momenta and the consistent treatment of quadratic divergences.
The nonperturbative ghost and transverse gluon propagators as well as the momentum-dependent ghost-
gluon, three-gluon and four-gluon vertices are calculated self-consistently with the classical action as the
only input. The apparent convergence of the expansion scheme is discussed and within the errors, our
numerical results are in quantitative agreement with available lattice results.
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I. INTRODUCTION

The past two decades have seen tremendous progress in
the description of QCD with functional approaches such as
the functional renormalization group (FRG), Dyson-
Schwinger equations (DSE), and n-particle irreducible
methods (nPI). These approaches constitute ab initio
descriptions of QCD in terms of quark and gluon corre-
lation functions. The full correlation functions satisfy a
hierarchy of loop equations that are derived from the
functional FRG, DSE and nPI relations for the respective
generating functionals. By now, systematic computational
schemes are available, which can be controlled by apparent
convergence. In the present work on pure Yang-Mills (YM)
theory we complement the work in quenched QCD [1],
where such a systematic expansion scheme has been put
forward within the FRG. Equipped with such a controlled
expansion, functional approaches to QCD are specifically
interesting at finite temperatures and large density, where
reliable ab initio theoretical predictions and experimental
results are missing at present.
Most progress with functional approaches has been made

in Landau gauge QCD, which has many convenient
properties for nonperturbative numerical computations.
Applications of functional methods include the first-ever
calculation of qualitative nonperturbative Landau gauge
propagators as well as investigations of the phase structure
of QCD. For reviews see [2–13], for applications to Yang-
Mills theory see e.g. [14–24], and e.g. [25] for related
studies in the Coulomb gauge. The formal, algebraic, and
numerical progress of the past decades sets the stage for a
systematic vertex expansion scheme of Landau gauge
QCD. Quantitative reliability is then obtained with
apparent convergence [1] as well as further systematic
error controls inherent to the method, see e.g. [5,26–29]. In

the aforementioned quenched QCD investigation [1], the
gluon propagator was taken from a separate FRG calcu-
lation in [9,30]. This gluon propagator shows quantitative
agreement with the lattice results, but has been obtained
within an incomplete vertex expansion scheme. Therefore,
the results [9,30] for the YM correlations functions give no
access to systematic error estimates. In general, many
applications of functional methods to bound states and
the QCD phase diagram use such mixed approaches, where
part of the correlation functions is deduced from phenom-
enological constraints or other external input. Despite the
huge success of mixed approaches, a full ab initio method
is wanted for some of the most pressing open questions of
strongly interacting matter. The phase structure of QCD at
large density is dominated by fluctuations and even a partial
phenomenological parameter fixing at vanishing density is
bound to lead to large systematic errors [31]. The same
applies to the details of the hadron spectrum, in particular
with regard to the physics of the higher resonances, which
requires knowledge about correlation functions deep in the
complex plane.
In the present work we perform a systematic vertex

expansion of the effective action of Landau gauge YM
theory within the functional renormalization group
approach, discussed in Sec. II. The current approximation
is summarized in Sec. II B, which also includes a com-
parison to approximations used in other works. This
ab initio approach starts from the classical action.
Therefore the only parameter is the strong coupling
constant αs at a large, perturbative momentum scale. The
most distinct feature of YM theory is confinement, which is
reflected by the creation of a gluon mass gap in Landau
gauge. We discuss the necessity of consistent infrared
irregularities as well as mechanisms for the generation
of a mass gap in Sec. III. Numerical results from a
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parameter-free, self-consistent calculation of propagators
and vertices are presented in Sec. IV. Particular focus is put
on the importance of an accurate renormalization of the
relevant vertices. We compare with corresponding DSE and
lattice results and discuss the apparent convergence of the
vertex expansion. Finally, we present numerical evidence
for the dynamic mass gap generation in our calculation.
Further details, including a thorough discussion of the
necessary irregularities, can be found in the appendixes.

II. FRG FLOWS FOR YANG-MILLS THEORY
IN A VERTEX EXPANSION

Functional approaches to QCD and Yang-Mills theory
are based on the classical gauge fixed action of SUð3Þ
Yang-Mills theory. In general covariant gauges in four
dimensions it is given by

Scl ¼
Z
x

1

4
Fa
μνFa

μν þ
1

2ξ

Z
x
ð∂μAa

μÞ2 −
Z
x
c̄a∂μDab

μ cb: ð1Þ

Here, ξ denotes the gauge fixing parameter, which is taken
to zero in the Landau gauge and

R
x ¼

R
d4x. The field

strength tensor and covariant derivative are given by

Fa
μν ¼ ∂μAa

ν − ∂νAa
μ þ gfabcAb

μAc
ν;

Dab
μ ¼ δab∂μ − gfabcAc

μ; ð2Þ

using the fundamental generators Ta, defined by

½Ta; Tb� ¼ ifabcTc; trðTaTbÞ ¼ 1

2
δab: ð3Þ

In general, our notation follows the one used in the works
[1,32,33] of the fQCD collaboration [34].

A. Functional renormalization group

We use the functional renormalization group approach as
a nonperturbative tool to investigate Yang-Mills theory. The
FRG is built on a flow equation for the one-particle
irreducible (1PI) effective action or free energy of the
theory, the Wetterich equation [35]. It is based on Wilson’s
idea of introducing an infrared momentum cutoff scale k.
Here, this infrared regularization of the gluon and ghost
fluctuations is achieved by modifying the action Scl →
Scl þ ΔSk with

ΔSk ¼
Z
x

1

2
Aa
μRab

k;μνA
b
ν þ

Z
x
c̄a Rab

k cb: ð4Þ

The regulator functions Rk are momentum-dependent
masses that suppress the corresponding fluctuations below
momentum scales p2 ≈ k2 and vanish in the ultraviolet for
momenta p2 ≫ k2. See Appendix E for details on the
regulators used in the present work. Consequently, the

effective action, Γk½ϕ�, is infrared regularized, where ϕ
denotes the superfield

ϕ ¼ ðA; c; c̄Þ: ð5Þ

The fluctuations of the theory are then successively taken
into account by integrating the flow equation for the
effective action, see e.g. [36,37],

∂tΓk½ϕ� ¼
Z
p

1

2
Gμν

k;ab½ϕ�∂tRba
k;μν −

Z
p
Gab

k ½ϕ�∂tRba
k : ð6Þ

where
R
p ¼ R

d4p=ð2πÞ4. Here we have introduced the
RG-time t ¼ lnðk=ΛÞ with a reference scale Λ, which is
typically chosen as the initial UV cutoff Λ. Although this
flow equation comes in a simple one-loop form, it provides
an exact relation due to the presence of the full field-
dependent propagator,

Gk½ϕ�ðp; qÞ ¼
1

Γð2Þ
k ½ϕ� þ Rk

ðp; qÞ; ð7Þ

on its right-hand side. Furthermore, the flow is infrared and
ultraviolet finite by construction. Via the integration of
momentum shells in the Wilsonian sense, it connects
the ultraviolet, bare action Scl ¼ Γk→Λ→∞ with the full
quantum effective action Γ ¼ Γk→0.
The flow equations for propagators and vertices are

obtained by taking functional derivatives of (6). At the
vacuum expectation values, these derivatives give

equations for the 1PI correlation functions ΓðnÞ
k ¼

δnΓk=δϕn, which inherit the one-loop structure of (6).
As the cutoff-derivative of the regulator functions, ∂tRk,
decays sufficiently fast for large momenta, the momentum
integration in (6) effectively receives only contributions for
momenta p2 ≲ k2. Furthermore, the flow depends solely on
dressed vertices and propagators, leading to a consistent
RG and momentum scaling for each diagram resulting from
derivatives of (6). Despite its simple structure, the resulting
system of equations does not close at a finite number of
correlation functions. In general, higher derivatives up to

the order Γðnþ2Þ
k of the effective action appear on the right-

hand side of the functional relations for the correlation

functions ΓðnÞ
k .

B. Vertex expansion of the effective action

The structural form of the functional equations discussed
in the previous section necessitates the use of approxima-
tions in most practical application. One systematic expan-
sion scheme is the vertex expansion, i.e. an expansion of the
effective action in terms of 1PI Green’s functions. This
yields an infinite tower of coupled equations for the
correlation functions that has to be truncated at a finite
order. This expansion scheme allows a systematic error
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estimate in terms of apparent convergence upon increasing
the expansion order or improving further approximations
for example in the momentum resolution or tensor struc-
tures of the included correlation functions. We discuss the
convergence of the vertex expansion in Sec. IV B.
Here we calculate the effective action of SUð3Þ Yang-

Mills theory in Landau gauge within a vertex expansion,
see Fig. 1 for a pictorial representation. The diagrams
contributing to the resulting equations of the constituents of
our vertex expansion are summarized graphically in Fig. 2.
The lowest order contributions in this expansion are the
inverse gluon and ghost propagators parametrized via

½Γð2Þ
AA�abμνðpÞ ¼ ZAðpÞp2δabΠ⊥

μνðpÞ þ
1

ξ
δabpμpν;

½Γð2Þ
c̄c �abðpÞ ¼ ZcðpÞp2δab; ð8Þ

with dimensionless scalar dressing functions 1=ZA and
1=Zc. Here, Π⊥

μνðpÞ ¼ δμν − pμpν=p2 denotes the corre-
sponding projection operator. We use this splitting in tensor

structures with canonical momentum dimension and
dimensionless dressings also for the higher order vertices.
On the three-point level we include the full transverse

ghost-gluon vertex and the classical tensor structure of the
three-gluon vertex

½Γð3Þ
Ac̄c�abcμ ðp; qÞ ¼ ZAc̄c;⊥ðjpj; jqj; tÞ½T Ac̄c;cl�abcμ ðp; qÞ;

½Γð3Þ
A3 �abcμνρðp; qÞ ¼ ZA3;⊥ðjpj; jqj; tÞ½T A3;cl�abcμνρðp; qÞ: ð9Þ

Here, the momentum p (q) corresponds to the indices a (b)
and t denotes the cosine of the angle between the momenta
p and q. The classical tensor structure of the vertices has
been summarised as T A3;cl and T Ac̄c;cl, which are listed
explicitly in Appendix D. In the case of the transversally
projected ghost-gluon vertex, T Ac̄c;cl represents already a
full basis whereas a full basis for the transversally projected
three-gluon vertex consists of four elements. However, the
effect of nonclassical tensor structures has been found to be
subleading in this case [38].
The most important four-point function is given by the

four-gluon vertex, which appears already on the classical
level. Similarly to the three-gluon vertex, we approximate it
with its classical tensor structure

½Γð4Þ
A4 �abcdμνρσ ðp; q; rÞ ¼ ZA4;⊥ðp̄Þ½T A4;cl�abcdμνρσ ðp; q; rÞ; ð10Þ

see Appendix D for details. The dressing function of the
four-gluon vertex is approximated from its momentum
dependence at the symmetric point via the average
momentum p̄≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2 þ q2 þ r2 þ ðpþ qþ rÞ2
p

=2, which
has been shown to be a good approximation of the
full momentum dependence [39,40]. To improve this
approximation further, we additionally calculate the
momentum dependence of the four-gluon dressing function
ZA4;⊥ðjpj; jqj; tÞ on the special configuration ðp; q; rÞ ¼
ðp; q;−pÞ. We use this special configuration exclusively in
the tadpole diagram of the gluon propagator equation,
cf. Sec. IV B. We show the difference between the special
configuration and the symmetric point approximation in the
appendix in Fig. 11. Although the four-gluon vertex has
been the subject of several studies [39–43], no fully
conclusive statements about the importance of additional
nonclassical tensors structures are available.
In summary we have taken into account the propagators

and the fully momentum-dependent classical tensor struc-
tures of the three-point functions, as well as selected
momentum-configurations of the gluon four-point func-
tion, see the paragraph above, and Appendix D. For a
comparison of the current approximation with that used in
other functional works one has to keep in mind that FRG,
Dyson-Schwinger or nPI equations implement different
resummation schemes. Thus, even on an identical approxi-
mation level of a systematic vertex expansion, the included
resummations differ.

FIG. 1. Approximation for the effective action. Only classical
tensor structures are included. See Fig. 2 for diagrams that
contribute to the individual propagators and vertices.

FIG. 2. Diagrams that contribute to the truncated flow of
propagators and vertices. Wiggly (dotted) lines correspond to
dressed gluon (ghost) propagators, filled circles denote dressed
(1PI) vertices and regulator insertions are represented by crossed
circles. Distinct permutations include not only (anti-)symmetric
permutations of external legs but also permutations of the
regulator insertions.
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In the present work we solve the coupled system of all
momentum-dependent classical vertex structures and
propagators. In former works with functional methods,
see e.g. [14–23,38–50], only subsets of these correlation
functions have been coupled back. A notable exception is
[24], where a similar self-consistent approximation has
been used for three-dimensional Yang-Mills theory.

C. Modified Slavnov-Taylor identities and
transversality in Landau gauge

In Landau gauge, the dynamical system of correlation
functions consists only of the transversally projected
correlators [9]. Those with at least one longitudinal gluon
leg do not feed back into the dynamics. To make these
statements precise, it is useful to split correlation functions
into purely transverse components and their complement
with at least one longitudinal gluon leg. The purely trans-
verse vertices ΓðnÞ

⊥ , are defined by attaching transverse
projection operators to the corresponding gluon legs,

½ΓðnÞ
⊥ �μ1���μnA ≡ Π⊥

μ1ν1 � � �Π⊥
μnAνnA

½ΓðnÞ�ν1���νnA ; ð11Þ

where nA is the number of gluon legs and group indices and
momentum arguments have been suppressed for the sake of
brevity. This defines a unique decomposition of n-point
functions into

ΓðnÞ ¼ ΓðnÞ
⊥ þ ΓðnÞ

L ; ð12Þ

where the longitudinal vertices ΓðnÞ
L , have at least one

longitudinal gluon leg. Consequently, they are always
projected to zero by the purely transverse projection
operators of (11).
Functional equations for the transverse correlation func-

tions close in the Landau gauge, leading to the structure [9],

ΓðnÞ
⊥ ¼ Diag½fΓðnÞ

⊥ g�: ð13Þ

In (13) Diag stands for diagrammatic expressions of either
integrated FRG, Dyson-Schwinger or nPI equations.
Equation (13) follows from the fact that all internal legs
are transversally projected by the Landau gauge gluon
propagator. Hence, by using transverse projections for the
external legs one obtains (13). In contradistinction to this,
the functional equations for the vertices with at least one

longitudinal gluon leg, ΓðnÞ
L , are of the form

ΓðnÞ
L ¼ Diag½fΓðnÞ

L g; fΓðnÞ
⊥ g�: ð14Þ

In other words, the solution of the functional equations (14)

for ΓðnÞ
L requires also the solution of the transverse set of

equations (13).

In the present setting, gauge invariance is encoded in
modified Slavnov-Taylor identities (mSTIs) and Ward-
Takahashi identities (mWTIs). They are derived from the
standard Slavnov-Taylor identities (STIs) by including the
gauge or BRST variations of the regulator terms, see
[5,14,51–54] for details. The mSTIs are of the schematic
form

ΓðnÞ
L ¼ mSTI½fΓðnÞ

L g; fΓðnÞ
⊥ g; Rk�; ð15Þ

which reduce to the standard STIs in the limit of vanishing
regulator, Rk ≡ 0. The STIs and mSTIs have a similar
structure as (14) and can be used to obtain information
about the longitudinal part of the correlators. Alternatively,
they provide a nontrivial consistency check for approxi-
mate solutions of (14).

1. Consequences of the STIs & mSTIs

For the purposes of this work, the most important effect
of the modification of the STIs due to the regulator term is
that it leads to a nonvanishing gluon mass parameter [51],

ΔmSTI½Γð2Þ
AA�abμν ∝ δabδμναðkÞk2: ð16Þ

At k ¼ 0, where the regulators vanish, this modification
disappears, as the mSTIs reduce to the standard STIs. In
particular, this entails that, at k ¼ 0, the inverse longi-

tudinal gluon propagator, Γð2Þ
AA;L, reduces to the classical

one, solely determined by the gauge fixing term

pμð½Γð2Þ
AA;L�abμνðpÞ − ½Sð2ÞAA;L�abμνðpÞÞ ¼ 0: ð17Þ

This provides a unique condition for determining the value
of the gluon mass parameter (16) at the ultraviolet initial
scale Λ. However, it can only serve its purpose, if the
longitudinal system is additionally solved.
One further conclusion from (15) is that the mSTIs do

not constrain the transverse correlation functions without
further input. This fact is not in tension with one of the main
applications of STIs in perturbation theory, i.e. relating the
running of the relevant vertices of Yang-Mills theory that
require renormalization. As Yang-Mills theory is renorma-
lizable, only the classical vertex structures are renormalized
and hence the renormalization functions of their transverse
and longitudinal parts have to be identical.
As an instructive example we consider the ghost-gluon

vertex. For this example and the following discussions we
evaluate the STIs within the approximation used in the
present work: on the right hand side of the STIs we only
consider contributions from the primitively divergent ver-
tices. In particular, this excludes contributions from the
two-ghost–two-gluon vertex. The ghost-gluon vertex can
be parametrized with two tensor structures,
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½Γð3Þ
Ac̄c�abcμ ðp; qÞ ¼ ifabc½qμZAc̄c;clðp; qÞ þ pμZAc̄c;nclðp; qÞ�:

ð18Þ

In (18) we have introduced two dressing functions ZAc̄c;cl
and ZAc̄c;ncl as functions of the gluon momentum p and
anti-ghost momentum q. In a general covariant gauge only
ZAc̄c;cl requires renormalization. Similar splittings into a
classical tensor structure and the rest can be used in other
vertices. Trivially, this property relates the perturbative
RG-running of the transverse and longitudinal projections
of the classical tensor structures. Then, the STIs can be used
to determine the perturbative RG-running of the classical
tensor structures, leading to the well-known perturbative
relations

Z2
Ac̄c;cl

Z2
cZA

¼
Z2
A3;cl

Z3
A

¼ ZA4;cl

Z2
A

; ð19Þ

at the renormalization scale μ. Consequently, (19) allows
for the definition of a unique renormalized two-loop
coupling αsðμÞ from the vertices.
The momentum dependent STIs can also be used to

make the relation (19) momentum-dependent. Keeping
only the classical tensor structures, we are led to the
momentum dependent running couplings

αAc̄cðpÞ ¼
1

4π

Z2
Ac̄c;⊥ðpÞ

ZAðpÞZ2
cðpÞ

;

αA3ðpÞ ¼ 1

4π

Z2
A3;⊥ðpÞ
Z3
AðpÞ

;

αA4ðpÞ ¼ 1

4π

ZA4;⊥ðpÞ
Z2
AðpÞ

; ð20Þ

where the used transverse projection is indicated by the
subscript ⊥, for details see Appendix D. Additionally, the
vertices appearing in (20) are evaluated at the symmetric
point, see Sec. IV B for the precise definition. The STIs and
two-loop universality demand that these running couplings
become degenerate at large perturbative momentum scales,
where the longitudinal and transverse parts of the verti-
ces agree.
In Landau gauge, the ghost-gluon vertex is not renor-

malized on specific momentum configurations, and we can
alternatively define a running coupling from the wave
function renormalization of ghost and gluon [15,55],

αsðpÞ ¼
1

4π

g2

ZAðpÞZ2
cðpÞ

: ð21Þ

Note that the momentum-dependence of the running
coupling (21) does not coincide with that of the
corresponding running couplings obtained from other
vertices, i.e. (20). This is best seen in the ratio

αAc̄cðpÞ=αsðpÞ ¼ Z2
Ac̄c;⊥ðpÞ=g2. In this context we also

report on an important result for the quark-gluon vertex
coupling,

αAq̄qðpÞ ¼
1

4π

ZAq̄q;⊥ðpÞ2
ZAðpÞZqðpÞ2

; ð22Þ

with the dressing function of the classical tensor structure
of the quark-gluon vertex ZAq̄q;⊥ðpÞ2 and the quark
dressing function 1=ZqðpÞ [1]. The solution of the corre-
sponding STI reveals that the quark-gluon vertex coupling
αAq̄q agrees perturbatively with αsðpÞ in (21), and hence it
differs from the other vertex couplings in (20). Note that the
present truncation only considers contributions from primi-
tively divergent vertices. Accordingly, the two-quark–two-
ghost vertex contribution in the STI for the quark-gluon
vertex, see e.g. [4], has been dropped.

III. CONFINEMENT, GLUON MASS GAP,
AND IRREGULARITIES

It has been shown in [37,56–59] that a mass gap in the
gluon propagator signals confinement in QCD in covariant
gauges. Furthermore, in Yang-Mills theory formulated in
covariant gauges, the gapping of the gluon relative to the
ghost is necessary and sufficient for producing a confining
potential for the corresponding order parameter, the
Polyakov loop. Hence, understanding the details of the
dynamical generation of a gluon mass gap gives insight into
the confinement mechanism.
This relation holds for all potential infrared closures of

the perturbative Landau gauge. The standard infrared
closure corresponds to a full average over all Gribov
regions. This leads to the standard Zinn-Justin equation
as used in the literature, e.g. [4]. In turn, the restriction to
the first Gribov regime can be implemented within the
refined Gribov-Zwanziger formalism, e.g. [60–64], that
leads to infrared modifications of the STIs. In the following
we discuss the consequences of the standard STIs, a
discussion of the refined Gribov-Zwanziger formalism is
deferred to future work.

A. Gluon mass gap and irregularities

In order to study the dynamical generation of the mass
gap, we first discuss the consequences of the STI for the
longitudinal gluon two point function (17). It states that no
quantum fluctuations contribute to the inverse longitudinal
gluon propagator, i.e. the longitudinal gluon propagator is
defined by the gauge fixing term. Therefore, the dynamical
creation of a gluon mass gap requires different diagram-
matic contributions to the longitudinal and transverse gluon
mass parameter. The discussion of the prerequisites for
meeting this condition is qualitatively different for the
scaling and the decoupling solutions. Hence, these two
cases are discussed separately.
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The scaling solution is characterized by the infrared
behavior [15,18,65–71]

lim
p→0

Zcðp2Þ ∝ ðp2Þκ;

lim
p→0

ZAðp2Þ ∝ ðp2Þ−2κ; ð23Þ

with the scaling coefficient 1=2 < κ < 1. A simple calcu-
lation presented in Appendix A shows that the ghost loop
with an infrared constant ghost-gluon vertex and scaling
ghost propagator is already capable of inducing a splitting
in the longitudinal and transverse gluon mass parameter.
Next we investigate the decoupling solution, e.g. [21,22],

which scales with

lim
p→0

Zcðp2Þ ∝ 1;

lim
p→0

ZAðp2Þ ∝ ðp2Þ−1; ð24Þ

at small momenta. Assuming vertices that are regular in the
limit of one vanishing gluon momentum, one finds that all
diagrammatic contributions to the longitudinal and trans-
verse gluon mass parameter are identical. For example, if
the ghost loop were to yield a nonvanishing contribution to
the gluon mass gap, the ghost-gluon vertex would have to
be a function of the angle θ ¼ arccosðtÞ between the gluon
and antighost momenta p and q,

lim
jpj→0

½Γð3Þ
Ac̄c�abcμ ðjpj; jqj; tÞ ¼ ½Γð3Þ

Ac̄c�abcμ ð0; jqj; tÞ; ð25Þ

even in the limit of vanishing gluon momentum jpj → 0.
Since the above limit depends on the angle, the vertex is
irregular. See Appendix A for more details on this par-
ticular case. Similar conclusions can be drawn for all
vertices appearing in the gluon propagator equation.
Consequently, if all vertices were regular, no gluon mass
gap would be created. In particular, regular vertices would
entail the absence of confinement. The necessity of
irregularities for the creation of a gluon mass gap was
already realized by Cornwall [72].
In the light of these findings it is interesting to investigate

the consistency of irregularities with further Slavnov-
Taylor identities. Therefore, we consider the Slavnov-
Taylor identity of the three-gluon vertex, e.g. [4],

irρ½Γð3Þ
A3 �abcμνρðp; q; rÞ

∝ fabc
1

Zcðr2Þ
ð ~Gμσðp; qÞq2ZAðq2ÞΠ⊥

σνðqÞ

− ~Gνσðq; pÞp2ZAðp2ÞΠ⊥
σμðpÞÞ; ð26Þ

where ~Gμν relates to the ghost-gluon vertex via

½Γð3Þ
Ac̄c�abcμ ðp; qÞ ¼ igfabcqν ~Gμνðp; qÞ: ð27Þ

For a regular ~Gμν in the limit p → 0 in (26), the scaling
solution leads to a singular contribution of the type

lim
p→0

ðp2Þ1−2κ ~Gνσðq; 0ÞΠ⊥
σμðpÞ þ regular; ð28Þ

where κ is the scaling coefficient from (23). This is
consistent with the expected scaling exponent of the
three-gluon vertex in this limit [70]. In the same limit,
the decoupling solution leads to a singular contribution of
the form

lim
p→0

~Gνσðq; 0ÞΠ⊥
σμðpÞ þ regular: ð29Þ

Since the transverse projectorΠ⊥
σμðpÞ introduces an angular

dependence in the limit p → 0, the STI again demands an
irregularity in limit of one vanishing momentum. Note that
this is just a statement about the three-gluon vertex
projected with one nonzero longitudinal leg rρ. Although
this momentum configuration does not enter the gluon
mass gap directly, crossing symmetry implies the necessary
irregularity. In summary, these arguments illustrate that also
the three-gluon vertex STI is consistent with the necessity
of irregularities for both types of solutions.
We close the discussion of vertex irregularities with the

remark that the infrared modification of the propagator-STI
in the refined Gribov-Zwanziger formalism may remove
the necessity for irregularities in the vertices.

B. Origin of irregularities

As discussed in the previous section, self-consistency in
terms of the Slavnov-Taylor identities entails a correspon-
dence between the dynamical generation of a gluon mass
gap and the presence of irregularities. But the STIs do not
provide a mechanism for the creation of irregularities, the
gluon mass gap, and in turn confinement.
In the scaling solution, (23), the irregularities arise

naturally from the nontrivial scaling. Hence they are tightly
linked to the original Kugo-Ojima confinement scenario
[73], that requires the nontrivial scaling. Note, however,
that this simply links different signatures of confinement
but does not reveal the mechanism at work.
For the decoupling solution (24), we want to discuss two

possible scenarios. In the first scenario, the irregularities are
generated in the far infrared. A second possibility is that
they are triggered via a condensate and/or a resonance,
providing a direct connection of confinement and sponta-
neous symmetry breaking.
In the first scenario it is sufficient to focus on ghost loops

as possible sources of such irregularities, since the gluonic
diagrams decouple from the infrared dynamics due to the
gluon mass gap. This is a seemingly appealing scenario as it
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is the dynamical ghost that distinguishes confining Yang-
Mills theory from e.g. QED. However, in the decoupling
solution (24) both, the ghost-gluon vertex as well as the
ghost propagator, have infrared finite quantum corrections:
no ghost-loops contribute to their equation and (infrared)
constant dressing functions can be assumed for both. As a
consequence the ghost loop contributions to correlation
functions have the same infrared structure as perturbative
ghost-loop contributions. However, none of these pertur-
bative ghost loops yields the necessary irregularities, see
Appendix B for an explicit calculation.
In the second scenario, the generation of irregularities

can be based on the dynamical generation of a nonvanish-
ing transverse background, Fa

μνFa
μν ≠ 0, in the infrared.

This gluon condensate is the Savvidi vacuum [74], and its
generation in the present approach has been discussed in
[75] with Fa

μνFa
μν ≈ 1 GeV4. Then, a vertex expansion

about this nontrivial IR-solution of the equation of motion
introduces an IR-splitting of transverse and longitudinal
vertices due to the transversality of the background field.
This IR-splitting automatically implies irregularities as
discussed in Sec. III A, and is sufficient for creating a
physical mass gap in the gluon. This scenario provides a
direct relation of confinement and spontaneous symmetry
breaking. Therefore it is possibly connected to the presence
of resonances that are triggered in the longitudinal sector of
the theory, where they do not spoil the gapping of the
completely transverse sector. A purely longitudinal mass-
less mode, as a source for irregularities in the gluonic
vertices, has been worked out in [76,77], for a short
summary see [78]. As a consequence, an irregularity
appears in the purely longitudinal three-gluon vertex in a
way that preserves the corresponding Slavnov-Taylor
identity. The creation of a purely transverse background
and the presence of longitudinal massless mode would then
be two sides of the same coin. Furthermore, the longi-
tudinal resonance has to occur at about the same scale as the
gluon condensate, in order to trigger the correct gluon mass
gap. A more detailed discussion and computation of this
scenario cannot be assessed in the purely transverse system
and is therefore deferred to future work.

C. The purely transverse system

In this work we restrict ourselves to a solution of the
purely transverse system (13), which is closed. The only
relevant UV parameters in this system are the strong
coupling and the transverse gluon mass parameter. In the
UV the transverse mass parameter agrees with the longi-
tudinal one. The latter is fixed by the mSTI for the
longitudinal gluon propagator. Hence, the only information
needed from the longitudinal system is the initial value for
the transverse gluon mass parameter (16). Note also that
there is at least one value for the initial gluon mass
parameter that yields a valid confining solution. In the
following we vary the gluon mass parameter and discuss

the properties of the ensuing solutions. We find a confining
branch with both scaling and decoupling solutions. In
addition, we observe a transition to the deconfined Higgs-
type branch. No Coloumb branch is found. The unique
scaling solution satisfies the original Kugo-Ojima confine-
ment criterion with ZCðp ¼ 0Þ ¼ 0. We emphasise that the
existence of the scaling solution is dynamically generated
in a highly nontrivial way. The details are discussed in
Sec. IV D.

IV. NUMERICAL RESULTS

We calculate Yang-Mills correlation functions by inte-
grating the self-consistent system of flow equations
obtained from functional derivatives of (6), see Fig. 2
for diagrammatic representations. Technical details on the
numerical procedure are given in Appendix C. We use
constant dressing functions as initial values for the 1PI
correlators at the ultraviolet initial scale Λ. Consequently,
the initial action ΓΛ is given by the bare action of QCD and
the Slavnov-Taylor identities enforce relations between
these constant initial correlation functions. As is well-
known, and also discussed in Sec. II C, the Landau gauge
STIs leave only three of the renormalization constants
independent, namely the value of the strong running
coupling and two trivial renormalizations of the fields that
drop out of any observable. To eliminate cutoff effects, we
choose the constant initial values for the vertex dressings
such that the momentum-dependent running couplings,
(20) are degenerate at perturbative momentum scales p
with ΛQCD ≪ p ≪ Λ i.e. the STIs (19) are only fulfilled on
scales considerably below the UV cutoff scale. The
modification of the Slavnov-Taylor identity, caused by
the regulator term, requires a nonphysical gluonic mass
term m2

Λ at the cutoff Λ. The initial value for the inverse
gluon propagator is therefore taken as

½Γð2Þ
AA;Λ�abμνðpÞ ¼ ðZA;Λp2 þm2

ΛÞδabΠ⊥
μνðpÞ: ð30Þ

The nonphysical contribution m2
k to the gluon propagator

vanishes only as the renormalization group scale, k, is
lowered to zero, where the mSTIs reduce to the usual
Slavnov-Taylor identities. The initial value m2

Λ can be
uniquely fixed by demanding that the resulting propagators
and vertices are of the scaling type. Consequently, the only
parameter in this calculation is the value of the strong
running coupling at the renormalization scale, as initially
stated. We also produce decoupling solutions by varying
the gluon mass parameter toward slightly larger values. Our
reasoning for their validity as confining solutions is
presented in Sec. IV D.

A. Correlation functions and running couplings

We show our results for the Yang-Mills correlation
functions as well as the momentum-dependent transverse
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running couplings in Figs. 3–6, see also Figs. 11–13 in the
appendixes for a comparison of the vertices to recent lattice
and DSE results. A discussion of truncation effects is
deferred to Sec. IV B. In order to be able to compare to
results from lattice simulations, we set the scale and
normalize the dressings as described in Appendix F. At
all momenta, where the difference between the scaling
(solid line) and decoupling (band bounded by dashed-dot
line) solutions is negligible, our results for the correlations
functions agree very well with the corresponding lattice
results. In the case of the scaling solution we find the
consistent scaling exponents

κghost ¼ 0.579� 0.005;

κgluon ¼ 0.573� 0.002; ð31Þ

where the uncertainties stem from a least square fit with the
ansatz

ZcðpÞ ∝ ðp2Þκghost ;
ZAðpÞ ∝ ðp2Þ−2κgluon : ð32Þ

As discussed in Sec. III C, the scaling solution is a self-
consistent solution of the purely transverse system in

the used approach, and has no systematic error related to
the lack of solving the longitudinal system. In turn, the
presented decoupling solutions suffer from the missing
solution of the longitudinal system, leading to a small
additional systematic error. This argument already suggests
that it is the presented scaling solution that should agree
best with the lattice results in the regime p≳ 1 GeV, where
the solutions show no sensitivity to the Gribov problem.
This is confirmed by the results, see in particular Fig. 3.
In the infrared regime, p≲ 1 GeV, the different sol-

utions approach their infrared asymptotics. In Fig. 3 and
Fig. 4 we compare the FRG solutions with the lattice data
from [79]. In agreement with other lattice results [80–82] in
four dimensions, these propagators show a decoupling
behavior, for a review see [12]. Taking the IR behavior
of all correlators into account, cf. also Fig. 13, the lattice
solution [79] is very close to the decoupling solution
(dot-dashed line) that is furthest from the scaling solution
(solid line). Note however, that the systematic errors of both
approaches, FRG computations and lattice simulations
increase toward the IR. While the FRG computations lack
apparent convergence in this regime, the lattice data are
affected by the nonperturbative gauge fixing procedure, i.e.
the choice of Gribov copies [83–85] and discretization
artefacts [86]. Consequently, comparing the FRG IR band
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to the lattice propagators has to be taken with a grain of salt.
In the case of the vertices, we compare also to results
obtained within the Dyson-Schwinger equation approach
[39,44,47], see Fig. 7 and 13. A comparison of the different
running vertex couplings is given in Sec. IV C.
We find that it is crucial to ensure the degeneracy in the

different running vertex couplings at perturbative momen-
tum scales in order to achieve quantitative accuracy, see
also Sec. IV B. The transverse effective running couplings,
as defined in (20), are shown in the right panel of Fig. 4. To
be able to cover a larger range of momenta with manage-
able numerical effort, the shown running couplings have
been obtained within an approximation that takes only one
momentum variable into account in the vertices, see
Sec. IV B. At large perturbative momentum scales, we
find them to be perfectly degenerate, as is demanded by the
Slavnov-Taylor identities. The degeneracy of the running
couplings is lifted at a scale of roughly 2 GeV, which
coincides with the gapping scale of the gluon. Furthermore,
the three-gluon vertex shows a zero crossing at scales of
0.1 GeV to 0.33 GeV, which is the reason for the spike in
the corresponding running coupling. This zero crossing,

which is caused by the infrared-dominant ghost-loop, is
well-known in the literature [38,46,47,87]. Even though we
are looking at the scaling solution, we find that the running
couplings defined from the purely gluonic vertices are still
strongly suppressed in the infrared. In particular the three-
gluon vertex running coupling becomes more strongly
suppressed than the four-gluon vertex running coupling.
However, as demanded by scaling, they seem to settle at
tiny but finite fixed point values, which has also been seen
in Dyson-Schwinger studies [38,39,41].

B. Quality of the approximation

In Fig. 6 (right panel), we show the scaling solution for
the propagators in different truncations. In all cases, the full
momentum dependence of the propagators is taken into
account whereas different approximations are used for the
vertices. Including only RG-scale-dependent constant ver-
tex dressing functions is the minimal approximation that
can produce a scaling solution with a physical gluon mass
gap. The dot-dashed (magenta) line in Fig. 6 (right panel)
corresponds to an approximation with constant vertex
dressing functions evaluated at the symmetric configuration
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with momentumOð250 MeVÞ. Hence the vertices are only
RG-scale-dependent vertices. For the dashed blue results
the dressing functions for the transversally projected
classical tensor structures have been approximated with
a single momentum variable p̄2 ≡ 1

n

P
n
i¼1 p

2
i . Reducing

the momentum dependence to a single variable requires the
definition of a momentum configuration to evaluate the
flow. Here, we use the symmetric point configuration,
defined by pi · pi ¼ p2 and pi · pj ¼ −1=ðn − 1Þ for i ≠ j,
where n ¼ 3ð4Þ for the three(four)-gluon vertex. Finally,
the solid red line corresponds to our best truncation. As
described in Sec. II B, it takes into account the full
momentum dependence of the classical tensors structures
of the three-point functions as well as the four-gluon vertex
in a symmetric point approximation. Additionally, all
(three-dimensional) momentum configurations of the
four-gluon vertex that are needed in the tadpole diagram
of the gluon propagator equation have been calculated and
coupled back in this diagram. The reliability of our
approximation can be assessed by comparing the two
simpler truncations to the result obtained in our best
truncation scheme. We observe that our results apparently
converge toward the lattice result, as we improve the
momentum approximation for the vertices.
The effects of nonclassical tensor structures and vertices

are beyond the scope of the current work and have to be
checked in future investigations, see however [38] for an
investigation of nonclassical tensor structures of the three-
gluon vertex. Within the present work, the already very
good agreement with lattice results suggests, that their
influence on the propagators is small.
The final gluon propagator is sensitive to the correct

renormalization of the vertices. For example, a one percent
change of the three-gluon vertex dressing at an UV scale of
20 GeV magnifies by up to a factor 10 in the final gluon
propagator. Therefore, small errors in the perturbative
running of the vertices propagate, via renormalization, into
the two-point functions. We expect a five percent uncer-
tainty in our results due to this.
Despite these uncertainties, we interpret the behavior

in Fig. 6 (right panel) as an indication for apparent
convergence.

C. Comparison to other results

In Fig. 13, numerical results for the ghost-gluon and
three-gluon vertices are shown in comparison to other
functional methods as well as lattice results. In summary,
the results from various functional approaches and the
lattice agree to a good degree. But these correlation
functions are not renormalization group invariant, and a
fully meaningful comparison can only be made with RG
invariant quantities. Therefore, we compare our results for
the RG invariant running couplings with the respective
results from DSE computations. To be more precise, it is
actually the β functions of the different vertices that are tied

together by two-loop universality in the sense that they
should agree in the regime where three-loop effects are
negligible. Since constant factors drop out of the β
functions, we have normalized the DSE running couplings
to the FRG result at large momentum scales in Fig. 7. For
the sake of visibility, we only have provided a band for the
spread of the FRG couplings as obtained from different
vertices. The shown DSE running couplings are based on a
series of works [39,44,47,50,88], where the explicitly
shown results are taken from [39,47,89,90]. Additionally,
we provide the raw DSE running couplings that have not
been rescaled by a constant factor in the inlay.

D. Mass gap, mSTIs and types of solutions

As discussed in Sec. II C, the introduction of the
regulator in the FRG leads to a modification of the
Slavnov-Taylor identities. In turn the inverse gluon propa-
gator obtains a contribution proportional to ΔΓð2Þ

AA ∝ k2αðkÞ
for all k > 0. Disentangling the physical mass gap con-
tribution from this mSTI contribution to the gluon mass
parameter is intricate, both conceptually and numerically.
The resulting numerical challenge is illustrated in the
appendix in Fig. 10, where we show the k-running of
the gluon mass parameter. This is the analogue of the
problem of quadratic divergences in Dyson-Schwinger
equations with a hard momentum cutoff, see e.g. [91].
However, there has to exist at least one choice for the gluon
mass parameter m2

Λ that yields a valid confining solution,
see Sec. II C. To resolve the issue of finding this value, we
first recall that a fully regular solution has no confinement
and necessarily shows a Higgs- or Coulomb-type behavior.
Although we do not expect these branches to be consistent
solutions, we can trigger them by an appropriate choice of
the gluon mass parameter in the UV. The confinement
branch then lies between the Coulomb and the Higgs
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branch. We need, however, a criterion for distinguishing
between the confinement and the Higgs-type branch.
To investigate the possible solutions in a controlled way,

we start deep in the Higgs-type branch: an asymptotically
large initial gluon mass parameter m2

Λ triggers an explicit
mass term of the gluon at k ¼ 0. If we could trigger this
consistently in the present SUð3Þ theory, it would constitute
a Higgs solution. Note that in the current approximation it
cannot be distinguished from massive Yang-Mills theory,
which has e.g. been considered in [23,92]. Starting from
this Higgs-type branch, we can then explore the limit of
smaller initial mass parameters. This finally leads us to the
scaling solution, which forms the boundary toward an
unphysical region characterized by Landau-pole-like sin-
gularities. It is left to distinguish between the remaining
confining and Higgs-type solutions, shown in Fig. 8,
without any information from the longitudinal set of
equations. For that purpose we use two criteria:

In the left panel of Fig. 9, we show the mass gap of
the gluon, m2 ¼ Γð2Þ

AA;k¼0ðp ¼ 0Þ, as a function of the
chosen initial value for the gluon mass parameter m2

Λ
subtracted by the corresponding value for the scaling
solution m2

Λ;scaling. The latter solution corresponds to zero
on the x-axis in Fig. 9. As mentioned before, going
beyond the scaling solution, m2

Λ < m2
Λ;scaling, leads to

singularities. We interpret their presence as a signal for
the invalidity of the Coulomb branch as a possibly
realization of non-Abelian Yang-Mills theory. The deci-
sive feature of the left panel of Fig. 9 is the presence of a
minimum at m2

min. If there were no dynamical mass gap
generation, m2 would have to go to zero as we lower m2

Λ.
In contrast to this, we find that the resulting gluon mass
gap is always larger than the value it takes at m2

Λ ¼ m2
min.

In particular, this entails that all solutions to the left of
the minimal value, m2

Λ < m2
min, are characterized by a
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large dynamical contribution to the gluon mass gap,
which we interpret as confinement.
As a second criterion for differentiating between con-

fining and Higgs solutions, we use the presence of a
maximum at nonvanishing momenta in the gluon propa-
gator, which signals positivity violation [4]. In the right
panel of Fig. 9, we show the location of the maximum in the
gluon propagator, again as a function of the gluon mass
parameter, m2

Λ −m2
Λ;scaling. We clearly see a region of

confining solutions that show a back-bending of the gluon
propagator at small momenta, see Fig. 8. The dashed line,
separating the shaded from the white region in the right
panel of Fig. 9, indicates the smallest momentum value at
which the gluon propagator has been calculated. With this
restriction in mind, the fit in the inlay demonstrates that the
location of the maximum of the propagator scales to zero as
one approaches the critical value m2

c . We fit with

pmaxðm2
ΛÞ ∝

�
m2

Λ −m2
c

m2
c

�
α

; ð33Þ

which yields the critical exponent

α ¼ 1.95� 0.6; ð34Þ

in the 1D approximation. Within the numerical accuracy,
this boundary value m2

c is equivalent to the minimal value
m2

min of our first confinement criterion. Hence, the value of
the UV mass parameter that results in the minimal gluon
mass gap, is also the one that shows minimal back-bending.
Note that the lattice simulations show a gluon propagator
that is at least very close to this minimal mass gap.
As discussed in detail in Sec. III and Appendixes A

and B, a gluon mass gap necessitates irregularities. The
scaling solution by definition contains these irregularities
already in the propagators, cf. (23). For the decoupling-
type solutions, we excluded infrared irregularities of
diagrammatic origin, see Appendix B. Thus, for the

decoupling-type solutions our arguments for the validity
of the solutions are weaker and remain to be investigated in
a solution including at least parts of the longitudinal
system, see the discussion in Sec. III. Additionally, it
might be necessary to expand about the solution of the
equation of motion, see [75].
We summarize the findings of the present section. In the

right panel of Fig. 9 we can distinguish a confining branch
with positivity violation and a Higgs-type branch with a
massive gluon propagator. A Coulomb-type solution, on
the other hand, can never be produced with the functional
renormalization group since any attempt to do so leads to
Landau-pole-like singularities. The nonexistence of the
Coulomb branch is tightly linked to the nonmonotonous
dependence of the mass gap on the initial gluon mass
parameter, see left panel of Fig. 9. This behavior is of a
dynamical origin that is also responsible for the existence of
the scaling solution for the smallest possible UV gluon
mass parameter.

E. Discussion

As has been discussed already in Sec. IVA, one non-
trivial feature of the different vertex couplings is their
quantitative equivalence for momenta down to p ≈ 2 GeV,
see Fig. 4 (right panel). This property extends the universal
running of the couplings into the semiperturbative regime.
On the other hand, the couplings violate universality in the
nonperturbative regime for p≲ 2 GeV. The universality
down to the semiperturbative regime is a very welcome
feature of Landau gauge QCD, as it reduces the size of the
nonperturbative regime and hence the potential systematic
errors. In particular, one running coupling is sufficient to
describe Landau gauge Yang-Mills theory down to momen-
tum scales of the order of the gluon mass gap. This suggests
to use the propagators together with the ghost-gluon vertex
for simple semiquantitative calculations. The above struc-
ture also explains and supports the semiquantitative nature
of the results in low-order approximations.
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This implies that self-consistent calculations of most or
all vertices have to reproduce this universality, in particular
for momenta 2 GeV≲ p≲ 10 GeV. When starting from
the value of the strong running coupling at perturbative
momenta, we find that a violation of the degeneracy of the
running couplings, (20), in this regime goes hand in hand
with the loss of even qualitative properties of the non-
perturbative results in self-consistent approximations. This
surprising sensitivity to even small deviations of the
couplings from their universal running extends to the fully
dynamical system with quarks, see e.g. [1,98]. Note in this
context that the quark-gluon coupling αAq̄q, (22), agrees
with the ghost-gluon coupling αs defined in (21), and not
the vertex coupling αAc̄c, see Sec. II C. It can be shown in
the full QCD system, that deviations from universality on

the percent level have a qualitative impact on chiral
symmetry breaking. The origin of this is the sensitivity
of chiral symmetry breaking to the correct adjustment of
physical scales, i.e. ΛQCD, in all subsystems. These obser-
vations underline the relevance of the present results for the
quantitative grip on chiral symmetry breaking. A full
analysis will be presented in a forthcoming work, [98].
We close this discussion with the remark that universality

in the semiperturbative regime is tightly linked with the
consistent renormalization of all primitively divergent
correlation functions. We find it crucial to demand the
validity of the STIs (19) only on momentum scales
considerably below the ultraviolet cutoff Λ. On the other
hand, the relations (19) are violated close to the ultraviolet
cutoff, due to the Bogliubov-Parasiuk-Hepp-Zimmermann

FIG. 11. Left: Four-gluon vertex dressing function ZA4;⊥ðp; q; 0Þ in the tadpole configuration. The angular dependence is small
compared to the momentum dependence. Right: Four-gluon tadpole configuration evaluated in the symmetric point approximation,
showing a quantitative and qualitative deviation from the full calculation.

FIG. 12. Left: Ghost-gluon vertex dressing function ZAc̄c;⊥ðp; q; 0Þ. Right: Three-gluon vertex dressing function ZA3;⊥ðp; q; 0Þ.
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(BPHZ)-type subtraction schemes. This constitutes no
restriction to any practical applications, since the cutoff
can always be chosen large enough, such that no violations
effects can be found at momenta p ≪ Λ. One particular

consequence of BPHZ-type subtraction schemes is then
that the calculated renormalization constants necessarily
have to violate (19), since they contain contributions from
momentum regions close to the ultraviolet cutoff.
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FIG. 13. Left: Ghost-gluon vertex dressing function ZAc̄c;⊥ðp; q; cos∢ðp; qÞÞ in comparison to SUð2Þ lattice [93–95] and DSE results
[44,89]. The lattice results are obtained from N ¼ 324 lattices. The magenta/orange/green points (color online) correspond to β ∈
f2.13; 2.39; 2.60g and lattice spacing a−1 ∈ f0.8 GeV; 1.6 GeV; 3.2 GeVg, respectively. Right: Three-gluon vertex dressing function
ZA3;⊥ðp; q; cos∢ðp; qÞÞ compared with SUð2Þ lattice [93–95] and Dyson-Schwinger [47] results. The colored lattice points are taken
from [93,94] and correspond to β ∈ f2.2; 2.5g and different lattice sizes 1.4 fm < L < 4.7 fm. The lattice results shown in black are
based on [93,94] but stem from [95]. These are gained from N ∈ f244; 324g lattices with β ∈ f2.13; 2.39; 2.60g and lattice spacing
a−1 ∈ f0.8 GeV; 1.6 GeV; 3.2 GeVg. The comparison with SUð2Þ lattice simulations is justified since the propagators of SUð2Þ and
SUð3Þ Yang-Mills theory agree well for a large range of momenta [96,97] after a respective normalization in this regime. We rescaled all
DSE results such that they match the scaling solution in the symmetric point configuration at p ¼ 2 GeV. Note that the scaling and
decoupling solutions differ in the UV just due to the different field renormalizations, cf. Fig. 3. The physically relevant couplings, given
by (20), agree in the UV.
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V. CONCLUSION

In this work we investigate correlation functions in
Landau gauge SUð3Þ Yang-Mills theory. This analysis is
performed in a vertex expansion scheme for the effective
action within the functional renormalization group
approach. Besides the gluon and ghost propagators, our
approximation for the effective action includes the self-
consistent calculation of momentum-dependent dressings
of the transverse ghost-gluon, three-gluon and four-gluon
vertices. Starting from the gauge fixed tree-level perturba-
tive action of Yang-Mills theory, we obtain results for the
correlators that are in very good agreement with corre-
sponding lattice QCD simulations. Furthermore, the com-
parison of different vertex truncations indicates the
apparent convergence of the expansion scheme.
Special emphasis is put on the analysis of the dynamical

creation of the gluon mass gap at nonperturbative momenta.
Self-consistency in terms of the Slavnov-Taylor identities
directly links this property to the requirement of IR
irregularities in the correlation functions. The source of
these irregularities is easily traced back to the IR-divergent
ghost propagator for the scaling solution. In the decou-
pling-type solutions, the source of these irregularities is
harder to identify, where the creation of diagrammatic
infrared irregularities is ruled out by general arguments.
Within our truncation, we can exclude irregularities of
nondiagrammatic origin in the purely transverse subsystem.
Hence it is necessary to solve the longitudinal system to
answer whether the required irregularities are generated for
decoupling-type solutions, which is not done in this work.
Nevertheless, we are able to produce decoupling-type
solutions by invoking two consistent criteria, which allow
for the differentiation between confining and Higgs-like
solutions. The decoupling-type solutions are bound by the
solution that shows the minimal mass gap, which is also
the solution with minimal back-bending of the gluon
propagator.
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APPENDIX A: GLUON MASS GAP AND
IRREGULARITIES

In this section we illustrate the arguments from Sec. III.
We restrict ourselves to the case of vanishing background

fields. We first show that the infrared behavior of the
scaling propagators generically induce a mass gap. We then
demonstrate that the decoupling solution necessitates
irregular vertices for a mass gap generation due to the
infrared finiteness of the decoupling propagators. In
Appendix B we show that the vertex irregularities required
for a decoupling mass gap cannot be of diagrammatic
origin.
A rather general comment is in place here: When one is

dealing with the gluon mass gap, it is crucial to carefully
take the vanishing momentum limit. In the FRG approach
this also means that one must first take the limit k → 0 and
then p → 0.

1. Scaling solution

The infrared-relevant part of the self-energy contribution
of the ghost loop to the inverse gluon propagator is given by

½Γð2Þ;gh-loop
AA �μνðpÞ ∝

Z
Λ

ϵ
dq

Z
1

−1
dt q3

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p

·
qμ

ðq2Þ1þκ

ðqþ pÞν
ððqþ pÞ2Þ1þκ ; ðA1Þ

where we inserted the infrared ghost propagator from (23)

and a classical ghost-gluon vertex, i.e. ½Γð3Þ
Ac̄c�abcμ ðp; qÞ ¼

ifabcqμ. Ignoring the angular integration in (A1) for the
moment and setting p ¼ 0, we find

½Γð2Þ;gh-loop
AA �μνðpÞ ∝

Z
Λ

ϵ
dq qμqνq−1−4κ; ðA2Þ

which is infrared-divergent with ϵ2−4κ if κ > 0.5. This has
to be the case in order to obtain a divergent gluon mass gap
consistent with (23). To investigate the mass gap, we
project (A1) with 1

3
Π⊥

μνðpÞ − ΠL
μνðpÞ, where the factor 1

3

accounts for the three modes of the transverse projection
operator. We obtain

½Γð2Þ;gh-loop
AA;⊥ − Γð2Þ;gh-loop

AA;L �ðpÞ ∝
Z

Λ

0

dq
Z

1

−1
dt
q5

3

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p

×
1 − 4t2 − jpj

jqj t

ðq2Þ1þκ · ððqþ pÞ2Þ1þκ :

ðA3Þ
One can easily show numerically that the above integral
does not vanish in the limit p → 0, but diverges
with ðp2Þ1−2κ.

2. Decoupling solution

Using again the ghost-loop diagram as an example, we
show that a decoupling gluon mass gap requires irregular
vertices. We choose the ghost-loop diagram since the ghost-
gluon vertex has the smallest tensor space of all vertices,
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which makes the example easy to comprehend. We checked
explicitly that a similar analysis can be carried out for all
diagrams and vertices contributing to the inverse gluon
propagator. This can be most easily done by assuming
regular vertices (which allows to set p ¼ 0) and then
showing that the mass gap is zero.
To make this point absolutely clear, we demonstrate this

argument for two different tensor bases, for the basis from
Sec. III and for one with an explicit splitting into transverse
and longitudinal tensors. The former basis, given in (18),
reads

½Γð3Þ
Ac̄c�abcμ ðp; qÞ ¼ ifabcðqμZAc̄c;clðp; qÞ þ pμZAc̄c;nclðp; qÞÞ;

ðA4Þ

where p is the gluon and q the antighost momentum. We
assume that the ghost-gluon vertex is regular. Therefore the
second tensor structure has to be less divergent than 1=jpj
in the limit of vanishing gluon momentum, i.e.,

lim
jpj→0

jpjZAc̄c;nclðq; pÞ ¼ 0: ðA5Þ

Note that logarithmic divergences, which for example
occur in the classical tensor structure of the three-gluon
vertex and the nonclassical tensor structures of the four-
gluon vertex, do not suffice to violate their respective
equivalents of (A5). Utilizing the finiteness of the ghost
dressing function and (A5), we can take the limit jpj → 0 to
obtain the mass gap contribution of the ghost loop diagram:

k∂kðm2
gh-loop;⊥ −m2

gh-loop;LÞ

∝
Z

1

−1
dt

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p
· ð1 − 4t2ÞZAc̄c;clð0; jqj; tÞ

× ZAc̄c;clð0; jqj;−tÞ; ðA6Þ

where θ ¼ arccosðtÞ is the angular variable between the
loop momentum and the gluon momentum that is taken to
zero. The dressing ZAc̄c;clð0; jqj; tÞ is independent of the
angular variable t if the ghost-gluon vertex is regular. Thus,
the mass gap contribution evaluates to zero:

Z
1

−1
dt

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p
ð1 − 4t2Þ ¼ 0:

Hence, a gluon mass gap requires irregular vertices in the
case of the decoupling solution.
Since we consider differences between the vanishing

longitudinal and the transverse mass, it might seem more
appropriate to split the tensor basis of the ghost-gluon
vertex into a purely longitudinal and a purely transverse
part. We show now that this leads to the same conclusion.
Transverse and longitudinal projection of the classical
tensor structure already gives us a complete orthogonal
basis:

½Γð3Þ
Ac̄c�abcμ ðp; qÞ ¼ ifabc½Π⊥

μνðpÞqνZAc̄c;⊥ðp; qÞ
þ ΠL

μνðpÞqνZAc̄c;Lðp; qÞ�; ðA7Þ

where p is the gluon and q the antighost momentum. The
projection operators are given by ΠL

μνðpÞ ¼ pμpν=p2 and
Π⊥

μνðpÞ ¼ lμν − ΠL
μνðpÞ. Note that the basis (A7) contains a

discontinuity at p ¼ 0 due to the projection operators. The
mass gap contribution of the ghost diagram with this ghost-
gluon vertex basis evaluates to

k∂kðm2
gh-loop;⊥ −m2

gh-loop;LÞ ∝
Z

1

−1
dt

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − t2

p

·

�
1 − t2

3
ZAc̄c;⊥ð0; jqj; tÞZAc̄c;⊥ð0; jqj;−tÞ

− t2ZAc̄c;Lð0; jqj; tÞZAc̄c;Lð0; jqj;−tÞ
�
: ðA8Þ

Regularity (A5), implies a degenerate tensor space in the
limit of vanishing gluon momentum. The ghost-gluon
vertex can then be fully described by ZAc̄c;clð0; jqjÞ≡
ZAc̄c;Lð0; jqj; tÞ. Using the identity lμν¼Π⊥

μνðpÞþΠL
μνðpÞ,

we find

ZAc̄c;clð0; jqjÞ ¼ ZAc̄c;⊥ð0; jqjÞ ¼ ZAc̄c;Lð0; jqjÞ: ðA9Þ

Using (A9) we can perform the angular integration in (A8)
and find that the mass gap contribution vanishes.
We want to stress that this statement is general and holds

for any diagrammatic method. For example, the same
conclusion can be drawn for the ghost-loop diagram of
the gluon propagator Dyson-Schwinger equation that is
also proportional to (A6) or (A8). Consequently, for the
decoupling solution there can be no mass gap with regular
vertices.

APPENDIX B: GHOST-TRIANGLE

In Appendix A it is shown that the decoupling solution
requires irregular vertices. In the three gluon vertex, this
irregularity has to occur if one momentum is sent to zero
while the others are nonvanishing. Those vertex irregular-
ities can be generated either by back-coupling of momen-
tum dependence or by diagrammatic infrared singularities.
We cannot observe the former in our computation of the
purely transverse system. To investigate the latter case we
use that the gluonic diagrams decouple from the infrared
dynamics due to the gluon mass gap. Therefore we can
focus on the ghost loops as possible sources of diagram-
matic IR irregularities without loss of generality. The ghost-
gluon vertex as well as the ghost propagator are constant
and finite in the infrared. In the following we show
explicitly that the three-gluon vertex does not obtain an
irregular contribution from the ghost triangle. Its relevant
part is given by
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½Γð3Þ;gh-loop
A3 �μνρðp; q; rÞ ∝

Z
ddl
ð2πÞd

ðlþ pÞμ
ðlþ pÞ2

lν
l2
ðl − qÞρ
ðl − qÞ2 :

ðB1Þ

To confirm that (B1) does not generate an irregularity in the

limit jpj
jqj → 0, we consider the low and high momentum

integration regions separately. If the loop momentum jlj is
of the order of jqj, then jpj ≪ jlj and the p dependence in
(B1) is suppressed. Thus no irregular structure can be
generated from this integration region. For small loop
momenta jlj ≈ jpj we have jlj ≪ jqj and the contribution

to the integral in the limit jpj
jlj → 0 is given by

qρ
q2

Z
ddl
ð2πÞd

ðlþ pÞμ
ðlþ pÞ2

lν
l2
: ðB2Þ

This integral can easily be solved analytically for d ¼
4 − 2ϵ to show that it has no irregularities, which one also
expects from a dimensional analysis of (B2). Hence, we
conclude, that the decoupling ghost triangle cannot gen-
erate the irregularity necessary for the dynamical gener-
ation of a gluon mass gap. Note that the ghost triangle
develops a nontrivial pole structure in the case of the
scaling solution, see [99]. We have verified these findings
numerically, and since they are in accordance with pertur-
bation theory, we expect similar arguments to hold for the
ghost loops contributing to higher n-point functions.

APPENDIX C: NUMERICAL IMPLEMENTATION

The algebraic flow equations are derived using DOFUN
[100]. The projected flow equations are then traced using
the FormTracer [101], a Mathematica package that uses
FORM [102,103]. The output is exported as optimized C
code with FORMs optimization algorithm [104]. The
calculation is performed with the frgsolver, a flexible,
object-orientated, parallelized C++ framework developed
by the fQCD collaboration [34], whose development was
initiated in [1]. The framework uses the adaptive ordinary
differential equation solver from the BOOST libraries
[105], the Eigen linear algebra library [106] and an adaptive
multidimensional integration routine from [107] which
implements [108,109] to solve the integro-differential
equations.

APPENDIX D: TENSOR STRUCTURES
OF YM-VERTICES

In this section we define our conventions for the tensor
structures in which we expanded our vertices and the used
projections. The tensor structures for the classical YM
three-point vertices are defined by

½T A3;cl�abcμνρðp; qÞ ¼ ifabcfðp − qÞρδμν þ permg;
½T Ac̄c;cl�abcμ ðp; qÞ ¼ ifabcqμ; ðD1Þ

and by

½T A4;cl�abcdμνρσ ðp; q; rÞ ¼ fabnfcdnδμρδνσ þ perm; ðD2Þ

for the four-point function. For the transversally projected
ghost-gluon vertex this single tensor constitutes already a
full basis and the projection is uniquely defined. However,
additional allowed tensors exist in the case of the three-
gluon and four-gluon vertices. We obtained the dressing
functions by contracting the equations with

Π⊥
μμ̄ðpÞΠ⊥

νν̄ðqÞΠ⊥
ρρ̄ðpþ qÞ½T A3;cl�abcμ̄ ν̄ ρ̄ðp; qÞ; ðD3Þ

and

Π⊥
μμ̄ðpÞΠ⊥

νν̄ðqÞΠ⊥
ρρ̄ðrÞΠ⊥

σσ̄ðpþ qþ rÞ½T A4;cl�abcdμ̄ ν̄ ρ̄ σ̄ðp; q; rÞ;
ðD4Þ

respectively.

APPENDIX E: REGULATORS

In the functional renormalization group, the choice of the
regulator, together with the choice of the cutoff-indepen-
dent parts of the initial effective action corresponds to
defining a renormalization scheme, for a more detailed
discussion see [5]. Moreover, to any given order of a given
approximation scheme there exist optimized regulators that
lead to the most rapid convergence of the results, hence
minimizing the systematic error, see [5,26,27]. For recent
extensions and applications relevant for the present work
see [28,29]. In the present work we use

Rab
k;μνðpÞ ¼ ~ZA;krðp2=k2Þp2δabΠ⊥

μνðpÞ;
Rab
k ðpÞ ¼ ~Zc;krðp2=k2Þp2δab; ðE1Þ

for the gluon and the ghost fields, respectively. For the
shape function we choose a smooth version of the Litim or
flat regulator [26]:

rðxÞ ¼
�
1

x
− 1

�
·

1

1þ e
x−1
a

; ðE2Þ

where we set a ¼ 0.02. It has been argued in [5] that
smooth versions of the flat regulator satisfy the functional
optimization criterion put forward there.
In (E1) we multiply the regulators with scaling factors ~Z,

related to the corresponding wave function renormaliza-
tions of the gluon and ghost fields
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~ZA;k ≔ ZA;kððkn þ k̄nÞ1=nÞ;
~Zc;k ≔ Zc;kðkÞ; ðE3Þ

where we choose n ≈ 6 and k̄ ≈ 1 GeV. The cutoff scale
running of ~ZA is held constant below scales of about 1 GeV
as the gluon wave function renormalization ZA;kðp ≈ kÞ
diverges for k → 0. Separating the tensor structure by

½Γð2Þ
AA�abμνðpÞ ≕ Γð2Þ

AA;kðpÞδabΠ⊥
μνðpÞ; ðE4Þ

we parametrize Γð2Þ
AA;kðpÞ by

Γð2Þ
AA;kðpÞ ≕ ZA;kðpÞ · p2

≕ Z̄A;kðpÞ · p2 þm2
k

≕ ẐA;kðpÞ · ðp2 þm2
kÞ; ðE5Þ

where we define m2
k ≔ Γð2Þ

AA;kð0Þ to guarantee the unique-

ness of ẐA;k. We see that these choices differ considerably
below 1 GeV. For more details see Fig. 10 (right panel). In
particular the naive choice ZA;k diverges since it carries the
gluon mass gap. Consequently, we freeze ZA;k at a scale k̄
close to 1 GeV. We have checked explicitly that varying the
value of k̄ and n has no influence on our results.

APPENDIX F: SCALE SETTING AND
NORMALIZATION

When comparing to lattice results, the momentum scales
as well as the global normalizations of the fields have to be
fixed. We set the scale by

pGeV ¼ c · pinternal;

where we choose c such that the scale of the maximum of
the gluon dressing 1=ZAðpÞ agrees with the lattice scale
from [79], which lies at p ≈ 0.955 GeV.
We then rescale the gluon dressing by Z−1

A ðpÞ →
aZ−1

A ðpÞ with a chosen such that it minimizes

NZA
ðaÞ ¼

X
i

Δxi
ΔE2

i
· ½ðaZ−1

A ðpiÞ − ZL;−1
A ðpiÞÞ2

þ ða∂pZ−1
A ðpiÞ − ∂pZ

L;−1
A ðpiÞÞ2�; ðF1Þ

where we sum over all lattice points that fulfill
0.8 GeV ≤ pi ≤ 4 GeV. We do not include points with
smaller momenta since they can be affected by the global
gauge fixing procedure. Points with momentum larger than
4 GeVare also not included since they might contain finite
volume effects. In (F1), we weight the lattice points with
Δxi=ΔE2

i , where Δxi denotes the distance to the next point
and ΔEi is the statistical error of the point. The superscript
L in (F1) marks lattice dressing functions. The ghost
dressing is rescaled analogously.
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