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Bakul Agarwal, Joshua Isaacson, and Kirtimaan A. Mohan

Department of Physics and Astronomy, Michigan State University, East Lansing, Michigan 48824, USA
(Received 18 July 2016; published 29 August 2016)

In light of the recent 750 GeV diphoton excesses reported by the ATLAS and CMS collaborations, we
investigate the possibility of explaining this excess using the minimal dilaton model. We find that this
model is able to explain the observed excess with the presence of additional top partner(s), with the same
charge as the top quark, but with mass in the TeV region. First, we constrain model parameters using in
addition to the 750 GeV diphoton signal strength, precision electroweak tests, single top production
measurements, as well as Higgs signal strength data collected in the earlier runs of the LHC. In addition we
discuss interesting phenomenology that could arise in this model, relevant for future runs of the LHC.
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I. INTRODUCTION

Recently both ATLAS [1,2] and CMS [3-5] reported
small excesses in their search for diphoton resonances. If
indeed a resonance exists with a mass of ~750 GeV, then it
certainly must belong to beyond the Standard Model
(BSM) physics. There have been several papers investigat-
ing a plethora of possible BSM scenarios.'

Interestingly, the diphoton excess is accompanied by an
absence of evidence for any excesses in other channels
(hh, WW, ZZ, t1, etc.). This, along with the fact that its
mass is much heavier than any of the SM particles, suggests
that the 750 GeV resonance must not couple strongly to
the Standard Model (SM) sector. Further, data suggests that
the width of the new resonance be not too large. These
characteristics imply that the 750 GeV resonance is most
likely the lightest BSM particle and that there must be
additional heavier charged BSM particles that contribute to
loop induced decays of the 750 GeV resonance.

Motivated by the simple observations made above, about
the nature of the resonance, we carry out investigations on
the effective minimal dilaton model [219,220]. The model
consists of vectorlike fermionic top partner(s) with mass M;
that characterize the mass gap of dynamical symmetry
breaking of an approximate scale invariance. The quantum
numbers of the top partner(s) are chosen to be identical to
that of a right-handed top quark. This choice is motivated
by topcolor [221] and top seesaw models [222] that predict
a naturally large top quark mass. The dilaton field S couples
directly only to the Higgs boson and top partner(s).
Coupling of the dilaton to photons and gluons proceeds
only through loops of the top partner(s). Thus the model
can predict the production of a dilaton S of mass
mg ~ 750 GeV and its subsequent decay to a pair of
photons. In this paper we investigate the consistency of
the above statement with data. A similar study was carried
out in Ref. [136]. Here we extend their analysis to the

'See for example Refs. [6-218].
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case where we have nontrivial mixing between the top and
its partner(s).

The paper is organized as follows. In the next section, we
introduce the model and its parameters. We then discuss
various constraints on the model imposed by precision
electroweak tests, the observed Higgs signal strengths, and
the single top production rate measurement, following
which we study constraints on the parameter space that
arises in order to explain the 750 GeV excess. We further
discuss phenomenological implications of the model for
future LHC runs before concluding.

II. LAGRANGIAN AND MODEL PARAMETERS

The dilaton is a pseudo-Nambu-Goldstone boson asso-
ciated with conformal symmetry breaking and couples to
the trace of the energy momentum tensor of the SM
[223,224]. It is useful to write down an effective low
energy Lagrangian using an effective linearized dilaton
field S, which is a gauge singlet, as follows [219]:

1 Ny M,
L= Loy —0,50"S - T, <D +7’S>Ti
i=1

> DTl A+ He] - V(S.H). (1)

Here, Lgy is the SM Lagrangian modulo the Higgs
potential, f = (S) is the vacuum expectation value of the
dilaton and T'; corresponds to the Ny number of fermionic
top partners. Note that the assumption here is that only the
Higgs and the top partner(s) 7" are assumed to couple to
BSM dynamics, while the remaining SM particles are
considered to be spectators to the BSM sector. As a result,
the dilaton S couples only to 7; and H fields® and does not

’In typical dilaton models, the entire SM particle spectrum is
assumed to couple to the dilaton [224].
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couple directly to W’s, Z’s and other fermions of the SM,
albeit through possible mixing between the Higgs and
dilaton. This mixing has been parametrized as follows:

1 d
H=— . ,
V2 [ (v+ hcosfg — ssinby) + ig?
S = (f + hsinfg + s cos ). (2)

Here, v ~ 246 GeV is the Higgs vacuum expectation value,
and / and s denote the physical Higgs (m; = 125 GeV)
and physical dilaton (m; = 750 GeV) fields, respectively.
Mixing between & and s is parametrized by the angle 6.

In addition to mixing between H and S, there is also
possible mixing between the top and its partner(s).” The
analogous physical fields are denoted by 7 and 7. The
strength of this mixing is determined by an off-diagonal
term in the (¢, 7;) mass matrix and is proportional to the
coupling y’. For simplicity, we assume the mixing between
the N top partners 7; and the top quark to be of equal
magnitude and neglect mixing among top partners them-
selves. In addition, we consider the top partners to be nearly
degenerate.” Then, the general (N7 + 1) x (N7 + 1) mass
matrix can be written as follows:

m m ... om Usg
L 0O M ... O Tg
up Ty Ty,L
0 o o M| |Tyr

(3)

The assumption made on the form of the mass matrix here
is reasonable since it does not strongly affect the phenom-
enology of dilaton production and decay, which is the main
focus of our work here. Note that the top partner masses are
nearly degenerate for this mass matrix. As shown in
Appendix C, all but one of the top partners are degenerate
and have a mass my =M, while one of the top partners has

a mass m> ~ M* + Nym'">. However, a more complicated
1

mass matrix could yield more complex relations between
the masses of the top and its partners, which is beyond the
scope of this work.

The renormalizable, linear scalar potential of the model
has been given in Ref. [219], and we reproduce it below:

The term proportional to T us, can be rotated away and has
not been included here. In an alternative basis, this term is kept
and the Trq;, term is rotated away [225].

This assumption does not have any significant bearing on the
production and decay of the Higgs or dilaton and therefore is of
minimal consequence to the results in this paper.
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2 A
V(S.H) ="552 4 2554 4 §S2|H|2 + | HP + S H

2 4
(4)

Note that the scalar potential has a Z, symmetry (§ — —S5).
This symmetry also holds for the physical fields when
sinfg = 0, i.e., s > —s. However, coupling of the dilaton
to T; breaks this invariance.

From the discussion above, we see that in addition
to SM parameters, the model introduces seven additional
parameters; namely M, f, y', Ag, k, mg and Np. It is more
useful to recast the parameters in terms of physical
masses and mixing angles. For easy reference we list them
below:

(i) mg: mass of the dilaton field, which we set to

be = 750 GeV.

(i1) my,: mass of the physical Higgs field, which we set to

be = 125 GeV.

(iii) m,: mass of the top quark, which is set to 173 GeV in

this study.

(iv) m,: mass of the top partner(s). Direct experimental

limits set the value of m, = 780 GeV [226,227].
Here, we set m, = 1 TeV. Note that changing my

does not have a significant effect on Higgs (h) and
dilaton (s) production cross sections and branching
ratios.

(v) sinfy: sine of the mixing angle #g, which para-
metrizes the mixing between the Higgs and the
dilaton fields, and is defined in Eq. (2).

(vi) sin@;: sine of the mixing angle 6;, which para-
metrizes the mixing between ¢ and ¢, defined for

N7 =1 as follows:
usg, cos@; sinf; ][t 5
[TL} {—sinHL cosQL][t’L]' )
When Ny > 1, given the form of the mass matrix in
Eq. (3) and assuming m' <« M, it is possible to
characterize mixing between the top quark and its
partner(s) by a single mixing angle (sin 8;) and by a
N7 x Np matrix, cf. Appendix C.
(vil) n =%Ny: ratio of the two vacuum expectation
values, multiplied by N7.
(viii) Ny: total number of additional vector like fermions,
i.e., top partners 7.

We make further simplifications by only considering the
limit m? > m} and m3 > m?tan®6, . Note that the second
condition ensures small mixing between the top and its
paurtner(s).6 In this limit, we can write down the relation

>Since we assume 2my is much larger than m,, or my, the h and

s cross section and branching ratios do not vary strongly with m,.

Large mixing is constrained by oblique parameters [219]. We

will reanalyze these constraints for the general case, when
Ny > 1.
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between the Lagrangian parameters and the physical
parameters as follows:

M = mycos@y, (6)
\/§ m
Ve =— L, (7)
v coslp
2
y = £m,r sin; . (8)
v

Finally, in the large m, and small mixing limit, the terms
(m?tan?0; /m3) — 0 and one can simplify the coupling of
the h and s fields as follows [219,220]:

~ 2M? 2M?
hy = VCOS@S = Cpyy UV,

Copr = —Lcos O = Cpypp
=L cosOg = -,
np = c080s = Copp—
- m . . m
Chy = — (cos Ogcos?0;, + nsin®0; sinOg) = — Cpyy,
v v

my

Cht’t’~
9)

Here, V = {W=*, Z} corresponds to massive gauge bosons,
and ff to all fermions except the 7 and ¢. Similarly for the
dilaton field:

~ my . .
Chry = — (cos Ogsin®0; + ncos?0; sinOg) =
v v

Cw = 20y sinfg = % Csvvs

C‘_Yff = %sin 05 = % Cirss

Cyy = % (= sin Ogcos?0; + nsin’@; cos Og) = % Ciurs
C,p = % (—sin Ogsin?0; + ncos?dy cos bg) = n:/ Cyp.

(10)

Note that the case of both sinf; =0 and sinfg =0
corresponds to the scenario when neither is there mixing
between & and s, nor between ¢ and #. In this scenario &
has properties identical to the SM Higgs boson. In the
following section, we will present constraints on the model.
Note that for Ny > 1, the couplings C;, Chrv, Copr
and C,y, have additional powers of sinf; and cosf,,
cf. Appendix C.

As an aside, we point out that one could also construct
the model with vectorlike leptons that could explain the
diphoton signal by using photon parton distribution func-
tions [228]. However, the number of leptons required to
explain the signal would require a very large number of
heavy leptons (of the order of 50). We therefore restrict
ourselves to quarks alone.
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III. MODEL CONSTRAINTS

In this section, we determine constraints on the model
from precision electroweak tests, Higgs signal strengths,
single top production rate measurement and the 750 GeV
resonance production rates.

A. Constraints from electroweak precision tests
(S, T, U parameters)

The S, T and U parameters [229] of the model have been
evaluated in Ref. [219]. There are two contributions that
need to be considered here, namely the contribution from
mixing between the top and its partner(s), as well as from
the scalar dilaton. This test strongly constrains mixing
between the top and its partner(s). In Fig. 1, we show 95%
confidence level (C.L.) upper bounds on the value of sin 6;,
with varying m,, when Ny = 1. In order to evaluate these
bounds, we define a chi-squared function, y%;;,, using
S =0.05+0.09,

T =0.08 £0.07, pst = 0.91.

(11)

Here, pgr is the correlation between S and 7', and the values
of S and T are determined by setting U = 0. We also set
sinfg = 0; we will see below that the choice sin 0y = 0 is
best suited to explain the 750 GeV diphoton resonance
rate in this model. When m, =1 TeV, we see that
mixing between the top and its partner(s) is constrained,
by the electroweak precision tests, to the region where
sinf; < 0.3. We also observe that increasing m, reduces
the allowed magnitude of mixing between the top and its
partner(s).

It is instructive to look at constraints on mixing between
the top and its partners for the more general case when

3000
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<
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0.0 0.1 02 03 04 0.5
Sin(6;)
FIG. 1. 95% C.L. limits from the S and 7 parameter in the

(my-sin6; ) plane, and for sin g = 0 and N = 1. Shaded areas
correspond to allowed regions of parameter space.
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FIG. 2. 95% C.L. limits from the S and 7 parameter in the
(N¢-sin@; ) plane, and for sinfg = 0 and m, = 1 TeV. Shaded
areas correspond to allowed regions of parameter space.

N7 > 1. To this end, we calculate the Ny dependence of the
T parameter and verify our results using PACKAGE X [230].
In general, each top partner can mix by different amounts.
However, for simplicity, we only consider the special case
of Eq. (3). As shown in Appendix C, this amounts to nearly
degenerate top partners, cf. Eq. (C14), when the mixing
between top quark and top partners is not too large. In
Fig. 2, we show the 95% C.L. upper bounds on the value of
sin #; with varying Ny form, = 1 TeV and sinfg = 0. We
observe that the electroweak precision tests constrain sin 6},
more strongly as N7 increases.

B. Constraints from Higgs signal strengths

Higgs signal strengths have been measured using data
from the 7 and 8 TeV runs of LHC. These signal strengths
define properties of the observed 125 GeV Higgs boson.
Examining these signal strengths provides insights into the
amount of mixing allowed between the Higgs boson and
the 750 GeV dilaton. Therefore, in this section, we perform
fits to minimal dilaton model (MDM) parameters using
Higgs data.

The signal strengths reported by ATLAS and CMS are
defined as

~ néxp
Hi=—7F> (12)
gm

where néxp is the number of events observed in the channel
i and nky, is the expected number of events as predicted in
the SM. In order to compare the MDM predictions with the
experimentally derived ji;, we define (as usual)

oy z,a

MDM
Hi x5

i i SM.i SM_
ngm 2,0, e, B;

(13)
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FIG. 3. Contours of 16 and 26 deviation of Ay? in the
(sin@, - %) plane, constrained by Higgs signal strength data only.
Here (sinfg = 0.31,sin0; = O,% = 0.35) is the best fit value
and is denoted by a black dot.

Here o), is the production cross section of the 125 GeV
Higgs boson in the pth channel and B; corresponds to its
branching ratio in the ith channel. ¢!, correspond to the
fraction that each production channel contributes in the
search for the Higgs in its ith decay channel. Fits to y; are
performed by minimizing the y? function defined as

7= Z(”G;”)z (14)

i 4

After setting my, =1 TeV and Ny =1, we are left
effectively with three model parameters; sinfg, siné;
and %. Note that varying m, has a minimal effect on the

fits since m? > mj, and therefore the contribution of 7' to
Higgs decays can be calculated in the heavy quark limit to a
good approximation. Using Higgs data, listed in the
appendix of Ref. [231], we perform a fit over the three
model parameters (sin fg, sin 6}, ,'j—”;) and find the best fit to be

at (0.31,0.0,0.35) with the y?/d.o.f = 27.6/24. In Figs. 3
and 4, 1o (one standard deviation) and 26 contours of Ay?
are shown. Fig. 3 shows the contours in the (sinf,- ’?)

plane, with sin 8¢ = 0.31, whereas Fig. 4 shows the same in
the (sin@s-sind,) plane, with 7= 0.35. The black dots

indicate the best fit points on the plots. Both plots highlight
the preference for small or no mixing: i.e., sind; ~0
and sinfg ~ 0.

In fact, we will see in the next section that the choice
sinfg = 0 is best suited to explain the diphoton resonance
rates. Keeping this in mind, we fix sin §g = 0 and perform
fits to the Higgs signal strength data by allowing % and

sin @, to vary freely. We find that the y? at the best fit value
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FIG. 4. 10 and 26 contours of Ay? in the (sin s-sin 8, ) plane,

constrained by Higgs signal strength data only. Here
(sinfg = 0.31,sin6; = 0,%= 0.35) is the best fit value and is

denoted by a black dot.

is y?/d.o.f =28.5/25. In Fig. 5, we show lo and 26
contours of the fit in the (sin@L—%) plane. sin@; =0

corresponds to the best fit and 7 is not constrained by
the fit. When sin g = 0, the % dependence of Higgs signal

strengths drops out, resulting in a flat behavior of the y?

function in the ’? direction. This results in the vertical

contours seen in Fig. 5.

Constraints on sin @, appear to be fairly weak, with all
values of sin 8; being allowed within 3¢. This behavior can
be understood from the following argument. The siné;

v/f
-

0.0 0.1 0.2 0.3
Sin gL

FIG.5. 1o and 26 contours of Ay? in the (sin 8, -2) plane. Here
the best fit occurs at the line of sin6; = 0, with sinfy = 0 (see
text for details). Fits are performed using Higgs data alone.
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dependence of the y* function arises through three sources:
decay of Higgs to a pair of gluons (as well as gluon fusion
production), decay of Higgs to a pair of photons, and 7h
production. For the first two sources, the sin #; dependence
is weak, since effectively the amplitudes for these decays
are cos’0,A, +sin’60,A,. Here A, are loop functions
defined in Appendix A. Since both m, and m, are larger
than my,, A, ~A, and the sin€; dependence nearly
vanishes from & — gg and h — yy processes. This leaves
only tth production with a sinéd; dependence. Since fth
production has been measured with large errors, therefore
the constraint on sin#; from the current measurement is
relatively weak. As discussed earlier, a stronger constraint
on sin@; has been imposed by the electroweak precision
tests, cf. Figs. 1 and 2.

C. Constraints from single top production

Top quarks are copiously produced at the LHC.
An important observable that would be modified by this
model is the single top cross section. The current con-
straints from ATLAS and CMS already put a strong
constraint on the product of the mixing between the top
quark and top partner(s) and |V, |. The current most precise
measurements from ATLAS and CMS yield |V,,| > 0.88
and |V,,| > 0.92, respectively, at the 95% confidence
level (C.L.) [232,233]. The single top production cross
section in this new model is proportional to the product
(IVip| cos 0,)%.

In Fig. 6, we show 95% C.L. allowed regions in the
(IV|-sin@;) plane, when Ny = 1. We observe that the
constraints on sin(#; ) are comparable to those from the T
parameter constraints, as seen in Figs. 1 and 2. In Fig. 7
we show constraints from single top production in the

P

1.00

0.95

Z o0 [ areas
= cMs
0.85
0.80
0.0 0.1 02 03 0.4 0.5

Sin(4;)

FIG. 6. Allowed (shaded) region from ATLAS (darker shaded)
and CMS (lighter shaded) measurement of single top production,
independent of m,, for Ny = 1. The CMS constraint overlaps the
ATLAS constraint.
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FIG. 7. Allowed (shaded) region from ATLAS (darker shaded)
and CMS (lighter shaded) measurement of single top production,
independent of m,, assuming |V,,| = 1. The CMS constraint
overlaps the ATLAS constraint.

(N7-sin6;) plane, after setting |V,;,| = 1. It is evident that
allowed regions of sin @; reduce as N increase. Currently,
constraints from the T parameter are only slightly stronger
than that from the single top production. However, with the
high luminosity runs of the HL-LHC (3 ab™!), it is
expected that there will be 15 million single top events.
The estimated uncertainty on single top production should
be reduced to 3.8% by the end of the LHC run [234]. This
would imply a reduction on the uncertainty of approx-
imately a factor of 2 ~ 3 in (|V,,|cos8,)?. If we choose
|V»| = 1, then the limits would be sin8; < 0.2 (which is
stronger than the electroweak precision test constraints) at
the end of the running of HL-LHC, ignoring changes in
theoretical and systematic uncertainties. Moreover, con-
straints from the single top measurement are independent of
the top partner mass.

D. Dilaton production and decay

Production of the dilaton of mass m; = 750 GeV pro-
ceeds through a loop induced process of gluon fusion. All
other production modes are expected to be subdominant,
especially in the small mixing (sinfg ~ 0) scenario. We
estimate the cross section for production and decay of the
dilaton using the narrow width approximation (NWA).
Since we set sinfg =0, the dilaton decays primarily
through loop induced processes, and therefore we find
that the ratio of its decay width to mass is I'/m ~ 10747
The NWA is thus a good approximation for production of
the dilaton.

"The decay width of the dilaton is proportional to N2/ f2.
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The production cross section in the NWA can be written
down as follows [235]:

o(gg9—s—=71y)

s

§=m?

(15)

where N is a ratio of spin and color counting factors,

r dL%9
:3271'2-N-—“-BR(S—>}/7/)'BR(R—>99)‘{ ]
mS

ds

N C
N=—2= " 16
NgNy CyCy 16

where N and C count the number of spin and color states,
respectively, for initial state gluons and the resonant
dilaton, with Ny = 1, N, =2, C; = 8 and C; = 1. In order
to compute the total cross section at 13 TeV LHC, we
multiply the above-mentioned partonic cross section with
the gluon luminosity L,,. We evaluate L,, using the
CT14LO parton distribution function [236] and the
LHAPDF package [237]. We also evaluate the next-to-
next-to leading order (NNLO) K-factor using the SUSHI
program [238] in the infinite quark mass limit with the
CT14NNLO PDF central set [236]. We set the renormal-
ization and factorization scales to be up = ur = 750 GeV.

We find the K-factors to be K;&I{%"/LO ~2.6 and

K3y /Lo ~ 2.7, respectively, at the 13 and 8 TeV LHC,
which will be included in the following analysis of dilaton
production rates. An interesting feature of this model is that
when all mixings are set to zero (i.e., sinf; =0 and
sinfg = 0), all decays are loop induced. The branching
ratios are fixed by the SU(3), and U(1), charges of the top
partners. The decay width on the other hand is proportional
to N2/ f?. From the equation above we see that in order to
increase the cross section one could either increase the
decay width by increasing N7 or decreasing f. However,
we will see later that small values of f will lead to large
Yukawa couplings of the top partners and therefore to
issues of perturbativity.

The expressions for the decay width of the dilaton are
given in Appendix B. In Fig. 8, we show the variation of
o(pp — s = yy) with the Higgs-dilaton mixing angle
sin@ for three different values of 7= {1,0.5,0.1} and
sind; = 0. Whenj% = 1, we find, in the limit of sin 6 — O,
the NNLO cross section o(pp — s = yy) — 3.3 fb. As
mixing between s and s becomes nonzero (sinfg # 0),
there is a dramatic fall in the o, as can be seen in Fig. 8. This
behavior is due to the large negative interference arising
from the W-boson loop contribution to the diphoton decays
of the dilaton. Furthermore, with nonzero values of sin 0y,
tree level decays of s — VV where V = {W* Z} are
allowed and become the dominant decay modes, further
reducing the s — yy branching ratio, cf. Fig. 13 in
Appendix B 7.
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FIG. 8. Variation of the next-to-next-to leading order

production cross section times branching ratio (o(pp —
s) - BR(s = yy)) of the dilaton (m; =750 GeV) for 13 TeV
LHC, with sin@; = 0. Here we set Ny = 1.

In the rest of this paper we therefore restrict ourselves to
the scenario where sinfg = 0. We are therefore left with
three parameters in the model: sind;, f and N7. When we
set sinfg =sinf@; =0, the dilaton s can decay only
through four different loop processes s — yy, s = Zy, s —
ZZ and s — gg. When sin 0; # 0, then the tree level s — 7
decay channel also becomes available, though suppressed
by powers of sin*@, in the small mixing angle limit.®
Consequently, the total decay width of the dilaton is
expected to be very small. Branching ratios to these various
channels are shown in Appendix B 7.

In Fig. 9, the variation of 6(pp — s — yy) with the 7 — ¢/
mixing angle sind; is shown. We see that there is only a
weak dependence on the mixing angle sin 8. This behav-
ior, as explained earlier, is due to the fact that, for the choice
of sinfg = 0, the sinf; dependence of the cross section
almost vanishes. As expected, one can see that the cross
section simply depends quadratically on # = Nyv/f.

In order to constrain the model, we use the following
values of cross sections:

(i) o(pp — s > yy) =626 +3.23 b [1,3,15].

(i) o(pp = s = Zy) < 8.2 fb [239].

(iil) o(pp = s = gg) <2200 fb [240].

(iv) o(pp = s = ZZ) < 19 b [241].

V) o(pp = s — 1) <700 fb [242].

In Fig. 10, we set Ny = 1 and show, in the (sin HL—J%)
plane, constraints from o(pp — s — yy) and 6(pp > s —
Zy) and perturbativity requirement (4 < 4rx). Similarly, in
Fig. 11, we show the same exclusions for the case when
Ny = 2. We do not show constraints from s — gg, s > ZZ
and s — ff decay modes in these figures since they are very
weak. The allowed region, that can explain the diphoton

*Mixing with the top quark also allows for the decay channel
s — WTW~ through a triangle diagram. However, since the
mixing angle sin@; is strongly constrained by electroweak
precision tests to a small value, we may safely neglect this
decay channel.

PHYSICAL REVIEW D 94, 035027 (2016)

1.00

— Sinfs=0, v/f=1.0

--- Sinfs=0, v/f=0.5
. Sinfs=0, v/f=0.1

o.BR (s— yy) [fb]

0.02

0.0 0.1 0.2 0.3 0.4 0.5
Sin(6;)

FIG. 9. Variation of the next-to-next-to leading order produc-
tion cross section times branching ratio (6(pp — s) - BR(s —
yy)) of the dilaton (m; =750 GeV) for 13 TeV LHC, with
sinfy = 0. Here we set Np = 1.

excess, corresponds to the unshaded white regions in the
figure. In Fig. 10, where Ny = 1, we see that large values of

7 are necessary in order to explain the diphoton excess. On

the other hand, in Fig. 11, where Ny =2, we see that
smaller values of ]1—2 (hence larger values of f) can explain

the diphoton excess. In both cases bounds from perturba-
tivity (Ag < 4x) are easily evaded.

In Fig. 12, we show the same set of constraints in the
(7-N7) plane while setting sin6, = 0. We see that the

model is able to explain the diphoton excess and avoid
other constraints when Ny > 1. Further, as N; increases,
the value of f required to explain the diphoton excess
increases (denoted by the unshaded white region in the
figure).

As discussed in Appendix D, although the MDM, in its
current form, can explain the diphoton excess, additional
new dynamics is required in the TeV region to stabilize the

ay N lo—yy Exclusion

HHH] Perturbativity
Exclusion

v/f
s

E Zy Exclusions
=

0.0 0.1 0.2 0.3 0.4 0.5
Sin(9y)

FIG. 10. Constraints from pp — s — (yy, Zy) production rates
of the dilaton as well as perturbativity requirement (Ag < 47x). The
shaded regions are excluded. Here Ny = 1.

035027-7



AGARWAL, ISAACSON, and MOHAN
4

SN ) & 1o —yy Exclusion

<, W -
> .
‘HH” Perturbéthly
Exclusion
1 % Zy Exclusions
0
0.0 0.1 0.2 0.3 0.4 0.5
Sin(0;)
FIG. 11. Constraints from pp — s — (yy, Zy) production rates

of the dilaton as well as perturbativity requirement (g < 4x). The
shaded regions are excluded. Here Ny = 2.

& lo—yy Exclusion

’ | ”HI | Perturbativity
~ Exclusion

% Zy Exclusions

0.0 0.5 1.0 1.5 2.0
v/t

FIG. 12. Constraints from the pp — s — (yy, Zy) production
of the dilaton as well as perturbativity of the dilaton’s quartic
coupling (g < 4x). Here we set sin@; = sinfg = 0.

vacuum. It is not necessary that the new dynamics
will contribute to the diphoton signal. It is only required
that it contributes positively to the running of the
coupling f3,.. We therefore do not speculate the nature
of this new dynamics as there are a vast number of
possibilities.

It is interesting to observe that this model has very
definite predictions for s — Zy, s > ZZ and, s — tf
branching ratios.” If the diphoton excess is confirmed in
future runs of the LHC, then a way to further test this model
is to determine these branching ratios. We discuss this in
further detail later in the paper.

See Appendix B for details.
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IV. PHENOMENOLOGY OF MDM AT LHC

In this section we discuss the phenomenology relevant
for future LHC runs in the context of the minimal dilaton
model with its constraints as derived in earlier sections. In
light of the 750 GeV excess, the constraints on MDM can
be summarized as follows:

(i) Mixing between the 125 GeV Higgs boson and the
dilaton s is effectively nil, i.e., sin@s ~ 0. We will
consider phenomenology of the MDM strictly in the
case when sinfg = 0.

(i1) Precision constraints and single top measurements
require the mixing between the top and its partner(s)
to be small (i.e., sinf; <« 1).

(iii) We find the minimal dilaton model with 0.2 <
v/f<1.0 and 1 < Ny <10 is a valid effective
theory up to the scale of ~m,. Not only does it
explain the diphoton signal, but also satisfies all the
constraints from both experimental data and the
requirement for perturbativity. For Ny > 10, the beta
function of the strong coupling constant becomes
positive such that the QCD interaction is no longer
asymptotically free. Hence, we do not consider
this case.

(iv) The top partner mass is constrained by requiring the
perturbativity of the Yukawa coupling y, ~ M/
f <4r/\/N., where N. =3 counts the number
of color states of the top partner(s). Since the dilaton
is entirely responsible for generating the mass of
the top partner(s), m, is bounded from above:
my < (1800f/v) GeV, in the small mixing angle
approximation. We therefore expect to find top
partner(s) with masses in the range of 2-9 TeV
given the bounds from the previous point.

Given the approximate constraints summarized above,
we proceed to discuss the phenomenology of the model.

A. Determination of dilaton branching ratios

If the diphoton resonance is confirmed at the future runs
of the LHC, the next step is to determine the ratio of
branching ratios of the dilaton into various decay channels.
Since we consider the limit sinfg = 0 and sin§; < 1, the
possible decay channels of the dilaton are

i) s—>gg: In the limit sinfg=-sinfd; =0,

(s = gg)/T(s = yy) ~9a?/8a* ~ 14. This decay
channel can be investigated through dijet decays."”

(ii) s = Zy: In the limit sinfg=sind; =0, T'(s—>Zy)/

['(s—yy)~2tan’6,,~0.6.
(iii) s — ZZ: In the limit sinfg=sinf; =0, I['(s - ZZ)/
(s = yy) ~tan*@,, ~0.1.

""That the dijets are indeed of gluonic origin may be inves-
tigated with the aid of tools such as jet energy profiles. See, for
example, [243].
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(iv) s — tf: This process is proportional to sin* @, and is
therefore quite small. For sin0;, = 0.3, I'(s — 17)/
(s = yy) ~0.06.

(v) s > WtW~: This decay channel has a nonzero
partial decay width only when sin@; # 0. Further,
since it is proportional to sin* 8, , it is expected to be
highly suppressed, as compared to the other decay
modes, cf. Appendix B.

(vi) s — hh: Similar to the WW channel, this decay
mode has a nonzero partial width only when
sin@; # 0 and is expected to be very small.

The decay width of the dilaton, as mentioned earlier is
expected to be small. In fact, when sin 65 = 0, the ratio of
decay width to mass of the dilaton (I, /m,) is of order 107,
In this model, this ratio can be large (~0.3) when
sinfg = 1. However, sin fg # 0 is unfavorable for explain-
ing the diphoton excess. The decay width also increases as
N% when sinfg = 0, however, the range of variation is
small. For N; =1 we find I'/M ~6x 107> and for
N7 =10 we find /M ~ 6 x 1073,

B. Determination of top partner mass
and branching ratios

Electroweak decay modes of top partners are possible
when mixing with top quarks is present (sin@; # 0). In
such a scenario, the ¢ has four possible decay modes:
t'— Wt, ¥ - Zt, ¥ - ht and, if kinematically allowed,
' — st. The first three decay widths are related through
the Goldstone equivalence theorem [244-248] and one
finds that ['(# - Wr) = 2I'(¢ — Zt) = 2[(¢ — ht) [249].
Hence, in the context of MDM, one could follow the
traditional strategy of searching for top partners.'
The fourth decay channel presents a novel way of searching
for top partners. However, assuming m, > (m,, m;) and
sinf, <1, we have T'(¢ — st)=(v/f)’'({ — ht).
Therefore, the decay channel is suppressed not only
through phase space factors but also through (v/f)>. A
full simulation of background and signal is required to
determine the efficiency of this channel and is beyond the
scope of this work.

As explained earlier, one expects to find top partners
with masses in the range of ~2-9 TeV. Top partners can be
searched for at hadron colliders, either through pair or
single production. For 14 TeV LHC with 3000 fb~!
integrated luminosity, 5S¢ discovery is possible up to
my ~ 1.5 TeV, whereas a 33 TeV machine with the same
amount of integrated luminosity could discover a top
partner with m, ~ 2.4 TeV [250]. For a 100 TeV machine
it is possible to set limits as large as m, = 6 TeV [251].

One interesting aspect pertaining to the particular form
of the mass matrix used in this study is that for Ny > 1, the
top partner masses are not all degenerate. Furthermore,

11See, for example, Ref. [226] and references therein.
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from earlier discussion we learned that in order to explain
the diphoton signal, Ny could be greater than one.
Therefore, one might expect to find top partners of same
charge, but different masses. If m’, cf. Eq. (C14), is large,
the mass difference between the heaviest top partner and
the degenerate top partners may be large enough to open up
decay channels of the form 7| — ¢, + h/Z. This presents
itself as a novel signal albeit a weaker one in comparison to
decay modes discussed earlier.

C. Double Higgs and Higgs plus jet productions

The presence of top partners and mixing with top quark
has consequences on both double Higgs and double dilaton
production. When sinfg = 0 and sin8; = 0, there is no
contribution from top partners or dilaton to the production
of a pair of Higgs bosons at hadron colliders. When
sin@; # 0, top partners begin to contribute to both the
triangle and box diagrams in double Higgs production. At
the same time, the contribution from the top quark reduces
due to smaller values of the top Yukawa coupling. Since top
partners are more massive than the top itself, the conse-
quence of having sin@; # 0 is to reduce the double Higgs
production cross section in the invariant mass region that is
far below the mass of the ¢’ [252].12 Needless to say, if the
mass of ¢ is not too large and can be directly produced in
high energy colliders, a resonance peak in the double Higgs
boson invariant mass distribution is expected. Interestingly,
when sin@; # 0, then s — hh decays are possible, albeit
small. This would give rise to a small peak in the invariant
mass spectrum at my,;, ~ 750 GeV.

Similarly, the presence of the top partners will also affect
the transverse momentum (p7) distribution of the Higgs
boson produced in association with a high p; jet [252].
When sin 0; # 0, top partners begin to contribute to both
the triangle and box diagrams in Higgs plus jet production.
In the small py (less than m,) region, the sin 8; dependence
of the differential cross section is weak,13 consequently, the
low pr distribution of the Higgs boson will approximately
resemble the SM prediction. However, in the high p;,
(larger than m,) region, where the invariant (1/3) of the
process is large, the differential cross section will depend
on the value of sind; and become smaller than the SM
prediction as pr increases toward m,. Hence, a precise
measurement of the p; distribution, particularly in
the high p; region, can probe BSM physics such as
the MDM.

Pt is interesting to note that since the mass eigenstates are
rotated through orthogonal transformation, the cross section
follows a sum rule, namely that the double Higgs cross section
reduces to the SM value when m, = m,.

"The reason is the same as we have argued at the end of
Sec. III B when studying the decay width of # — gg in the MDM,
since both m, and m, are larger than m, /2.
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V. DISCUSSION

In this work we analyzed the minimal dilaton model
as a potential candidate to explain the 750 GeV diphoton
excess. The linearized version of the model presents an
effective Lagrangian that includes the usual SM along with
a singlet scalar dilaton (s) and Ny number of vectorlike
top partners with quantum numbers identical to the right-
handed top quark.

We identify the possible 750 GeV resonance with the
dilaton s and find that the model can explain the diphoton
signal and avoid other experimental constraints. We find
that values of f in the range of [0.4, 1] TeV can explain the
diphoton excess in this model. Interestingly, we find that in
order to explain the signal, mixing between the Higgs
boson and the dilaton must be very small or zero (i.e.,
sin g ~ 0). Mixing between the top and its partner(s) is
allowed but is constrained (sin@; < 0.3) by the precision
electroweak test (i.e., S, T"and U parameters) and by single
top production measurements. We also note that the mixing
angle sin#; may be further constrained through experi-
ments by measuring the s — Zy, s > ZZ, and s — 17 decay
branching ratios, and by improved single top measure-
ments. The constraint on sin#; from single top measure-
ment is independent of the mass of the partner. This
conclusion also holds for any model which allows the
top partner to mix with top quark.

We observe three key features with regards to the
phenomenology of the MDM. First, signatures for the
top partner(s) at the LHC are archetypal of vectorlike quark
searches. However, the model allows the presence of
additional top partners (to explain the diphoton excess).
Hence, so long as sin#; # 0, one hopes to find non-
degenerate top partners at the LHC. Second, double Higgs
production is affected when sin 8; # 0. Finally, Higgs plus
jet production at the LHC in the high p; region is also
sensitive to the presence of top partner(s) in the loop.
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APPENDIX A: DECAYS OF h

We identify /& with the 125 GeV Higgs boson. The decay
channels we consider are listed below:

{T(h > ff).
L(h = yy),

C(h — ZZ),T(h - WTW~),

I'(h = Zy),T'(h - g9)}. (Al)

PHYSICAL REVIEW D 94, 035027 (2016)

Here, the fermions considered are

f=As,c.b,t,u}. (A2)
Note that the last three decay channels are loop induced and
we will consider the b, ¢, ¢ fermions in the loop process as
well as W gauge bosons in the loop. The decay widths of &
scale according to the couplings in Eq. (10). We therefore
write below the ratio of 4 decay widths to the hg); decay
widths:

=g

= L= , A3

" [(hsm = ff) "I (A3)
I'(h—-VV)

R =C A4

hvv T(hsy = VV) Civy (Ad)

1. Decay of h — yy
The partial decay width for & — yy is [253]

[(hsm = 17)
G,a* mh

T 128v28

where A; corresponds to the form factors defined below
[254]:

Zf thfN A1/2(Tf) + Ay (tw) 2, (AS)

Ap(®) = 5@+ @=DF@). (A9
A1) = —11—2(212 +3t+32r-1)f(7)), (A7)
with 7, = 2 and
arcsin®/7 forr <1
fe) = [log Levie m] " fores1 A8
~ I(h=yy)
" T(hsm = 17)

B |ChwwA, (mj,/4m3,) + Zf:h,z,z’ChffAl/2(m%l/4m12’)|2
|A (my,/4m3, ) + Zf:b.zA1/2(’"%/4'”12‘)|2

(A9)
2. Decay of h — gg
The partial decay width for 7 — gg is [253]
G,aim; 3 2
D(hgy = 99) = 3620 > pig ()| s (AL0)
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where A}, is given in Eq. (A7). In the MDM the decay
width is determined as follows:

S Cusryalmi /4
IS A1 (2 fAm2) 2
(A11)

C(h—g9) _
['(hsm — 99)

Rhgg -

3. Decay of h —» Zy
The partial decay width for 7 — Zy is [253]

PHYSICAL REVIEW D 94, 035027 (2016)

TA 722
hed) =303 T2
x (L7 (2) = F2)] +2lg(2) ~ g(A)]).
(r.0) = =5 (6) = 1A, (A14)

and 1 = 4m?/M?% and v = 4m?/m3,. with the functions f

G2 M2 o3 M2\ 3 and g defined by
I'(h Ty) = HA W (1 2
( SM 7/) 64 4 m%
2 .
QfN 4SWQf Ay (zp.Ay) arcsin®y/1/7 > 1
f(@) = { w=s r (A15)
log iy —in <1,
+Aw(rw,ﬂw) , (A12)
where
Af(Tf,lf):Il(Tf,ﬁf>—12(T,l), \/T—larcsin\/l/T 121
2\ 2 o) g(r) = . (A16)
Ay (zw, dw) = cw {(1 +—) STW— (5 -l-—)}h(fw,ﬂw) 3V1 _T{loglJr\/\/l—_T lﬂ'} T<1,
Tw Cw Tw
S
+4CW 3——2 Iz(Tw,/lw), (A13)
Cw
|
N, 21 4YWQf.A A A A ?
R C(h—Zy) 12 p=b1rCiprQr (772 Ap) + Coww W(TWv w)l (A17)
hZy —
r'(h V4 21,452,
(hsm = Zr) |3 s QN 2 A (2. ) + Ay (e )|
[
Note that in the expressions above we keep only the leading 1. Decays to fermions
terms and have neglected diagrams that contribute to decay
amplitude as cos® @, sin® 6, .
APPENDIX B: DECAYS OF THE DILATON s Ms = 1) = (B3)

We identify s with the 750 GeV excess. The decay
channels we consider are listed below:

{T(s = ff).T(s = hh).T(s - ZZ).T(s > WTW"~),
[(s = yy).T(s = Zy).I'(s > gg)}. (B1)
Here,
f=A{s,e.b,t,7,u}. (B2)

The relations are similar to the Higgs ratios written down in
the section above, except for the s — ZZ decays where we
need to consider the s — ZZ loop induced decay.

where g, = (1 —4mj%/m§)1/2.

2. Decays of s -» VV

Here we consider only the on-shell decay of the massive
gauge bosons

Gﬂmf
16721

My

m?’

I'(s—>VV)= Sy (x)s X = (B4)

Here 8y = 2C2,wV/1 —4x(1 — 4x + 12x?) and
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57(x) = (C*,,V1 —4x(1 — 4x + 12x%)

Cz/ / O(M2 32 N%
T (253(2/3)7)

+ Slzl
X V1 —4x(1 —4x + 6x?)).

2.4 4
my 18ncy, sy

(BS)

The second term is the contribution from a massive ¢ loop
to the s — ZZ process. This has been calculated using the
infinitely massive ¢ approximation in a low energy theorem
[255]. We keep only the leading terms and do not include
top quarks to the loops as these are suppressed by powers
of sinf;.

—isin g cos Oy

8fv

Copn =

PHYSICAL REVIEW D 94, 035027 (2016)

3. Decays of s — yy
Similar to the Higgs decays, the dilaton decay is given as
_ G,am;
128v/27°

+ CowwA (tw)]*

(s = 77) D Cyp Q3N A s (1y)

f=btr

(B6)

4. Decays of s — gg
Similar to the Higgs decays, the dilaton decay is given as
G/ﬂ?mi

T 36v250

2
[(s = yy)

% Z CsrrAr)2(7p) (B7)

f=b.t.r

5. Decays of s — Zy
Similar to the Higgs decays the dilaton decay is given as
GiM3am?} (1 B M%) 3

6414 m?

I(s = 2r) =

20— 43,0,
Y CoyQsN, B (7y24)

X
f=btt
2
+ CowwAw (Tw. Aw) (B8)
6. Decays of s — hh
The scalar potential is

2 A A
V(S.H) =552 4 5564 L S HP 4 ml |HP + 22 |1,

2 4 2 4
(B9)

Note that the couplings k, Ag, 1z can be written in terms of
the parameters (fg, f, v, my,, m;). Where m,, and m, are the
physical masses,

(m? — m3) cos O sin Og
K= ,
\/ifv
m3 cos? Og + m3 sin? O
j’H == 6] N
v
Je = m3 sin’ Qsz—lj—czm? cos? g ' (B10)

From the expressions above, we derive the shh vertex as
follows:

[f sinOs((V2 = 3)m2 — (9 + V2)m2) = 3(1 + v/2) f sin(36) (m2 — m?)

+ vcosOg((V2 = 6)m2 — (18 + V2)m?) + 3(2 4+ V2)v cos(30) (m3 — m?)].
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The partial decay width of s — hh can be written as follows:

2 Am2\ 1/2
['(s = hh) = Conn <1— mh) .

2
32amy m;

7. Decay branching ratios of the dilaton

(B11)

We present here variation of the branching ratios of the dilaton s with various parameters of the model in Figs. 13 and 14.

APPENDIX C: TOP AND TOP PARTNER MASS MATRIX
1. Np=1

The mass matrix can be written down below:

o e 20z

where m = y,v/v/2 and m’ = y'v/+/2. Switching to mass eigenstates

[q3L] B [ cosf; sinHL] [tL}
T, | |-sinf, cos6, ]

we may diagonalize as
= ][5 W] Al L]
= |t t )
q3L Lo M Ty L I 0 my] |ty

\/(M2 _ m2 + m/2)2 + 4ml2m2 _ M2 + m2 + ml2 m'

where

tan@, = ' M :M+0<M_3)’
V(M= m? + m?)? + 4m?m? = M? +m? —m?>  m'm ~
tan 9y = m Y +0(M™),

and the mass eigenvalues are

{m?} _M2+m2+m/2:F \/(M2+m2+m’2)2—4m2M2
2 ( 2 :

mt,

For large M,

m/2
m; = <1 —W>m + O(M_4),

7

m
my = M+m+ O(M_3)

Conversely, parameters in the Lagrangian can be written in terms of the observables:

M= \/m% sin® 0y, + m3 cos® 6,

V2 mmy
Vi =

— - )
v \/m% sin® @y, + m3 cos® 6,
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V2 (m%—m?)sinf, cosb,

r=YE . (C9)
v \/m% sin® 0, + m? cos® 6,
2.Nr>1
The mass matrix can be written down below:
(m m' m m'
u
0 M 0 ol
o R
e T Ty 0 0 M 0 Tor |’ (C10)
: .0
0 0 0 .. M|
where the above matrix has dimensions (N + 1) x (N + 1). The diagonal mass squared matrix is given by
(m? 0 0 ... 0]
0 mi O
2
0 0 m .. 0| i)
: 0
0 0 0 m

Assuming all the mixings are small and approximately equivalent, we can rotate the diagonal mass squared matrix back
to the nondiagonal matrix given by

[m?> 4+ N;pm'> Mm! Mm!' ... Mm'
Mm' M? 0 0
MMT = Mm' o M ... 0 | (C12)
; 0
| M 0 0 M?
(w0 F w0, . (nf-m )0,
(m? —m?3)0, my 0 0
2 2 2
0
(m? — mtz,NT)HL 0 0 mtz,NT
The eigenvalues in the small mixing limit are given by
N 2,12
m%zmz—%, m3 ~ M? + Nym”, mtz,2 = ... :mtz,NT = M?. (C14)

The degeneracy of the new particles is broken slightly by the mixing, but only occurs for one of them. This results in a
particle slightly heavier than the other new top particles.
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The rotation matrix to rotate from the flavor eigenstates
to the mass eigenstates is given by a product of rotations
matrices, Ry, R,, ..., Ry,. The first one is given here as a
reference, and the rest are related to it by shifting which
components get mixed with the #:

[ cos(0;) sin(@;) O 0

—sin(0,) cos(6;) O 0
0 0 0 (C15)

; 0

0 0 0 1]

Modified couplings for the case when N > 1 [assuming
sin(fs) = 0] are given below. These couplings are valid
only in the small mixing limit sinf; < 1.

For the Higgs field:

~ mt
Chnr = v cos*"10), .

p my . i
Chu, = —,sin 0, cos=1HNrg, |

Chyy = %SinzﬁLcos”f‘zHL. (C16)
For the dilaton field:
am = @77(1 - COSZNTQL)v
v
Aoy . i—14+N
Cyy = —n(—sin@;cos r4;),

i v
Cyy = ﬂr](éij — sin?6; cos'20,). (C17)

i v

For the Z boson:

- g .
Con = 2cos(Oy) (cos™™10, P —2Q0sin’dy),
-~ g . i—
Czu = 2cos(@y) (sin@ cos=1tNrg, P,),
= g . i .
Czyr, = 2cos(@y) ((sin®@, cos™™/=20, P, — 25;;0sin’0y,).
(C18)
For W-bosons:
CW[}] - ﬁ(cos THLPL),
C‘Wfl_b = %ﬁ (P, sin@,cos™™'0,), (C19)

where i,j = {1,2,...,Nz}.
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APPENDIX D: VACUUM STABILITY

To check the validity of the theory, the scale at which the
effective theory breaks down is calculated. This is done by
considering the running of the coupling constants. This is
traditionally done using the renormalization group equation
defined as

1
(167?%)

dg 1
= = (1)
dlog(u) 16712'3 *

sB? +.... (DI

p

where (1) and ) are the one- and two-loop contributions
to the beta function, respectively, and y is the renormaliza-
tion scale. For simplicity, only the one-loop corrections are
considered for this analysis. For the gauge couplings, the f
functions are given by [104,256,257]

16 41
ﬂép = ?NTQ% +gg?’
1 19
ﬂf]z) = _gg%’

2
ﬂgp = <_7 +Nr g) a- (D2)

The Yukawa coupling sector has f functions given by

1 17 9 9 9
<—129% —19% —-8g3+-Nry” +2yz2>

ﬁy,:@yr 5
1 8 2 2 2 2
By, ~Tle2 x| 739 -85+ Nry” +3(142N,)y;
L 17, 9, 9 9 1
= PR -8R +IN V22 132 )
ﬂy 167T2y ( 1291 4g2 g3+2 Ty +2yt +2yx)
(D3)

where y; = ]}—/(COS(QL) at the scale of the # mass. Finally,

the scalar sector f functions are

13 9
T [5 gt + 39195 + 59‘2‘ + 2k* = 3g1 Ay

—9g3 Ay + 643 + 12NpAyy? — 24Ny + 1204y

+ 120 y? — 48Ny y? — 24y (D4)

B = 6 (2k* + 1823 + 244Ny — 24N 1y3).  (D5)

Here, the coupling between H and S is zero since the
mixing between the two is set to zero. Therefore, the
running of this coupling is not included. For the determi-
nation of the vacuum stability, the limit of small mixing will
be taken, and the coupling y" will be taken to be zero, for
simplicity. The scale that is used to set the parameters is the

M scale for all the parameters, with the exception of Ag,
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whose values are zero until the scale reaches the new
physics scale determined by m, and m respectively:

dra(My)
=M, = —F———"—,
9 (ﬂ Z) = sin(@W)z
8Gr
=M,) = /—=My,
gz(ﬂ z) \/§ w
93(# = Mz) = \/4”0‘s(Mz)v
1
Iy(u=M,) = —=GpM%(1 +6y),
H(ﬂ Z) ﬂ F H( H)

Vil =Mz) = \V \/iGFmt(l +,),

where a(M) is the fine structure constant at the scale of
My, G is the Fermi constant, My, the mass of the W
boson, a,(M) the strong coupling at the scale of M, and

(Do)

PHYSICAL REVIEW D 94, 035027 (2016)

oy and 6, are the one-loop corrections to the quartic
coupling of the Higgs and the Yukawa coupling of the
top, respectively. These corrections are given in
Refs. [258,259]. Finally, the starting value for Ag(My) is
% when it is introduced at the scale of the dilaton
mass (My).

Since relatively large values of v/ f are needed to explain
the diphoton signal. This implies large values of the top
partner Yukawa y;, which contribute negatively to f,; and
will make the vacuum unstable. We find that Ag becomes
negative rapidly after reaching the top partner mass scale
and the theory breaks down. Since the MDM is an effective
theory in itself this indicates the presence of further new
physics in the TeV range that stabilizes the vacuum. It is
possible that the additional dynamics stabilizing the vac-
uum does not affect the diphoton rates. Hence the MDM
can explain the diphoton signal however it requires the
presence of additional TeV range physics.
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