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In this work we focus on the quantum Einstein-Yang-Mills sector quantized by the methods of loop
quantum gravity. We point out the improved UV behavior of the coupled system as compared to pure
quantum Yang-Mills theory on a fixed, classical background spacetime as was considered in a seminal
work by Kogut and Susskind. Furthermore, we develop a calculational scheme by which the fundamental
spectrum of the quantum Yang-Mills Hamiltonian can be computed in principle and by which one can
make contact with the Wilsonian renormalization group, possibly purely within the Hamiltonian
framework. Finally, we comment on the relationship of the fundamental spectrum to that of pure

Yang-Mills theory on a (flat) classical spacetime.

DOI: 10.1103/PhysRevD.94.024042

I. INTRODUCTION

The Hamiltonian approach to pure quantum Yang-Mills
theory on Minkowski space was much developed by
Kogut and Susskind [1]. These authors regularized the
classical expression for the Yang-Mills Hamiltonian on a
regular spatial lattice of cubic topology embedded in R3,
which comes with a lattice length parameter ¢ as measured
by the spatial Euclidean background metric induced by the
Minkowski metric on spatial hypersurfaces of Minkowski
space. The quantum Hamiltonian was written in terms of
non-Abelian fluxes through the faces of the cubic cell
complex dual to the lattice for the electric degrees of
freedom and in terms of non-Abelian holonomies along the
plaquette loops of the lattice. Furthermore, those authors
assumed a representation of holonomies and fluxes on a
Hilbert space of square integrable functions of the magnetic
loop functions just introduced, where the natural Haar
measure on the compact gauge group is used in order to
define the Hilbert space measure.

While well defined at finite ¢, the necessary continuum
limit € — 0 is problematic in this approach: Namely, the
regularized Hamiltonian involves an inverse power of ¢ and
thus blows up at fixed Yang-Mills coupling. This leads to
the conclusion that the Yang-Mills coupling entering
the Hamiltonian is to be considered a bare coupling that
must be renormalized suitably in the continuum limit. Since
the renormalization is, arguably, easier to study in the path
integral formulation, the Hamiltonian approach to quantum
Yang-Mills theory was basically dropped and research
focused on the functional integral approach, whose under-
lying mathematical framework is the constructive
Euclidean program [2-7]. Starting from the Euclidean
action, not the Hamiltonian, involves an additional integral
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and thus in four spacetime dimensions does not involve e
explicitly. The well-established and very active research
field of lattice quantum chromodynamics (LQCD) is the
practical implementation of that program and has produced
many spectacular results, see, e.g., [8,9], yet the existence
of pure quantum Yang-Mills theory has not been proven. In
fact, the Clay Mathematical Institute’ has devoted one of its
millennium prizes to this research topic. To circumvent
these problems this paper does not deal with the Euclidean
formulation at all. Furthermore, we leave the realm of
Quantum Field Theory (QFT) on curved spacetime [10—13]
completely and pass to quantum gravity, because we wish
to examine here the old idea that quantum gravity itself
resolves the UV divergences of QFT. We do this in the
Hamiltonian approach to quantum gravity, one incarnation
of which is loop quantum gravity (LQG) [14-16]. This
approach is ideally suited to Yang-Mills theory, because the
gravitational field, in its canonical formulation, can be
viewed as a Yang-Mills theory for the gauge group SU(2)
with a very complicated interaction. Thus the quantization
methods developed for Yang-Mills fields, in fact pioneered
by Kogut and Susskind, can also be applied to the
gravitational degrees of freedom, as has been done in [17].

Indeed, a rigorous Hilbert space representation can be
found for the so-called holonomy flux algebra, in fact for
any compact gauge group and any spacetime dimension,
which consists of holonomies along one-dimensional paths
and non-Abelian fluxes through two-dimensional surfaces
(in 3 + 1 spacetime dimensions). This is in fact very similar
to the Kogut-Susskind program, but the difference is that in
LQG there is no fixed lattice and dual cell complex; there is
also no lattice regulator € at all. Rather, one considers all
paths and all surfaces in one big Hilbert space; that is to
say, one considers all graphs and dual cell complexes. LQG

lhttp://www.claymath.01rg/millenium—pr0blems/yang—mills—
and-mass-gap.
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is therefore a continuum theory without a lattice cutoff. We
see that in the corresponding quantum operator the factor
1/€ of the Kogut-Susskind Hamiltonian is replaced by the
1/¢p where £ p is the Planck length. At that level, therefore,
there is no problem in taking the continuum limit. However,
renormalization group ideas are still important as we see
later on.

Just in order to avoid possible confusion from the outset,
we mention here that LQG comes in two versions. In the
first version one solves the constraints of the theory, which
arise due to the spacetime diffeomorphism invariance of
Einstein’s theory, in the quantum theory [18,19]. In the
second version one solves those constraints classically by
gauge fixing the freedom to choose coordinates in terms of
scalar matter fields (see, e.g., [20-23]). These two
approaches are technically and conceptually very different,
because in the first version the primary task is to solve the
quantum constraints and to supply a Hilbert space structure
on the resulting space of (distributional) solutions and it is a
nontrivial task to find appropriate gauge invariant observ-
ables acting on it. There is no Hamiltonian in this first
approach, because time translations are regarded as gauge
transformations. In the second approach these tasks are
already implemented classically. Furthermore, the classical
construction automatically supplies a Hamiltonian that
generates time evolution. In this paper we therefore follow
the second route, specifically the choice of scalar matter
considered in [24,25] as this brings us maximally close to
the situation of pure Yang-Mills theory on Minkowski
space.

The LQG Hilbert space, which was originally designed
for the first approach, is necessarily nonseparable. This
comes about because one considers the huge algebra of
all fluxes and all holonomies, which in turn are needed if
one wishes to implement the (spatial) diffeomorphism
invariance of the theory in a (cyclic) representation of
the holonomy—flux algebra [26,27]. On the other hand,
classically, far fewer functions on the phase space suffice in
order to separate all of its points; that is to say, much fewer
paths and surfaces suffice. In [25,28-30] the observation
was made that—since in the second approach one has fixed
the (spatial) diffeomorphism invariance of the theory—one
may indeed restrict to a much smaller algebra. For instance,
if the topology of spacetime is that of R* then it suffices to
consider rectangular paths and surfaces along the coordi-
nate axes and planes, respectively. A further reduction of
the number of degrees of freedom is obtained by passing to
an abstract infinite graph and dual cell complex, respec-
tively, which have no information about their embedding
into R3. The quantum theory is then formulated in terms of
these abstract elementary holonomy and flux operators.
The embedding scale reappears in the semiclassical
limit in terms of coherent states [31] for the gravitational
degrees of freedom and can be chosen as small as one
wishes.
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In this paper we therefore consider the approach of [25]
to Einstein-Yang-Mills theory on the differential manifold
R* in the gauge fixed version of LQG? with scalar matter
content and focus on the Yang-Mills contribution to the
Hamiltonian, which then in the classical theory simply
reads

H Tr(E®E”) + Tr(B“B")).

_ L d3x 9ab [
20% Jur T\ /det(q)
(1.1)

Here E,B denote the electric and magnetic Yang-Mills
field, Q is the Yang-Mills coupling constant, and ¢, is
the induced spatial metric on the Cauchy surface R?.
The spatial indices are a,b,c,.. =1, 2, 3 and the traces
are taken in the adjoint representation of the Lie algebra g
of the Yang-Mills gauge group G, e.g., su(N) for
G = SU(N).

The architecture of this paper is as follows:

In Sec. II we briefly review the quantization of (1.1); more
details can be found in [17,25]. We also review the
essentials of [1] and compare these two theories.

Section III reviews useful facts about the representation
theory of SU(3) (QCD gauge group) needed in Secs. IV
and V, while analogous knowledge for SU(2) (gravitational
gauge group) is shifted to the appendix.

In Sec. IV we compute basic building blocks necessary
in order to compute the background spectrum of (1.1) with
fixed Minkowski background metric, that is, ¢g,, = d,;, On
a lattice of size ¢, i.e., we treat the Kogut and Susskind
situation.

In Sec. V we do the same, but with g,, being a quantum
operator on the LQG Hilbert space. The calculational steps
performed here are the preparation for computing the
fundamental spectrum of H on the tensor product Hilbert
space corresponding to both geometry and matter degrees
of freedom.

In Sec. VI we summarize our findings and elucidate the
necessary steps for our future research.

II. REVIEW OF EINSTEIN-YANG-MILLS THEORY

In this chapter we recap elements of the classical and
quantum Einstein-Yang-Mills theories. In the first section
we review the classical canonical formulation and in the
second we formulate the quantum theory using the tech-
niques of LQG. We also review the derivation of the Kogut-
Susskind lattice Hamiltonian on Minkowski space. Notice
that our quantization makes use of the presence of addi-
tional scalar matter fields that do not explicitly appear in the
Hamiltonian since they serve to fix the general coordinate
freedom and therefore are “Higgsed away.” See [20] for all
the details.

*That is, the coordinate freedom is fixed but not the Yang-
Mills-like gauge freedom.
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A. Classical Einstein-Yang-Mills theory

The Yang-Mills action for a unitary gauge group G in
general relativity is

1
Sin == 12 / d*x/[del(g) ¢ ¢ Fl, Fl,,

M

(2.1)

where F' is the curvature of the G connection, A and Q are
the coupling constant, and ¢** is the metric on the manifold
M. The aim of this paper is to cast this action into canonical
form. This is done using the Arnowitt-Deser-Misner
formalism, the details of which can be found in [32].
The idea is to assume that M may be splitted as
M = R x §. This foliation into spacelike hypersurfaces
allows the replacement of the ten components of the
spacetime metric by the six components of the induced
Riemann metric g,;, of S and the three components of the
shift vector N, and the lapse function N. Also, the cotriad
field e/, is transformed to the densitized triad

1 .
E¢ = zeab%,jke{)e’g = y/det(q)e?, (2.2)
which serves as the canonical pair on the gravitational
phase space together with the extrinsic curvature,
K, = sgn(det(el))Kiel . (2.3)
Equations (2.2) and (2.3), together with the connection
Al =T! 4 Ki, form the Asthekar-Barbero variables
[33-36], where I', is the spin connection of ei,.

In conjunction with the canonical pair from Yang-Mills
theory (A%, é E?), where the first is the above-mentioned G
connection and the second the associated electric field, one
is set up to start working on SU(2) x G. Because of the
gauge fixing dynamically induced by additional matter
fields, lapse and shift get frozen to N = 1, N* = 0, respec-
tively. After performing the Legendre transformation, one
finds [14]

1 .
v =g [[ar [ ex( A - (~alDay + NE B}
R S

%b<ww+mw0) (2.4)

* 2/det(q)

where B¢ = ¢®“F! and D, acts like the Levi-Civita
connection on tensor indices. The contributions to the
spatial diffeomorphism constraint and the Hamiltonian can
be directly read off: the Hamiltonian is

9ab a b apb
H =———(EYE7 + BYB7). 2.5
YM 2Q2 /—1611( ) (—I—I —I—I) ( )
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B. Quantum Einstein-Yang-Mills theory

In this paper we construct a Hamiltonian for a quantum
Einstein-Yang-Mills theory. As already stated, the methods
of quantization (2.5) are those of loop quantum gravity.
We present the construction separately for the Einstein
term and the Yang-Mills term. Finally, we show how the
classical Kogut-Susskind Hamiltonian emerges from the
theory in the limit of a flat spacetime.

Let us stress again that we are working in the framework
of deparametrized models: a suitable gauge fixing leads
to a reduced phase spacetime that (when quantized via the
methods of LQG) provides a model where all the con-
straints are solved; all operators are spacetime diffeomor-
phism invariant and physical states, respectively. In this
formulation there is no Hamiltonian constraint, but a
Hamiltonian operator [20,25,29,37].

Also, the idea of algebraic quantum gravity (AQG) is
used, where we work solely on abstract graphs, which do
not care about their embedding. Instead only the nodes and
their connection among themselves are of interest. In our
case the graphs are of cubic topology (i.e., a general vertex
has six edges adjacent to it), which is very like the situation
in lattice gauge theory. In this manner we follow the
proposal of [28], meaning that physics now happens on
such a given graph leaving it invariant, a feature in which
AQG differs from the first route of LQG, where there is no
Hamiltonian but an infinite number of constraints that must
commute with each other on the kernel of the diffeo-
morphism constraint. The only known way to achieve this
without anomalies in this sense is to let the Hamiltonian
constraint act by adding new edges. By contrast, with only
one Hamiltonian, there is no anomaly to worry about
anymore and the quantization of the Hamiltonian can be
done in the way that is customary in lattice gauge theory.
With every edge e one associates an element A(e) of SU(2)
for the gravitational sector and an element A(e) of the
Yang-Mills gauge group G, as well as elements E(e), E(e),
respectively, for the corresponding Lie algebra. Hence in
both cases there are the following algebraic relations, with
Q being the coupling constant and f;; the structure
constant of SU(2) or G respectively:

[A(e),A(e")] =0, (2.6)
[Ej(e), A(e)] = ihQ?6, s7;/2A(e), (2.7)
[Ej(e), Ex(¢')] = ihQ*6, o f juEi(€'). (2.8)

A nice representation of this algebra is the infinite tensor
product Hilbert space H = ®H,, where on every
e

edge H,=L*(G,duy(G)) ® L*(SU(2),duy (SU(2)) [25].
Here A(e) is a unitary matrix valued operator and E(e) an
essential self-adjoint derivation operator. So, e.g., the action
of E(e) on a function f, on e is
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E/(0)fu(h) = ihQ* (£ (™) . (29)

where 7; are the generators of the corresponding Lie
algebra. This choice gives a parallel to the concept of
LQG. And although there is no strict derivation of an
algebraic Hamiltonian, it appears sensible to take the
quantum version of the operators derived in the LQG
framework and use them in AQG. The derivation of those in
LQG was first performed in [18,19] for the gravitational
sector and in [17] for the Yang-Mills sector).

Considering all this, the gravitational Hamiltonian is
set to

Hgingien(v) = 882 (0) =201 + )T (0)  (2.10)
with
S‘(r)(v):i Z e(er. e, €3) Z
- Ve NexNey=v |L(1), 1 €2| BEL(v,e;,e5)
x w((A(B) — A(B)™")A(es)[A(es)™". V7)),
(2.11)
T = 3 elerenen(Ae)Ale) K]

x A(e2) A(ex) ™ KIAe3) [A(es) ™ VT ),
(2.12)

where K = [SQ V] and S§;> = va?f;”, N, is the num-
ber of unordered triples of mutually distinct edges
incident at v, and L(v,e,e’) is the set of minimal

|

(o) =5 3 w(Alen [Ate) " V(e [Ale) V) ) Esfen)sten)
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loops. These are all loops, which start at » along e and
end at v along (¢/)~! and are minimal in the sense that
there are no other loops with the same restrictions and
fewer edges traversed. In our case, where one is
restricted to the once and for all fixed cubic graph,
the elementary loops are the plaquettes, consisting of
four edges. V is the algebraic quantum volume operator,

N—oo

N
. 1 . )
V= 1im \/’ye(a,b,c)Ei(S?)Ej(Sf’)Ek(Sf)gzjk ’
I=1 .
(2.13)

where the skew function ¢ is chosen such that it
matches that of the embedding dependent Ashtekar-
Lewandowski-volume operator of LQG [38] when the
algebraic graph is embedded in a generic way (see [28]
for further details). One can show that its spectrum has
to be discrete and further analysis has been performed in
greater detail in [39]. Consequently, the action of the
Hamiltonian on an algebraic graph or others is quite
involved and the solution of eigenstates cannot be
computed analytically; however, it is numerically [40]
and semiclassically [30] under good control. Some
calculations have been done for the LQG Hamiltonian
constraint, which maybe could transfer directly to the
algebraic version. For further reading see, e.g., [41,42].
For the Yang-Mills Hamiltonian one sets

eler, ey, e3) eley, es, eq)

M- ¥ >

ejNeyNey=v egNesNeg=v

xir(&A(en) [Alen) V] Jir(BA(en) [Ale) ™ V] @A) r@A®R)).

where P, is the number of all pairs of edges incident at
v, T, is the number of all nontrivial triples of edges
incident at », and the e-term is that of the volume
operator. Note that as in the Kogut-Susskind case, while
the Hamiltonian expressed in terms of lattice variables
has the correct continuum limit when the lattice embed-
ding becomes sufficiently fine, it is but one of infinitely
many possible discretizations that have this property.

|L(v, €2, e3)[ |L(v, e5, ¢6)]

N 1 . N
Hyp(v) :2—QZ(HE(U)+HB(U)) (2.14)
with
(2.15)
BEL(v,e,,e3) B'EL(v,e5.¢4
(2.16)

I
For instance one could consider discretizations that also
have next to next neighbor interaction terms.

For the moment one should also notice that the
gravitational Gauss constraint and the Yang-Mills Gauss
constraint have their algebraic quantum versions as well.
Going over to the invariant subspace where these Gauss
constraints are solved leads (as in LQG) to the fact that
one needs to introduce intertwiners z of both gauge
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groups respectively on every vertex. The obtained sub-

space ‘Hy, is commonly referred to in the literature as
the space of spin-network functions

T]/,je,lt,, [A’ A} = ®EU ® Ty ®hje (e) ® ﬁ!e(e),

vCy eCy

(2.17)

where h'e(e) = h/<(e)(A,) corresponds to the irreducible
representation of label j, of the holonomy of SU(2) and
hle(e) respectively of the Yang-Mills gauge group G.
For more information on these see Sec. III.

To compute the spectrum of the Hamiltonian one has
to compute its matrix elements and their calculation is
done in Sec. V. In the following the gauge group for the
gravitational networks is of course SU(2) and for the
Yang-Mills gauge group we pick the case of QCD, i.e.,
SU(3). This section finishes with a last remark on the
Kogut-Susskind Hamiltonian. While there are a lot of
ways to derive it from the Wilson action (see, e.g.,
[1,9]), having this Yang-Mills Hamiltonian of quantum
gravity at hand gives an easy derivation of the Kogut-
Susskind Hamiltonian, which should be seen as the
classical limit of the theory. Hence we replace the
general metric with the flat Euclidean one and only
quantize the Yang-Mills field. After embedding the
graph in Minkowski space with a sufficiently small
lattice length €, one arrives, still with only nearest
neighbor interactions (as in the case of the Wilson
action), indeed at a version of the Kogut-Susskind
Hamiltonian,

Ays = 2Q12€ (ZEJ(e)EJ(e)

ecy

+Ztr(szx(ﬁ))tr(;,./&(ﬂ/))) (2.18)

pper

This is not the form generally found in the literature
(e.g., [1]), because for the derivation of the LQG
version of (2.14) a different approximation scheme
for the curvature of the G connection F,, is used.
The approximation used in [18,19] is Im(A(p))=~
e?F!,7; + O(e*), while the other one—which is in case
of a flat background metric equivalent—is
Re(A(B))~d,+€e*F F®* +O(e°). Kogut and Susskind
used the latter one; however, in the case of a nontrivial
background it is not applicable. In any case this second
approximation leads to the addition of a constant, the
dimension of the group matrices d,, which is treated in
LQCD as a simple energy shift. Going along this road
one obtains
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Hesi= 5. (BB €+ Xu(Aep)

ecy pey

+tr(A(p)1) - 2dn>. (2.19)

III. REPRESENTATION THEORY AND
GRAPHICAL CALCULUS OF SU(3)

Loop quantum gravity and lattice gauge theory both very
heavily depend on the representation theory of the corre-
sponding gauge group. [SU(2) for the gravitational sector
and for the purpose of this article we restrict ourselves to
the SU(3) for the Yang-Mills field.] Brink and Satchler
have introduced a formalism called graphical calculus [43]
for SU(2), which simplifies the manipulations one wants to
perform on the coupled representations of the spin network
by suppressing many of indices from the irreducible
representations and makes the coupling of different links
more obvious. There has also been a proposal for a
graphical calculus in [44] for any Lie group but this works
only in its defining representation, while for our purpose
we want to combine different irreducible representations.
The methods we use throughout this paper regarding the
computations of the gravitational degrees of freedom have
been introduced in [41]. This framework has accomplished
the evaluation of the matrix elements of the Euclidian part
of the Hamiltonian constraint from [18,19] and the matrix
elements of its Lorentzian part in [42]. The matrix elements
for the Euclidian and Lorentzian part have been found
analytically modulo the matrix elements of the volume
operator, which must be determined nonanalytically. To
make this paper self-contained we provide a list of the most
important identities of this SU(2)-related calculus in the
appendix. In this chapter we aim at the construction of a
similar calculus for the gauge group of SU(3). For this
purpose we revisit the representation theory of SU(3) in the
following section. The familiar reader may jump forward to
Sec. I B.

A. Representation theory of SU(3)

In this section, we recall some general properties of the
finite dimensional representations of the unitary, compact,
and semisimple Lie group SU(3) and construct its Clebsch-
Gordan coefficients. We start by choosing a suitable
basis for the Lie algebra su(3) as in [45]. This Lie algebra
has a real form and we may pick a basis {A;;} (where i,
k=1, 2, 3), with the following commutation relations:

[AiVbAle] = 5k,in,z - 6i,lAj,k. (3-1)
These are subject to the restriction Aj; + Ay + A3z =0
and A}, = A;;, where the adjoint is taken in the respective
representation. We now consider representations of these
commutation and * relations considered as an abstract Lie

024042-5
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algebra. Out of this set one can construct two (so-called)
weight operators,

Hl :All _A22’ (32)

Hy = Ay — As;. (33)
Now given a finite dimensional representation (D, V) over
the vector space V of su(3) or equivalently SU(3) [since
any representation of SU(3) corresponds to a unique one
of su(3) and vice versa, due to SU(3) being simply
connected], one can simultaneously diagonalize D(H)
and D(H,) as [H,, H,] = 0. A pair j = (a,b) € Ciscalled
a weight for D if there exists a v # 0 in V such that

D(H)v = av, (3.4)

D(H,)v = bv. (3.5)
Additionally j is called the highest weight, if for all weights
j of D and u,v > 0 holds

J=J = pay + vy, (3.6)
where the @ are roots [a nonzero pair (@, |, a;,) € C?, such
that [H;, Z;] = a; ;Z; with a nonzero Z; € SU(3)]. In the
following the irreducible representation of the highest
weight j is denoted by DU,

According to the theorem of the highest weight [46]
the following is true for an irreducible representation D
of SU(3).

(1) D is the direct sum of weight spaces.

(2) D has a unique highest weight j=(a,b) with

a,b e Nt.

(3) D and D’ are equivalent <j = j'.

From this we may can also deduce the following: The
dimension of the irreducible representation with highest
weight j = (a, b) is

di==-(a+D)(b+1)(a+b+2). (37

| =

A proof for this formula can be found, e.g., in [47].

We work with finite dimensional representations of SU(3),
which is thus completely reducible [48]. Consequently, the
tensor product of these representations can be rewritten as the
sum of irreducible representations,

DU @ DU2) = ZM.jD(f). (3.8)
J

Let the vector spaces on which these act be called V; and

choose orthonormal bases in these spaces. Then a basis for
Vj 1 ® ij is

PHYSICAL REVIEW D 94, 024042 (2016)
{ell @ el
and equivalently for V; { e{,’f}, where j labels the weight and

s =1,...,u; is used to distinguish the multiplicities. These
bases can be connected by a unitary matrix,

s _ R AR j
en = E (em,, e len Yen ® en,,

my,my

(3.9)

where the entries of the matrix are called the Clebsch-Gordan
coefficients of the tensor product. As they are elements of a
unitary matrix, the following orthogonality relations hold:

Z <e{7f |e{’i] ’ e{'%2><€{'%1 ’ e{ﬂzz |e{y/,}5,> = 5],]’5s,s’5m,m’v
my,m,

(3.10)

> (eh ehlel ) el el ) =

Jj.s.m

(3.11)

5ml ' 5m2.m’2 .

To construct these Clebsch-Gordan coefficients explicitly, we
follow the formalism developed by Pluhar et al. in [49,50]. It
is useful to introduce additional linear combinations of the
A; j. In addition to H, and H, one introduces the following
operators: The two Casimir operators

3
F2 = EZAZ}AJ“
ik

F3 - 9ZAi,jAj,k’
ij.k

(3.12)
(3.13)

which, in the D) representation, have the eigenvalues

fa=(a+b+3)(a+b)—ab, (3.14)

fi=(a—b)2a+b+3)a+2b+3).  (3.15)

Also, let us look at two subalgebras, one isomorphic to su(2),

1
I,==(A) —Ayp), I, =Ap

d I_=A,.
) an 21

(3.16)
There exist two eigenvalues for the group SU(2), which we
call isospin i (from the total angular momentum operator /%)
and isospin projection i, (from the operator /). Also, thereis a
different subalgebra isomorphic to su(2),

A, = Ay —Asz Ay =V2(Ap - Ay) and

A= V2(Ay + A3), (3.17)
the eigenvalues of which are labeled Ay, 4 ;.

Both subalgebras contain a linear combination of the
weight operators. Thus, their quantum numbers i, 4, can at
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most be iy = %a and Ay = a + b, respectively [49]. The
eighth independent operator is

1
Y =~ (A) + Ay —2453),

: (3.18)

called the hypercharge operator, whose eigenvalues y can
be maximally y, = %(a + 2b). This operator comes from
particle physics where it unifies isospin and flavor into a
single charge. Y is just a linear combination of the 7, and A,
and thus the group, spanned from the latter operators, is, in
principle, redundant. Hypercharge and isospin projection
are weight components for SU(3).

Now one has to find how many quantum numbers are
needed in general to describe a state in the vector space V
of an irreducible highest-weight representation D). With
su(n) being a complex, semisimple Lie algebra one can do
a splitting in the Cartan subalgebra ), which is the maximal
sub-Lie algebra of all Abelian subalgebras, consisting of
semisimple elements. Thus,

su(n) =5 ®g. g, (3.19)
where g, are the subalgebras corresponding to positive/
negative roots with respect to a choice of simple positive
roots. While § has dimension n — 1, g, have dimension
@. Every irreducible highest-weight representation is
cyclic, i.e., there exists a nontrivial vector v € V, which
is a weight vector for j, with D(g,)v =0 and the
smallest subspace containing v is all of V. The cyclic
highest-weight representation depends on » quantum num-
bers, where r is the rank of the Lie algebra. These quantum
numbers correspond to the highest-weight vector eigen-
values of the Cartan subalgebra generators and the occu-
pation numbers of the generators of g_, which are thus
@ many.

So now for n =3 one may see that an additional
quantum number next to the two weights i, and y from
the Cartan generators /, and Y is needed. As the Casimir of
the su(2)-subgroup /> commutates with both, it is con-
venient to use it.

Moreover, for a general rank r semisimple Lie algebra
the highest-weight labels (here a, b) are in one-to-one
correspondence with the eigenvalues of the r algebraically
independent Casimirs of rank 2,..,r+ 1 (here F,, F3);
hence F», F3,1.,Y, I? provides a maximally commuting set
of self-adjoint operators characterizing the irreducible
representation completely.

Now one labels the basis states of D'/) with hypercharge
Y, isospin i, and isospin projection i, as |(a, b), (y,i,i.)) =
|j, m). To reduce the product DU1) ® DU2) one has to deal
with the multiplicity factors. These contribute nontrivially
here [in contrast to SU(2)], as can be seen very easily
by looking at the corresponding sets of commutating
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operators. While there should be ten commutating oper-
ators in the representation of DUl ® DU2)| namely,
(Fy, F3,1,,Y, 1)V (Fy, F3, 1., Y, I*)?), after looking at
the decomposition into irreducible representations there
seem to be only nine commutating ones: (FZ,F3,IZ, Y,
I’ F gl), F gl), F 22), F gz))' This strange occurrence is solved
by introducing an additional operator S, which is a Casimir
operator for the Lie algebra generated by DUl(X) ®
Lo + 1pon ® D(jz)(X),X € su(3), and the s-classified
reduced states, which are solutions to the eigenvalue
problem

SHANAAWIG1s72)s domys) = s|(1s J2)s 0> m, s),
(3.20)

where we define

S({A}.{A},) = 27Z(Ai,j;1Aj.k;2Ak,i;2 —AjjoAjraArin)
i.jk
—2F;3, +2F5,. (3.21)
This operator is seen to fulfil some symmetry relations
when acting on Dj] ® Dj2 ® Djw

S{A} {A}) = =S({A},, {A})
= =S({A}, {A})

=-S({A}.{A},). (3.22)
where DU3) stands for the coupled representation and
the Aij := —A;; define the generators of the conjugate
(i.e., contragredient) representation. Finally, these states
have a phase ambiguity that can be resolved by setting

(J1s J2ho2s A0.z2li1s Jas J3s8) > 0. (3.23)
It should be noted, however, that the s are in general
neither integral nor rational. Pluhat er al. [49] have
proposed a computational algorithm, where for a given
set of highest weights the matrix S({A},,{A},) is finite
dimensional. With the last two equations it can be
shown that the Clebsch-Gordan coefficients (j;, m, j,,
my|(j1, j2), j3» M3, s), which couple the two representa-
tions j;, j, to the resulting third j;, while m; + m, = mj,
fulfil the following symmetry relations [49]:

(1> m1, jas ma| (i, J2)» J3» 113, 8)
= (ja. ma. j1.my|(j1. J2)s 3. 1013, 5) (=) H2 40

= ((J1.m1, 3. m3|(j1s o) oo 1112, 5) (=) [d, /d,

= (J1. 1y, jo. o |(j1s Jo)s Ja. m3, 5) (=)t (3.24)
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with d; = dim((a, b)) being the dimension of the space on
which the irreducible representation corresponding to
highest weight (a, b) lives. Also, the following abbrevia-
tions have been introduced:

j = (b,a), m= (—y, I _iz) and 5 = —s

(=) = (=1)**" and (3.25)

B. Graphical calculus of SU(3)

We now develop a method to simplify computations
involving the gauge group SU(3). To the best of our
knowledge, the graphical calculus developed here for
SU(3), while building on the one developed for SU(2),
is novel. We start by defining the so-called s-classified 3 j-
Wigner symbol, an object that represents the symmetry
relations of the Clebsch-Gordan coefficients in an easy way
(501,

<jl Jo 3 S)
myp o mp  msz

= (j1.my. jo.ma|(j1. j2). J3. 103, )

_\Jatins

(3.26)

J3

J1 J2
my Mo Mg

Jima

Jams

PHYSICAL REVIEW D 94, 024042 (2016)

The symmetry relations from the last section (3.24) become

(jl Jo 3 S)
my; nmp  ms
(2 s
my m; Ny
o3 )2
myp  msz Ny

s ) (=)irtiatin
_ <11 2 J3 5)(_)/1+jz+js_

my  my

§ > (_)Jl+j2+j3

(3.27)

From this, it is apparent that the s-classified 3 j symbols are
invariant under even permutations and pick up a sign of
(=)/1t2+)5 for odd permutations. The usefulness of this
symbol lies in the fact that any coupling of N representa-
tions can be expressed via 3j symbols. The aim now is to
construct a graphical representation that allows one to
represent multiple 3 symbols and their distinct coupling
(e.g., the s-classified 6 symbols). We choose our notation
such that it closely resembles the established calculus of
[43]. The graphical representation of the s-classified
Wigner 3 symbol is a node, where the three representa-
tions are joined in, which are represented as lines,

Jama
(3.28)
Jams

Jama Jima

Here the + sign means that the elements of the 3; are ordered in an anticlockwise orientation. Equivalently a — sign
indicates a clockwise orientation, e.g., a symmetry relation for the 3; is

Jams Jams
+s _ (_)j1+j2+j3 -5 (3.29)
Jima Jamme Jima Jama
Additionally, arrows are introduced on the lines to indicate the “metric tensor.” A line with no arrows means
Jima J2m2 = 05, s Omy ms
while a line with an arrow denotes the 1; symbol,
=4, 5 Jt = 85, Oy (=)™ (3.30)

Jimu Joma

mi, ma
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In the following we suppress the magnetic quantum numbers in the pictures. Having multiple arrows on one line, one can
realize that (as well as for other orientations of the two arrows)

o = —Jr (3.31)

Given all of this we may calculate further: A contraction of 1j and 3j is

J3
J L ,
JuvoJz2 g S J3
IS — -
- Z 5]'373'
m miy Mo MM ms, m
J J2
o (332)
JiJz2 ] S Ja+ms
= Z 5m:m35j375 (_)
m mi Mo M
v J2 Js S ja+ms
- - (_) 5j3,3
my Mg M3
Similarly we can write
-y i J2 Js S J1 J2 J3
/ / / !/ /! !/
mlmbmy \ T Mg 113 ey, 1y ma, 1My ms, 13
JioJ2 J3 s 5 5 5 2 gitms
- / / / my,m1Omy, ma Yms ms (_ ‘
mf,mb,m} my My Mg (333)
= JuoJ2 gz 8 (_)j1+j2+j3 (_)m1+m2+m3
my Mg M3
J3
N S N - R - TR is
my Mo Mg
J J2
where we have used that (—)"1 ™27 = (. In the following one uses the abbreviation,
. L —————
J1 = Jim Jimq (3.34)

—_——

and thus only writes one index to each line from now on. For lines without arrow it indicates the highest weights of its
irreducible representation, and if the line has an arrow it indicates the highest weight of the representation where the arrow
points towards. Also, the arrows can be changed by dualizing the j,

J1 = J1 (3.35)
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In order to represent more complex structures, lines can be joined as long as they carry the same highest weight. Note that
the lines also carry a distinct group element. Joining them means that the magnetic quantum numbers are set equal and
summed over. In the following these numbers are omitted in the graphs as already stated. With this definition one is, for
example, able to represent the s-classified 6 symbol, an object defined in the following way (similar to [50]):

Ji J2 J3 . . ) ) = . =
. 2itmi (g o jy s Ju Js  Jo  S2
Ja Js Je = Z (—) ! _ _

{m} mip My Mgy mip Mms Mg
S1 S2 83 54

(3.36)
Ja J2 Js 53 JaJs I3 Sa ) gt
T_TL4 mg me my 77_7,5 ?7_13
So+
This object has a lot of symmetries at hand, so, e.g., it holds
J1 J2 J3 jz jl 33 jl j3 jz J4 js j3 jl jz j3
Ja Js Js =9Js Ji Js =9Js Je Js =9qJ1 J2 Js =9Js Js Js
S \o) S3 Sq S §3 ) S4 S1 ) Sq S3 S4 S3 o) S 51 3'2 3'3 3'4
(3.37)

Also, for such a closed diagram (meaning that no open links remain) the object infers the invariance of the change of
+ <> —, since every link obviously meets exactly two nodes, and (—)% = 1, because, recalling the theorem of the highest
weight, j = (a,b) with a,b € N.

Important relations in the theory of group representations are the two orthogonality relations (3.10) and (3.11) Their form
follows from the very definition of the 3 symbols and the fact that they are real,

) Jvodrods S\(hoh B SN Lo o
mp mp My my my mj g 0735 OmsmOs.s

my,ny J3

JvoJa B3 S\ L J2 J3 s\ 1 5 s
E , , _d_‘ my.my Omy,ml -
jamz.s N Mo 1y my m  nj Js

Graphically, these orthogonality relations can be encoded as
J1

(3.38)

J3 J3 T d
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J1

Zdja

$,J3

_ (3.39)

J2 J2 J2
It should be noted at this point that the sum over s goes over all the solutions from (3.20) and is highly dependent on the
coupled weights j;, j,, and j;. While j5 itself has to be chosen such that the three representations together form a triad [as
for SU(2)] [48.51,52], i.e., if j; is inside the set IT;, + j,, with IT; denoting the set of all weights of the corresponding
representation with highest weight j;.

One can immediately see that the expression of the second orthogonality with arrows on the links is stated as

Ji Ji

> d;

j3s

n—

Jo————

J2 J2

It is now obvious that transforming the algebraic expression of a graph alters its distinct representation, such that there also
must exist some rules for transforming the graphs directly. We have already seen that, e.g., the arrows can be changed in
their direction, by going from weight j = (a, b) to j = (b, a). Also, a line with two arrows is equivalent to a line with no
arrows. Furthermore, at a node one can add and remove arrows of the same direction on each line at the same time, while
only changing the node internal index s — 5.

Since one has for any general Lie group [48] that
35| 01 d2 \ i) (2) _ 3.5 | 01 2\ yUs)
Z <eiﬂ33 |eV]'Ill e’]V%z>Dm’:ml (g)sz,m (g) - z<€i’2 |e;';1 e;'%2>Dm§m3 (9)9

!
’ ! ! 3
11 my

m

this translates as a transformation rule for our graphical calculus,

A J3 J3
J1 { - N (3.40)
v J2 J2

We now look at further rules, which change the lines and their coupling itself. For this purpose we define objects
equivalent to the SU(2) jm coefficients from [53], which are blocks of connected nodes with an arrow on each line, whose
explicit internal structure is of no importance. They have n external lines with label j;...j,. Their graphical representation is

1
. . +
Jol A : (3.41)
my mp 1 ‘i

Using the orthogonality relations from above, a lot of manipulation on these external lines can be done. First, one has to
notice that a block with only one external line, i.e., F; (;1), is equivalent to a scalar times a Clebsch-Gordan coefficient

with two labels equal to 0 and hence O itself, if not j = m =0,
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F J = 000, = J onst
F 00m const.
1 i\ o )0i0%mo 0 0

PHYSICAL REVIEW D 94, 024042 (2016)

(3.42)

This and the second orthogonality relation (3.39) on an F, coefficient leads to

J1

J2

J1
=4 (3.43)

J1,J2

) (

J2

since the one connection link vanishes and the node reduces to a 1; symbol and thus the sum over s reduces to a 5, 5, (j,)-

With a similar calculation and using (3.43) we arrive at

1T—3

(3.44)

With this at hand, all the tools of a graphical calculus necessary to simplify calculations involving the gauge group SU(3)
are provided. Before we dive into the computations of the matrix elements of the quantum Yang-Mills Hamiltonian, we
provide a final example. The following structure is encountered numerous times in the remainder of this article:

jl jQ j3
= ji Js J
’ S SS9 83

IV. EINSTEIN-YANG-MILLS THEORY IN THE
KOGUT-SUSSKIND CASE

In this section we present the results, when applying the
developed methods in the case of the background spectrum
of the Kogut-Susskind Hamiltonian in flat space. In this
work we do not focus on any analytical solvable problem,
e.g., the one-plaquette graph, whose eigenstates are given in
terms of Mathieu functions [54] in the case of U(1) or
SU(2) gauge theory [55-57]. Instead we concentrate on the
physically interesting case of multiple-plaquette problems,

Syt J3
S
Sot 1 J2
2 (3.45)
J3
S
Sy
J1 J2

which so far could be tackled using numerical investigations.
A lot of work has been done on this; see, e.g., [58—63] and
many more. The most promising approach up to today is still
to calculate the matrix elements and continue afterwards
with numerical simulations. For this reason this section
presents the exact calculation of said matrix elements for

further—yet to be done—computations.

The calculation is done in the notation of spin networks,
since this basis has certain advantages, e.g., the first term,
consisting of the Casimir operators, diagonalizes here and
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gives the corresponding quadric Casimir C,(j)* of the
group [59]. Furthermore (hence in the Kogut-Susskind
formalism one deals exclusively with it), a three-
dimensional spatial cubic lattice is considered. Thus, at
each vertex six links meet and the first question to answer is
how to choose the intertwiner at this node, which couples
all six j’s to a resulting seventh that vanishes. There are

v ({mdis {ahes {she)) =

PHYSICAL REVIEW D 94, 024042 (2016)

multiple ways to do this and choosing a specific one
corresponds to the choice of a basis. Here we take the pairs
of parallel edges (say, e.g., in the e,-direction) and couple
these to a resulting third (e.g., 7). At the end we couple all
three new representations 7z, 7,, 73 to a vanishing fourth.
This is independent of the gauge group and afterwards one
single node looks as follows:

= ‘V (771,127 Mok T3 k> J1,k> J2,ks I3,k 1 k—eyr J1,k—ea0 J1,k—e35 S0,k S1.k52,k> 33.15)>

For SU(2) of course all the s vanishes and thus is omitted. Our
notation is chosen such that every edge is associated with its
direction ¢; and one point on the lattice k. In total we write for
the corresponding group element 12\,»7,;. The group elements
themselves however are not written explicitly. If one recalls
formula (3.40) one sees that when multiplying two represen-
tations of the same group element (as is done when acting with
the plaquette part of the Kogut-Susskind Hamiltonian) one can
shift it to the coupled representation. In this manner, one sees
easily that one always ends up with the same lattice one started
with (regarding the group elements), only its distinct irreduc-
ible representation will have changed. Since this concept
translates to all the following calculations, all the correspond-
ing group elements are obviously omitted in the graphs.

Also, the lines, which are dashed in the picture, are those
that are infinitesimally small (like those of z;;), due to
existing only at the vertex itself (and of course not carrying
a group element).

To fix the orientation, we choose Vie {l,2,3},
v kez,

(4.1)

Let U be an arbitrary state of the lattice. As was already stated
the electric term is diagonal, so we see immediately that

20%H k1| V) = ZQ(L’JE)Z + Ztr(fl(ﬁ))
ik B

+uw(A(B) ), (4.3)
meaning we can restrict ourselves to the evaluation of the trace
over all plaquettes. Furthermore, using that A+AT =
2Re(A) we focus only on the tr(A(f). Given the set
{k,m,n} as an even permutation of {1,2,3}, one can look
without loss of generality at the plaquette in the (m,n)-
direction containing amongst others the vertex k. In this
notation the second term of the Hamiltonian is written as

] 3 A A A — A —
@ Z ; tr(Am‘]_(Ail']—(+él)tAm?l_H»e_,,An.l]_{) : (44)
k =

We first present the application of the graphical calcu-
lus to evaluate the matrix elements of (4.4) in the case
of the gauge group SU(2) and later on state the
corresponding results in the case of the SU(3) gauge
group. We note in passing that the Kogut-Susskind
computation of the magnetic term performed here is the
same [for SU(2)] as the Euclidian piece of the

024042-13



PHYSICAL REVIEW D 94, 024042 (2016)

KLAUS LIEGENER and THOMAS THIEMANN
gravitational contribution to the Hamiltonian, which also has not been done in the nongraph changing setting

before, although it was done for its semiclassically valid U(1)? approximation [29]. The action of the trace on a
general graph |y ;) is written as

Inktem—én In f+em+én
Jn k+é ,
: — ! L+ ThoktEm+én
A +. ,
I |
N kA Em wen
Jmk+Em+én

. T
s"f"lyk"'ew en

Jm.k+én
-
-
L Tmkten
s Im k+e,—em
~
K o N
. 4 ‘Q
/ o o \\ Tk k+en
Ink—én ]n,fﬁ-én
A / / / /
jn,kjm,k Trn,k’ ﬂ-m,k’ ﬂ-n,k—‘rém’ ﬂ-n,k—i-ém
/

-/ -/ / / /
]n,l?:+ém ) jm7k+én 7Tn,ic+5n ) 7Tn,fc+én ) 7Tnjc+ém+én ) Trn,fc—i—ém—i-én

! —
7rm,12+ém+én+7rn,k+ém+én) .

4 ! _ _ /
( )2(7 +J” k+]m k+én +jn k+em +ﬂ—m,f€+7r"vk+7rmvk+ém +7rn,15+ém +ﬂ—mvk+e’ﬂ+ n,k+én

Ink+em—én \ Jn, Jk+Em+én
e / |
> T k+Em+en o Tk ketem+en

T k+&m .- 7T7L¢17€+ém;(+ J'
n,k+em ]_~ o )
=T ',
/ 3 .

m _ _ .
nktémten ' R . _ i -
N T Tmktem+én Jm k+ém+én

[N %
,n,_/ —
m,k+ém~+eén | N

1 W Um Jk+én

-/
Jm k+en

.
]);' 7fjm,1§:+én

‘( - P
T k+én Im k+e,—em

Jm.k—em

Ink+e,
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Now all the 6j symbols have to be recoupled. One starts with the bottom left one in the figures [which is the easiest
one with the 6j being exactly in the form as in Eq. (Al)] and then one brings the orientation of the node back to
normal order and continues clockwise. Finally, if we define

s~I3SU ({ﬂ}k’{”}kJre,,, {”}k+en {”}k+em+e,, {iks ” mk’ ;,ljﬁgm,---QJ';,,;,J';L,;,---)

= d; d; dy dy
R jrn.l}+i?n nk+ieny : m ki +jen nk+lem+j(n
i=0, Jj=0.
_ .
( )2(] k+]nk+fmk+en+]nk+e +’fkk+7fkk+en+7hk+em+7hk+em+g,,)+1,,k+lnk e,,+” J o= Ink n.k
/ .
1 Tk Jnk
Tkk Tk Tk o mi-z, Tmk Jmk
. (_)275".,-({ k.k /n’k .k }(_)”k.k+nm_1}+”n./} . ( )ank+1mk om Tkt 2 m iz, ,m ’/n
Loz % 1 Tk Pk
J ' 3 1 Jmk % T je+e
( )2”’"k+€m+]mk+/’"k+€m+”mk+em m, s . m +eé, > m
_ . / _ ~ /
Tngte, Jmive, Tmite, Tnkte, Trk+e, Tuive,
/
a - 1 T, 7.5
/ _ / nk+e /
. (_)zﬂn.fﬁ»gm (_)”n,mm‘*‘”k.wm"‘”m,,;ﬁm . nk+te, " _)”n,;z+em+/lz eem—en T ko
. . Y
Ink+e, JInkte,-z, Jnite,
~/ .
']n,l_chém 1 -]n,kJrém

. (_)jn.ll+2,,, Fnkremten Tonivemvon T2 nkrem
_ s _ /
Tpk+e,+e, JInk+en+e, Tnk+e,+e,

/
7o 1 T Trs 1
n.k+e,+e / / _
. (_)Z”n.Hémﬁn nktente, me (_)”r;,/?+zm+é,,+ﬂm.fc+ém+zn+”kvk+ém+<?n
_ _ /
Tmktente, Tnktente, Tmlkie,te,

ﬂ/ k+e, +e 1 ﬂm k+e,,+e o ’ .

. (_)2”m.k+am+én AT Em T o (_)]m.l-c+?n+”m.l-c+?m+2’n Fmktemten
- . o

Jmk+e, Jm k+e,,+e, Imive,

/
V- /P
. . . m,k+e
. (_)]'W.I}+En+]m.k—Em+P” +”nx.1}+5n <_)2jlr1.1?+5n+2”rn.l}+2n . m,k+€,, "

. . .
Imk+z,  Jmiye, Imk-z,te,

/
oo Wi 1
n.k+e, /
. (_)2”rlfc+?,, nk+e, " ( )”kk+€n+”1n Ftep +z,. Ften
_ / _

Tmkte, Tpige, Thkte,
. .
Jn.l_c Ink 1

. (_)J'mﬁjn.m,l ke, T 200k
_ / ;-
Tnkte, Tpire, Jnkte,

we can write the complete Matrix element for the gauge group SU(2),

k m<n

. 1 1
<l//}’,ﬁ’|HYM|‘//j,ﬁ> = Z—ngjk(jk +1) + @Z Z’Bsu ({7} {”}k+em {”}k+e,, {ﬂ}k+e,,,+e,,
k

SR E) LRI A ORES (0 A (4.5)

A similar calculation with the beforehand established calculus for SU(3) gives us the new plaquette term

WIth Slnt - {s./ k’ ./ J_{’ Sjnv]_c+ém ? Sjm']_{+én ’ sﬂmvl_w sﬂn’]_{’ Sﬂn’]_{+ém+én ’ Sﬂl?z’]—{+ém+érl ’ sﬂmj€+ém ’ S”ri!’_(+én ’ s”rn]}“rém ﬂm’k+6 } Wthh
denotes the internal set of multiplicities over which we have to sum this time (in contrast note the absence of
an additional sign factor here),

024042-15



KLAUS LIEGENER and THOMAS THIEMANN

PHYSICAL REVIEW D 94, 024042 (2016)

Z’BSU ({7, st A7 sYive, A Stive, A% Stire, 0, UN 0, 00, 007, 2 38, 0080 10 S 5 o o o)
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Spive,  Sink  Snkte, Szkte, Sokte, e, Samktente, Smokte,te,  S0k+e,te,
_ ;! .
T k+e,+2, i jite, Imk+e,+e,
S Jm.l_che,, ”m,l_chE,,mLén 1
/ _ - -
snl,]_C+Ent+é,, Sﬂlﬂ’k+éﬂl+éll sjnl~k+én vak+ém+én

So the complete matrix element is the same as in (4.5) with
this sum over the new plaquette term and the new Casimir.
Note that in the action of the Kogut-Susskind Hamiltonian
the group elements of the plaquette are in the defining
representation. However, the same calculation could be
done for an arbitrary m representation. Since this is used
later, there have been no simplifications in the above
expressions, such that one can easily replace 1 — m and
denote the new plaquette term as P(...|m) to distinguish it
from the QCD case.

V. EINSTEIN-YANG-MILLS THEORY IN
QUANTUM GRAVITY

To compute the matrix elements of the full quantum
gravity Yang-Mills Hamiltonian, we adopt the same nota-
tion as in Sec. II, and denote the gravity quantum numbers
with j; and the Yang-Mills quantum numbers with j.,
whose gauge group is set to SU(3) for the remainder of
this paper. The basis functions ¥ on our cubic graph are
labeled by

W{THE{} {=}: {s})
= > w{ae () ® v({z}z {j}e)-

kez?

(5.1)

Because of the fact that the result is quite lengthy and
splits up into a lot of subcases, we split up this section.
The quantum gravity Yang-Mills Hamiltonian

N 1 N
Hyy(v) = ~— (Hg

37 Be(0) + ()

consists of two big parts, the first being the electric term
and the second being the magnetic term. For both one can
look separately at the gravitational degrees of freedom
and at the Yang-Mills degrees of freedom, i.e., the electric
fluxes and the plaquette part, respectively. Each of these
four parts is calculated in its corresponding subsec-
tion below.

024042-16



TOWARDS THE FUNDAMENTAL SPECTRUM OF THE ...

A. Gravity part of the electric term
The gravity part of the Yang-Mills Hamiltonian is

(A;[A7", V1A, A5, V).

Because of the commutators one gets four different parts.
The first one is just the definition of the elements of the
action of the volume,

(5.2)

Vie({mhe {7})

=S Villahe {23 Geh (el k).
{7}

The label & is purely of interest for the valency of the vertex
(with k € Z3 there are six edges meeting at the node).
Moreover, one realizes that the volume operator only
changes the intertwiners, not the graph itself. We have
also introduced the weighted sum: ), = > .d;

For the second one the action of the volume on a
nongauge invariant node is needed. The notation here
|

PHYSICAL REVIEW D 94, 024042 (2016)

WV +éj) means that on the edge in the j-direction a
nongauge invariant edge in the m representation is glued.
The additional representation j; that changes to j?, where
one needs to sum over, is also displayed after the first
: . . .
semicolon: \/V,;Jréj(...,]j,]j,...\m). If j=1, 2, 3 only
half of the edges are calculated. For the remaining ones,
carrying the representation (j j_,;_éj), the calculation broadly
remains exactly the same when replacing j;z 5 < Jj-
However, one wants to work on a vertex where all edges
are outgoing to maximize the degree of symmetry, which
explains the (temporary) additional sign in the second line
of the computation. Moreover, one also has to switch the
orientation of the vertex itself, since the “+” sign elsewhere
becomes “-.” To combine both cases in one in the follow-
ing, we introduce the parameter p; € {0, ¢;}, which dis-
tinguishes the cases, using j B, and j jR-2; 4D, So for one

we getasign of [p;|(7; + j;x + Jjire,) to ensure that the
sign at the vertex is always +. With all of this the action for
the second part is [Where one also uses the SU(2) version of
the orthogonality relation (3.10) in the last line after having

coupled the last holonomy to the graph]

tr (V7 A VAL, ) Iy (b (1)
- <\/‘T/Am7pm \/§> (_)2(31 Foey kg s ay) (_)Iﬁml(frm,];ﬂmﬁ,ﬁjm,mém)

= Z \/Vl_c+émf2;5m <{7T}E ) {71'}% ;jm,]_cfﬁmvjm,l_cfﬁm; .. 'jfn,]_cfpm .. ) :

Amy e dn)z

m Jk+pm

VT (i ) - ()P e

And correspondingly the third part is

( J.pj \/_A/p f)|” {mhe{ite) = Z

A,

’ \/_k+ej—2p] ({ﬂ}k’ {ﬂ}k’ ]] k-p;» -]J k—p]

3

"o (1 k)

(=PI (e Ay L)

o m) ({733 {i}e)-
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The fourth and last part of (5.2) needs some more detailed treatment, since we deal now with two holonomies that are glued

to the graph, and that may go in different directions. The term of interest is A j\/ﬁ@; lﬁmﬁﬁfnl, where j, m denote the
different directions of the glued edges. Summing over all possible combinations of choosing two (possibly the same) edges
emanating from one vertex k, we have 36 combinations, from which many due to symmetry reasons give the same result. In
total we have thus only to distinguish three case: Both holonomies may

(i) lie on the same edge (j,,.z = Jj;1),

(ii) lie on parallel edges (j,, iz, = J;)s

(iii) go in different directions.
For (1) it is obvious that the holonomies in the middle cancel, leaving us with a rather simple expression,

(A, VAT, (b Y = S0 (P S0V o (b e i i
,k,,{}z

T - Im{x} 2 A7}0)-

The second part of course incorporates now a change from one link to the other and back to close the trace of the holonomies
at the end. As one can easily see, the structures appearing again look similar to Eq. (Al) from the appendix and thus
represent 67 symbols. Note, moreover, that the open edges in the m representation in the third line denote the open ends of
the holonomy. One is attached infinitesimally close to the vertex; hence the action of the volume elements also changes the
link between these two, and the other open end (on the j; ;_ 5, edge) is attached after the group element, which we have

suppressed and trivially shifted to the sz. ip, edge.
’ 7

(Aj,p]\/g};]fl 7pm\/>Ampm> v( {W}lw{]} )y = (=) & Zjlk e Jrngl(J;;c o, iRt )

2;2
Z (_) PRE P \/_k €;42p; ({ﬂ-}kn{ﬂ-}k 7]]]@ eJer]ajjk ej+p] .]],k €j+p; | m) ’

2 2

Jjk—e;+p;’ {r}i,
.37

42 .

]j»k*lﬁ.]’ ]j»k*éjJﬁﬁj

i m
B R S B D %
',' \‘]“_1; . "' n S
272 4253 N A D S SV g NPV s U LI T SRR U . -
Jik—pj Jik—ej+Dj oy Ajﬁ' V . e I E f—p,
\Dj °i P,

. (_) J Jj—e;+p; ]]2‘,;7

- Z Vk €;+2p; ({ﬂ—}k ’ {ﬂ-}k ’]J k— 6J+pJ7']J k— efﬁ”] ’ jJ k—ej+p; - | m)
2.5 2
Jie—z;+p; Jik—ps

(i, {7,
P 3. .4 , )
\/Vﬁ—éj-&-Qﬁj ({T(}l_v ) {ﬂ-}]_c 7jj’];_éj+ﬁlj7]?7];;_éj+ﬁj7 s jj,];‘_ﬁj e ‘ m)

|ﬁ|<7r-*+ﬂ37) o s, 2% 4y | Jik—ei+p R

(_) JI\9k T Nk (_)”E*W,;(_) jik—gj I JR—€;j TP Jrk—€;+p;
.37 .47
Tik-e;+p; Jik—2;+;

.4_ 43_ .‘_ B B 45_
Jik-ej+p; Jik-ejep; Jik—ej+p; Jjk-ej+p, " 3 o
v {W}kv{j}k
Jik-p i3z T i3 Jifep, T
J:k—p;j J.k—pj jk G k—pj Jk—pj 3.k
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Note that the additional sign of ﬂ% - ﬂ% stems from the fact that one has to reorient the vertices in between to act with the
second volume operator in the way it was defined on a node with the given orientation. For (iii) again things get more
complicated. We have to switch from one edge to another edge, which does not lie in the same direction. Explicitly, we are
interested in the action of the holonomy A;;—,j;\m, 5, on a vertex, which we find useful to write in the following form, where &
gives us the sign of the permutation of m, j, ¢:

3
. 2_ jz‘,l%—éi 1Dj {7 2 +d; 5T, hee, oD (g i o
’y({ﬂ-}l;7{j}]})> = (_) i=1 (—) ! ( Dk T3k Tk 7) (—)(1 P D( m,k+]m,k+3m,k75m)

jm,fc — DPm

(_)U(m,j,q) (7Tj71;+7"m,7c+7rq«,7€)

Jm k—em+pm

Once our Hamiltonian acts on the state, we see that traversing the node results in a couple of 6 symbols (four when going
from j,, z_5 to kB, and three when going back). Remember that in between we have to bring the signs back into an

orientation such that V can act and after its action we have to restore the given orientation, such that one can close the
holonomies. In total one ends up with a fairly complicated expression,

3
b (Aj,pj \/5) 2 (=)o (_)21_:2131;;;7@1+\Pm\(Jm,z;+.7m,gfem+ﬂm,1;) (_)o(m,j,q) (wiﬁwfn)ﬁw;k)

2 3
Ik I f—pm

{7}

531 (3,4 e, +70) 7 2 3 2
() ! Vit em—20m ({W}fg AT e Tonop Tnipn | m)
jm,kfﬁm .
m»—t m
4 o m
*jfn‘%,p” f—}

: +

1 m m A
- 253 42m? _4omd 49252 3 3
E: (_) mok—pm ' mk Gk k=D o m, T\

*~r—\;vw,

o LTt o
4 2 Jm k—em+pm jik—
]WL,k—ﬁm ? jjvk_f)j

B - 2
{77}% 77Tfn,;;> 77;;; Tek

3
~ 23 i e, o(m,j ( 2 2 2 3 3 4 4 4
~ 2. )ik~ L e i e s L s L
= tr (Aj,ﬁj> Z (_) i=1 <_) s m, q s m, s m, q,
2.4 2
]m»%*ﬁm ’ jj,]}—ﬁj
2 3 3
{r}e o> T4k

4 -5
{T(}k 7jm,];;—ﬁm

= S5 - _ 3 -4 L 5 4
() || (jmak-'—‘]m«,k*ém o AT ko ko T2 mf—em+pm T k-, +”m,7c>

S TR .3 2 o 4 . o 2 o
(_)‘pjl(]j,k"".]j,k—éj+Trj,lc+7rjj€+2jjj€_ﬁj+2-7j,k—§j+ﬁj+7Tj’];> (_)m+']m,k*ﬁm+Jm1k*ém+ﬁm+Jj,I;—ﬁj+]_7‘vk*éj+ﬁj
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L T S e o 2 . .3 .9
(_) mk gk mok Gk gk a/ V15+ém—213m ({7{}1*C , {7-(}]2 3 Jimk—pm Imo—pom s S ‘ m)
Ver 3 3 2 4.4 .
V item—2pm (ﬂ-m,kﬂ Tk Tak {m}is Imk—pmJ ‘ m)
3 2 2 2 2 _
ik iy m Tok Tk Tk Jmk—pm
- 2 N 3 3 4
Jjk=p;  Jj i pj Jjk+e;—p; moTor Tk m.k—pm
Jmk = Pm
+Lm
o 2 3
jmyk*ém‘”ﬁm 7Tm,k: jm,k—ﬁm
4 3 Tt Jiheiin
m ]m,k—ﬁm ﬂ—m,k: k—Em~+Pm Jsk—€;+pj
~ - 2 2 2 3 3 4 4 4 5 5
_ >y (_)"(mﬂ"” (”j,;+”m,;;+2”q,;;+”j,,;+7Tm,;;+7T_,-,;;+Tfm,;+2”q,,;+”m,;;+”_;’,;;>

2.4 2
]mak*ﬁwﬂ ]jak’fﬁj

2 3 3 4
{W}k ) 7Tm7];7 ﬂ-j’];v {ﬂ-}k
-5 5 5
I f—pm Tme Tk
_ . . 5 4 5 _ 4 5
(_) |Pm | (2jm’f€75m +an,kfﬁm+J:n,15—[>m+7rm>7€+7rfn,fc+7rmfc+ﬂ:nﬁ) (_) |p5] (Trjsk-’_ﬁifc—i—ﬁjﬁ—"_ﬂ;,fc—i_Qm)

4 5 4 4 1. 4 4 3 3 2 2 2 2
(=) 20k TR o kT AT T T T R o i o 65 T

\/V,;Jrém_%m ({W},; At ;jmJ;_ﬁm,jiJ—c_ﬁm; . .jfny,—c_ﬁm . m)

ey 3 3 2 4.4 5 . -2
V’H”émfzﬁm (ﬂ-m,kﬂ 7I-j,kﬁ ﬂ-q,k’ {ﬂ-}k ’]m,k—ﬁmhjm’k_ﬁmﬂ s ']j’k_ﬁm .. ‘ m)
3_ 2 2 2. 2 3 -
ik Tk m Tok Tk Tk M ) k—pp Jmk—pm
2 ;o 3 .3 _ 4
j],k_pj jj,k‘fi]‘ ]jyk""é]_ﬁj m 7Tm,k 7T_],k‘ m jmakfpm ']m, —Pm
o 2 3 B 4 5 _ 5 4
]myk_ém‘i'ﬁm ﬂ-m,k jm,k—ﬁm ]me—ém-i-Pm 7Tm7k ]m,k—ﬁm Trm,k Wm,k m
4 3 . 5 _ 4 5. 4
m Imk—pm  Tmk m Ims—pm Tk Tk Tk Mok
5 4
T T m
i,k i,k 5 .5 4
> , . "/ (”m’kv ik Tai 1
jg,fcf Dj Jjk— pj Jjk €;j+Dj
|
B. Gluon electric fluxes of the electric term themselves are the grasping operators, whose action on a
The electric part of the Hamiltonian is group element has been defined in (2.9). The operator adds

N . a generator of the Lie algebra, which can be viewed as a
Ei(e)Ei(e2), new intertwiner on the holonomy in the defining (i.e.,
where e, and e, correspond again to all possible tuples of ~ j = 1) representation. Hence the action is determined up to

edges incident at a vertex v. The electric fluxes E,( j) a normalization factor, which depends on the gauge group
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and possibly also on the multiplicity factor corresponding to the chosen intertwiner. However, it is easy to check that
when choosing an arbitrary s; multiplicity everywhere, the normalization does not depend on it and becomes NU) =

\/C2(j)d; (the computation for this is, in principle, the same as in [64]). Writing everything down in our graphical
calculus,

With this at hand we turn again to the three cases (i)—(iii) from Sec. V B. However, due to the nature of the SU(3)
gauge group, one cannot obtain a node with all edges outgoing by simply multiplying it with a sign factor. Instead, one
now has to take care of the fact that the switched edges carry the dual representation. So one works in the following
with an oriented graph, denoted the following way:

Worient(J 2 Ja g Ja o J1 ez dagedsie, ) = WU o doo dage dy e daiedansy )

The first case (i) (lj P =Jn 1—{) means that both grasping operators act on the same edge; hence we get

twice the square root of the corresponding quadric Casimir and using the orthogonality relation (3.38) one
calculates

1

tsip YN
Jiie Sk J

Jjke,45, J 51 ] o b
| . 4P T i;‘_/?-fpj Sr ij,‘?fﬂ, Sy i
}12: ; {§}l_c>> = -G <‘7j,k—Pj> *

'
Tk

vorient ({1 {4} {e) )

.A)[

=J

Vorient ({ﬂ}

Eall
=
|~

The second case (ii), where the edges in question lie in parallel direction (Zﬂ{: J i, )» uses again the
extraction of the s-classified 3j symbol and thus one gets

E(Z.i7]_{_gj+f,j)IE(lj’]_(_ﬁj)I‘Uorient({ﬁ}l_c; {l}]_{’ {g}l_c)> - \/Cz (l]’]}_f,/)CQ (lj’]_c_Z)jJrf)/.)‘

j,k—eﬁ-p_, _j‘k_p/

E | T
-l_/,k—pj l/ k—é;+p;

s’

=jk / -

! Sik Sy Sik Sy

X |vorien ({23} - -878"+-))-

Lastly we look at (iii), where both holonomies go in different directions. With the same strategy as before, we
see
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KLAUS LIEGENER and THOMAS THIEMANN
AT AT . ~ =15 (2 1+, 4 e, )+l (B i e, )
BB, o ({zhei{if s ske)) = X0 (o) 7R Frinken)
—2 —2
LB W
§7T]',E§7Tm,lg

_ U(mv.jvq)(l',7+ﬂm,i+£ 17) ] - ) -
( ) E Bt \/02 (lm,k—ﬁm) % (]j’k_ﬁj> Lo ot

—m,k

2 _) (_)ﬂik—&-ﬂ'mﬁ—kl

2

(_)U(m,j,q) (Em,,—jzf.’,—ﬁzm,,ﬁﬂj,;;) +(1-[p;1) (EJ-,;;J@?’,;) +1Pm] (zm,;ﬁ

2 2
T k5 R
2 5k
/ / /
S0,k Em k%)
. 2 r —92 = =2
Imk—em+bm Tk Lm—pm Tk Dok Tg
\/02 (lm’]_g _m) 02 (j.]zl_'c_j> 1 lm;l_’v‘*ﬁm Em’]; E’E 1 Em,l_g
/ B ) I _ _ _
Sk Sk Sk SI Sok  Smmik S0k Snjik
2 — —
T - e _
ik g k—&+p; ‘lk’—pj
— . y . / _ / _ / _ —
lj,l;—ﬁj 1 Kj’]} Vorient ({E}kv {l}u §07k7 §j,k7§m,k’§q7k)>
/ _ _
§],]€’ §7rjzk Sj7k §I

C. Gravity part of the magnetic term

The gravity part of the magnetic term is

w(zA AT, V(A AL V).
Since there are again two commutators we have, in principle, four different terms to look at. However, three of them vanish

trivially. For example, look at the expression, where the A » cancel,

w(2AAT VD EN D) o ()i )
— tr(EAAT VD) S V(e Y ) lrow ({72 L) = 0,

{m}7

since tr(%;) = 0 for 7; € SU(2). The same argument is of course also true in the case of the A; canceling.
Thus, only the term with both volume operators nested remains. Again we distinguish on which edges the holonomies lie

[cases (1)—(iii) from Sec. V A]. Since one has seen that the orientation of the arrows of the edges does not change the result,
we suppress this temporary sign from now on and just assume the vertex has been brought in a form such that all links are
outgoing. If (i) (j pk = Jiz) then one gets from the first trace a 6 symbol and the inserted Z; acts like the insertion of an
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TOWARDS THE FUNDAMENTAL SPECTRUM OF THE ...
intertwiner in the defining representation, which hence remains open, after closing the first trace. To close the second one

one uses again (3.38) twice. In total one obtains

tr (%,-APWA er (A ANV A Db (ke ) = 1 (@APWA;).

3 j2 B m

- 3
\/VI?: Ep+20p ({W}k ) {ﬂ—}k  Jp e pp,Jp,k By ]p,k By ) PP ,
m 1 ']pvlz,iﬁp

ij;‘_ﬁp
- + + -
Tpf—eptpy ——F==5==>== Tk,
_ 3 i ) . P;R—€pTPp .3 D;R—Pp
k +Jp,k*ép+ﬁp) +2m+]?y7;717p o k-pp +tmtl A Ipi-py |
2 1

()" (w;ﬁjp,k,ﬁp

Z \/Vk: ép+2Dp ({ﬂ-}k ) {ﬂ-}k ’jILk pp’jpuk pp jpvk —Pp

{ }k ]p k—pp,m1
{ }E jpj;_pﬁp
-4
ij::_ﬁP
5 3 . ) . 2m+1+52 +54
\/Vl_c—ép-&-lﬁp ({71-}]7€ 7 {ﬂ-}l} ;ji,l_gfﬁﬂjp,/_f—ﬁp; .. 'j;ol,l_q—ﬁp . ) pk—pp ' “p,k—Dp
-3 -2 '3 ]
1% m 1 - 1= 1 J k—p 3 .
p,k Pp \ p7k Pp pvk Pp M p Pp ‘I/ ({W}E 7 {j}]})>
1 m .]7]}_1517 m

With the same methods as established before, we get for case (ii), meaning both links go in parallel direction (j , ; = j;. ,;_El),
that

v({=}e 7))

+ + 2 3 1
pk=pp Ipi- epp j/fk eptp (_)'][),k—p,;+]p1‘ “/7+l’/7+jpk e,,+p,,+]p.k—ﬁ,,+pp+” it

(2, VAL Yr(tid, , o VALY,

~ |pp|<2ﬂ +jpk . +°

= Z (-)

2
Tpk=p, pi-p,
3 . . .3 T 2
{ ]p.l_c—fv,, Jpk-p, 1 } { Jpk—2,+p, -]p,k—ép+f7p 1 } { Jpk—e,+p, J,,,k_épﬂap m }
X
%) . 3 2 i3
m m i - e T,k m 1 k-2,+p
']p k-p, JPJC—P,; Jp,k—p,, p.k Jf”k“’pﬂ’p

e )l ({ﬂ},, {7}0))-

X V]}+ép—2pp<{ﬂ}gv {ﬂ}§;j}7,]_€—f7p’jp,/_€—f7l,’

And finally with more suppressed calculation, it follows (iii) (both holonomies go in different directions) that
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w2 ANV VA (#A, VA ({75 (7))
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H 2
( )I? +J”" Pp 2
i3 ;o i i3 2 3 2 2 3
( )2m+m+‘1p s Pp +']p k=pp +]p.l_<7i)]7 +J/7 k=ep+pp ‘)]"k7?l+p[+'ll]}—/’7l +ﬂpjc+”/7,1_<+ﬂq.1}+”1.k+”1.lz
: 2 3
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D. Gluon plaquette of the magnetic term
The plaquette part is given by
tr(i]Ajk)tr(ﬁmn) ’
which again acts only on the magnetic graph. Each of these two plaquettes, which we add, looks very similar in its structure
to Sec. IV. Using this resemblance and inserting again the corresponding plaquette terms *Bgy3) simplifies the task at hand.

Again one has to distinguish different cases, i.e., determined by the possible combinations of j, k, m, and n.
The most simple one is j = m and k = n,

Vorient <{E}I_c : {l}>> _ (_)a(nvmvp)(Em,EJrEn,EJrEp,;;)

tr (fIAmn> tr (fIAmn)
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Now we have exactly the same plaquette we inserted in the Kogut-Susskind case. To extract exactly the same term again we
have to bring the graph in an ordered form, which means we have to take care of the fact that the loop also touches four other
nodes. In contrast to the Kogut-Susskind case these signs of the intertwiners now only depend on the chosen permutation of
n, m, p, which means that we get a somewhat more complicated sign factor in front,

m m my
= E (_)l+m| 1 m m
.8 s s s 8

_ _ _ 2 2
o(n,m,p) ( E T fetizy +jen Tndriem+jon T2 pRcizm+jen T Rviogtjen +”n_k+,~em+,gn>
(_) ij=0.1

_ . . . ” N
[Pl < § T fetion+jem TInJi-pn-tiem 2 nkmen+pptiem+2jen i tiem +”n,k+iem+je,,>
_ ij=0.1

3 , P F 2 2
(1=[pml) ( E T ftizm+jem TImk—pm+ien +2Jnhk—2m+ﬁm+ié,,+2j2m +Jzn,l'<—/7m+i?n +”’"~’;+ei+f’j>
_ ij=0.1

S‘BSU(3)<{E}IQ"';{1}1};&}%“';@21,1;’"';Zi R F N )

T o—m

(c) Case iii) (d) Case iv)

FIG. 1. Different cases of how the holonomies can be oriented. The first plaquette is fixed to be between the m and n direction and the
second one can then have four different placements.
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There are now four different cases one has to look at left.

(i) j=m (pj = pn) and k=n (p # p,),

(i) j=m (p; = pn) and k # n,

(iii) j=m (p; # pw) and k =n (pi # p,)s

(v) j=m (p; # py) and k # n.
Everything else is (up to relabeling or switching the orientation of the loop) one of theses cases. We could draw them as seen
in Fig. 1. Each loop can be recoupled with the previous techniques, giving a By (3) (...)-term up to one 6; each, which is
due to the coupled 7;. Instead, one gets a 12j symbol, which is defined in the following way:

+53 —S7
. . . . , ly i
U J2 J3 Ja 5 s ks N
ll lg l3 l4 —$2 A 56
ki ko ks ky = 7 >< k1 (5.4)
—51 ly 55
S1 S22 S3 S4
S5 S¢ St Sg ! I !
+58 —S4

For instance it can be used to recouple the following object:

S k—en—pn

J

21,k —En-+n
_33 3 A S Emjc
Tn, ) Y%Y';r
Tn, S0k
! )
Y —
Ty k
2
+§7"7uk5 —S1
i
Tk m
gl !
“Snk — 8 k—pn
Lo fepn
J it i
= 2n,k—en+pn 5 n,k—pn
e {n k—én+p 3
83 T8, k—entpa g R
—n,k
m 3
m E’n,k
—S 3 -
L

And this is exactly the nontrivial operation for case (i). So using it we obtain
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tr(ilAm.n,pm,l—p,, )tr(iIAm,n) |Vorient({g}l}; {Z}]}; {Q}l}»

= _— =2 =3
Inj-z,+p, Znk ok ok
Jui 7 mo g
Ink—p, - - Zn.k—e,+p,
:j : M+7r crmtj, p ,,n+/ _ +7r +ﬂ”]\+1 32_ ) m 1 i
Ln,k—p, - -
S
B <2 <3
g./n k_én+1—7n £”~k gﬂ'n,k gﬂn 1}
3
Sak o Sjnk-p, 51 81
_ - —1 -1
g - B ) ) 3 2
-ln,k—é,l + P En,k ln,k—p,, -ln,k—E,,ern En,k -ln,k—i)n
—_ - —_ _ 2 -
X § m Ini-p,  Znk Tk Ini-2,+p, m
52 2 2 3 3 2
—n.k - T - . _ A _ - -
" S,k Snk Se & Sjnk—p, Sk Sj k2,45, Sk Sak

X s’BSU(B)(En,l_c’Ep.I_wEm,l_w{E}I_ché ) {J} S0k Smk> Snks Sp ks {S}k+e s oo

2 2 2 .2 2 ) 2 2
XE o B Bk, ke, Ik S0k S Sy -+ 1)
2 2 _ 2 2 2 )
X s’BSUG)(En,]}’ Emjc? Ep.k "ln,]_c—ﬁn"]mqk_Pm ,go s Em,k? gl’l,/_c" )
3 3 2 3 .3 3 3
X En,k’ Em k’ ’ ln,]}—é,ﬁ»f)n ’ lm.l_{—pm ’ QO,]_C’ ﬁm,l_c’ grl ke |m)
3 3 _ .52 2 3 3 3 3 -
X oriend(Z, 1 L, jZp ko -3 S ko L ia, Tomp Iy, - S0k Sk SmiEp k)

The additional sign (—)(“'> contains again the resulting sign, which stems from the permutation of m, n, p and the choices of
Pn» Pm- Since its construction is the same as before we refrain from writing it down explicitly. The inverse s-classified 6;
symbols are chosen in such a way that they cancel the corresponding elements in both Pgy(3) expressions.

For case (ii) we get

(%Iflm p)tr(%l m, n)lyonent({”}k’ {J}k’ {S}k)>

_ _ 2 3
Tpk Zmk Ty Tk
_ = = -2
En’k m m E[).I_{
=2 = 2 +r +1
:E (_)( ) T, o m 1 m (=)Fmi i
S 2 I <
7.k 20k 24,k T ok
3 2
Sok Qﬂ” 2 Sy St
=2 =3 =2
7 - 2 =2 . m . ;-
Ep,k Em,k El’l k =p.k m.,k —=n.k
= _ _ =2 _
X m  Tyik Tk i Zpk m
2 2 2 3 2 3 2
S5- S s° - 8T - _ _ _ _
20k 20k =gk 2,k Sor Sk Snx Sox

X s‘BSU 3) (Qn.l}’ Ep,l}’ T k> {E}iﬁté,ﬂ e {l}’ Snks Sm k> 50,k {§}1}+En, ees

_ 4 2 ) .
X Ty ks gm.l-{,_n,]-(%n, SRR g TN

X Bsv) (T o B Ty o AZ v, o5l oo o+ S0 Spo o o {8V, o5

2 —
0.k

3 2 .32 -3 . 3 3 2 =
Xgn,k’zp,lé""’lp.lz’lmlg Ok’sml}’gpl_c""|m)
2 3 2 3 3 2 2
X |y°ut(£n,l_c’ Em,/}’gp "] k"] k’Jp ke £O,Iic’im,lic’in,l_c’ip.l_c»'

For (iii) one gets almost the same as for (i),
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tr(il‘am.n,l—[)m.l—ﬁ,, )tr(i]Am,n) |V0rient({E}IE’ {l}’ {g}fc»
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Juteip,  Eni Ty g
Zn,l%—}'),, m m Zij{_én"'pn
— Z(_)(m) (_)Ei.l}+ﬁi,k+m+j"»i—i’n o ] zn i m 1 m
2 k=P,
S, k—2,+p,  Snk Ei,,,k Sin,k
Ez’f( S; k—p, Sy Sy
211,/_(—5,, + Pn Ei,l_c E./‘c—pn - Zi.l’c—éﬁp,, —*31,1? 1121 k=p, -
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For (iv) finally [compare to (ii)]
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= =2 =2 I I
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3 2 2 03 3003 2 -
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2 3 2 D 03 2 2 L3 03 L2 L
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VI. CONCLUSION

In this paper we have taken the first steps towards the computation of the fundamental QCD spectrum within the LQG
approach to quantum gravity. More precisely, we have computed the matrix elements of the Yang-Mills contribution to the
Hamiltonian analytically in closed form as far as the gluon field is concerned, while for the gravitational degrees of freedom
a fully analytical analysis is not possible due to the necessity of computing the spectrum of the volume operator, which is
known to be possible only numerically. Obviously, more analytical and numerical work is necessary to determine the
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a b
. . . . . a
Hamiltonian that we considered in this paper needs to c
be improved by methods coming from renormalization a+b+c( >
a
a

spectrum with sufficient precision. However, the focus of ~ Symmetries

this paper was not so much on the actual computation of the

spectrum, but rather to prepare the necessary analytical a b ¢
tools. The other message we communicate is that the <a B },>

theory. For this reason, we refrain from investigating

more closely the spectrum of the Hamiltonian considered

here from [28], but one should rather analyze the improved = <
Hamiltonian. We hope that, once one has found a
Hamiltonian description of renormalization, its fixed
point Hamiltonian can be used, as this Hamiltonian has
minimal if not vanishing discretization errors. Once this
point has been understood, we can address the important 6
question of how the picture of the running of the Yang- . Z( Ji—Hi) . .
Mills coupling on a gravitational background is changed {J 123 } — Z (=)= <J 2 U3 >
in the context of the quantum gravity coupled system. Ja Js s Hi P2 —H3
Namely, it transpires that the background dependent < i s js) < i s j3>

6/ symbols
Definition in terms of 3;’s

Hamiltonian depends on a cutoff while the background

independent one does not. Thus, the mechanism for the TH1 Hs He/ \Ha —Hs H3
running of the coupling is very different for these two Ja Jo Je

theories. We reserve this analysis for future research. X <_ Uy~ —He >
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AL QN O

APPENDIX: BRIEF REVIEW OF THE 3j°S
AND 6/’S FOR SU(2)

N S e 2 T ST

For self-containedness some important properties of nj
symbols for the group SU(2) are listed here. Introductions
to recoupling theory can be found in various textbooks on
quantum mechanics and quantum angular momentum, e.g.,
[43]. For an extensive list of properties of nj symbols see,
e.g., [65]
3j symbols
Relation to Clebsh-Gordan coefficients

Q

I
— A A
QU 2 Q& Q2
S S
D andi i g

Compatibility

a b c¢
=0,
e )

unless the triangle inequalities hold for {a,b,c},
where , > = |b, > ® a’a>. {a,e,f},{d,b,f}, and {d,e,c}.
Compatibility criteria Orthogonality
If one (or several) of the following rules is violated, then

a b c). . @ box @b x} 1
hing: dy =0y
(a 5 y) is vanishing Z {d e c}{d e ¢ “d,

* a,b,cE%N,a:l:aeN,—aSaSa,"',
*a+p+y=0, if the compatibility requirements are fulfilled.
*a+b+c €N, |a—b| <c<a+ b(triangle inequality).  Graphical calculus of SU(2)

<Cl,0!;b,ﬂ|c,y> — (_)b—a+ym<a b ¢ >’

a fp -y
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The definitions of the basic objects in this graphical calculus are the same as in [41,42] and thus reduce to the same labeling
as has been done for the SU(3) case.

Some of the rules for changing the graphs however have altered, e.g., since the magnetic numbers are now in N an arrow
may change its direction by adding a sign factor of (—)¢,

a [ e
d c b
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