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We present new regular solutions of Einstein-charged-scalar-field theory in a cavity. The system is
enclosed inside a reflecting mirrorlike boundary, on which the scalar field vanishes. The mirror is placed at
the zero of the scalar field closest to the origin, and inside this boundary our solutions are regular. We study
the stability of these solitons under linear, spherically symmetric perturbations of the metric, scalar and
electromagnetic fields. If the radius of the mirror is sufficiently large, we present numerical evidence for the
stability of the solitons. For small mirror radius, some of the solitons are unstable. We discuss the physical
interpretation of this instability.
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I. INTRODUCTION

The search for compact-body solutions of general
relativity began in 1915. A century on, our perspective
is that neutron stars and black holes are abundant in our
Universe, and that the supernovae which create them are
vital in seeding galaxies with heavy elements.
Compact-body solutions divide into two classes:

(1) black holes, causally nontrivial geometries with space-
time horizons; and (2) solitons, regular geometries sourced
by matter fields. Broadly interpreted, the latter class
comprises white dwarfs and neutron stars, as well
as exotic hypothetical possibilities, such as quark, preon,
electroweak or boson stars [1]. Solitons can become black
holes in gravitational collapse (cf. the Chandrasekhar and
Tolman-Oppenheimer-Volkoff mass limits). But are there
other possibilities?
In certain scenarios, black holes may support “hair,” in

the form of nontrivial matter fields (for a recent review, see
e.g. Ref. [2]). A hairy black hole may be thought of as a
hybrid: a nonlinear superposition of a vacuum black hole
and a soliton [2], or “horizons inside lumps” [3]. Like a
soliton, a hairy black hole possesses externally accessible
degrees of freedom, yet like a vacuum black hole, it divides
spacetime into causally distinct regions. Many matter
models that admit solitonic solutions also admit hairy
black hole solutions. In this paper, we seek soliton solutions
to accompany the hairy black hole solutions we identified

in Ref. [4], in the context of Einstein-charged-scalar-field
theory [5] in a cavity.
In suð2Þ Einstein-Yang-Mills theory in four-dimensional,

asymptotically flat spacetime, the discovery of solitons [6]
was followed closely by the discovery of hairy black
hole solutions [7–10]. However, both the solitons and
hairy black holes were soon found to be unstable [11–17].
Under perturbation, the black holes lose their gauge-field
hair and evolve towards a (stable) vacuum black hole
solution; the solitons either collapse to form a vacuum
black hole or else the gauge field is radiated away to
infinity, leaving pure Minkowski spacetime [18–20]. This
prompts an intriguing question: are there scenarios in which
the converse occurs, i.e., in which a vacuum black hole
spontaneously evolves towards a hairy configuration which
is stable?
It has long been known that, in a Penrose process [21], a

vacuum black hole may shed energy and angular momen-
tum (and/or charge) while also increasing its horizon area.
One such Penrose process is superradiance [22]. In the Kerr
black hole context, superradiance implies that the low-
frequency corotating modes of a bosonic field are scattered
with a reflection coefficient of greater than unity (see [23]
for a review). If superradiant modes are trapped in the
vicinity of the black hole they suffer repeated amplification,
causing exponential growth in the field: a “black hole
bomb” instability [24]. Various mechanisms for confine-
ment of superradiant modes have been explored, such as a
mirror [24,25], a field mass [26–31], or a spacetime
boundary [32,33].
What is the outcome of a black hole bomb instability, in

the case of a massive bosonic field bound to a Kerr black

*smp12sp@sheffield.ac.uk
†s.dolan@sheffield.ac.uk
‡e.winstanley@sheffield.ac.uk

PHYSICAL REVIEW D 94, 024031 (2016)

2470-0010=2016=94(2)=024031(17) 024031-1 © 2016 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.94.024031
http://dx.doi.org/10.1103/PhysRevD.94.024031
http://dx.doi.org/10.1103/PhysRevD.94.024031
http://dx.doi.org/10.1103/PhysRevD.94.024031


hole? One possibility is that the black hole ejects the field
in an explosive “bosenova” outflow [34,35], to return to a
near-vacuum configuration. A second possibility is that
the black hole evolves towards a hairy configuration which
is stable. The latter possibility has been given credence by
the recent discovery of an asymptotically flat family of
Kerrlike black holes possessing (complex, massive) scalar-
field hair [36–38], and a single (helical) Killing vector
[39]. This one-parameter family of solutions to the
Einstein-Klein-Gordon equations bifurcates from the
Kerr solution [40,41], and furthermore reduces to
“solitonic” boson star solutions in a well-defined limit.
An important open question is whether such solutions are
stable under perturbation.
The timescale for the growth of a massive scalar-

field instability on Kerr spacetime is rather long
(τ ≳ 5.8 × 106GM=c3 [42]). This makes it challenging to
track the development of the instability from a weak
perturbation into the nonlinear regime using a time-domain
evolution (though see [43–45] and [46,47] for scalar and
Proca field evolutions, respectively). On the other hand, it is
well known that there is a charged version of superradiance
[48], whereby low-frequency modes of a charged-scalar
field incident on a spherically symmetric Reissner-
Nordström black hole are scattered with a reflection coef-
ficient of greater than unity. Although superradiant bound
modes do not form naturally for a chargedmassive field, due
to the electrostatic repulsion that out competes the gravita-
tional attraction in the superradiant regime, the charged
black hole bomb can nevertheless be triggered with two
mechanisms: either by placing the charged black hole in a
cavity (i.e. confining the bosonic field within a reflecting
mirror) [49–52]; or by embedding the charged black hole
within an asymptotically anti–de Sitter (adS) spacetime
[33,53–55]. These systems are more tractable for nonlinear
studies than the superradiant instability on Kerr spacetime,
not only because of the simplification afforded by spherical
symmetry, but also because the timescales for the develop-
ment of the charged black hole bomb instability are typically
shorter than those in the Kerr spacetime case.
Two recent studies of the nonlinear development have

shed new light on the ultimate fate of the charged black
hole bomb instability. In the cavity scenario, Sanchis-Gual
et al. [56] evolved the Einstein-Maxwell-Klein-Gordon
equations in the spherically symmetric sector, and
demonstrated that a Reissner-Nordström black hole in
electrovacuum, after weak perturbation, can develop into
a hairy configuration [4] in which some, but not all, of the
charge has transferred from the black hole into the scalar
field. For low field charge, the approach to the final state is
smooth, whereas for high charge an overshoot triggers an
explosive bosenova phenomenon.
In the adS scenario in four dimensions, Bosch

et al. [57] demonstrated a compatible result: a Reissner-
Nordström-adS black hole, under generic perturbation by a

charged-scalar field, will develop into a stable hairy
configuration, by transferring mass and charge into the
surrounding field.
Previously, in Ref. [4] we constructed hairy black hole

solutions for Einstein-charged-scalar-field theory [5] in a
cavity. By applying a first-order perturbation analysis, we
argued that the configuration without zeros in the scalar
field between the horizon and mirror would be stable; and
that higher overtones with nodes would be unstable. This
result was then borne out by the dynamical investigation of
Sanchis-Gual et al. [56]. Here, we repeat the analysis for
the solitonic case, in anticipation that future time-domain
studies will, once again, test our inferences on stability.
The outline of this paper is as follows. In Sec. II we

introduce Einstein-charged-scalar-field theory and the
field equations for spherically symmetric configurations.
Numerical solutions of the field equations representing
static charged-scalar solitons in a cavity are presented in
Sec. III. The stability of these charged-scalar solitons under
linear, spherically symmetric perturbations of the massless
scalar field, electromagnetic field and metric is explored in
Sec. IV. Discussion of the physical interpretation of our
stability results and our conclusions can be found in Sec. V.

II. EINSTEIN-CHARGED-
SCALAR-FIELD THEORY

We consider the following action, describing Einstein-
charged-scalar-field theory:

S ¼
Z ffiffiffiffiffiffi

−g
p �

R
2
−
1

4
FμνFμν −

1

2
gμνD�

ðμΦ
�DνÞΦ

�
d4x; ð2:1Þ

where g is the determinant of the metric, R is the
Ricci scalar and round brackets denote symmetrization,
XðμνÞ ¼ 1

2
ðXμν þ XνμÞ for a tensor field Xμν. Throughout

this paper we use a positive space-time signature þ2, and
units in which 8πG ¼ c ¼ 1. The massless scalar field Φ is
complex, and Φ� denotes the complex conjugate of Φ.
The electromagnetic field strength Fμν is given by

Fμν ¼ ∇μAν −∇νAμ; ð2:2Þ
where Aμ is the electromagnetic potential. In (2.1), we have
introduced

Dμ ¼ ∇μ − iqAμ; ð2:3Þ
where ∇μ is the covariant derivative and q is the charge of
the scalar field Φ.
Varying the action (2.1) yields the field equations

Gμν ¼ Tμν; ð2:4aÞ

∇μFμν ¼ Jν; ð2:4bÞ

DμDμΦ ¼ 0: ð2:4cÞ
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The stress-energy tensor Tμν is the sum of two contribu-
tions, one from the electromagnetic field and one from the
scalar field,

Tμν ¼ TF
μν þ TΦ

μν; ð2:5Þ
where

TF
μν ¼ FμρFν

ρ −
1

4
gμνFρσFρσ; ð2:6aÞ

TΦ
μν ¼ D�

ðμΦ
�DνÞΦ −

1

2
gμν½gρσD�

ðρΦ
�DσÞΦ�: ð2:6bÞ

In (2.4b), the current is given by

Jμ ¼ iq
2
½Φ�DμΦ − ΦðDμΦÞ��: ð2:7Þ

The field equations (2.4) are invariant under a Uð1Þ gauge
transformation,

Φ → eiχΦ; Aμ → Aμ þ q−1χ;μ; ð2:8Þ
for any (real) scalar field χ.
In this paper we are interested in static, spherically

symmetric, soliton solutions of the field equations (2.4) and
linear, spherically symmetric perturbations of these static
solutions. We therefore consider a spherically symmetric,
metric ansatz of the form

ds2 ¼ −fh dt2 þ f−1dr2 þ r2ðdθ2 þ sin2θdφ2Þ; ð2:9Þ
where the metric functions fðt; rÞ and hðt; rÞ depend
on time t and the radial coordinate r only. The complex
scalar field Φðt; rÞ also depends only on t and r. By virtue
of spherical symmetry, we may set the electromagnetic
potential components Aθ and Aφ to vanish identically.
Making an appropriate gauge transformation (2.8), we can
also set Ar ≡ 0. The electromagnetic potential therefore
takes the form

Aμ ¼ ½A0ðt; rÞ; 0; 0; 0�: ð2:10Þ
We define new variables,

γ ¼ fh1=2; Ψ ¼ rΦ; E ¼ A0
0; ð2:11Þ

in terms of which the field equations (2.4) take the form [4]

f0

f
¼ −

r
2γ2

ðτ þ fE2Þ þ 1

fr
ð1 − fÞ; ð2:12aÞ

h0

h
¼ rτ

γ2
; ð2:12bÞ

−
_f
f
¼ rReð _Φ�Φ0Þ þ rqA0ImðΦ0�ΦÞ; ð2:12cÞ

�
r2A0

0

h1=2

�0
¼ r2

γ
½q2jΦj2A0 − qImð _ΦΦ�Þ�; ð2:12dÞ

∂t

�
rA0

0

h1=2

�
¼ −qrImðγΦ0Φ�Þ; ð2:12eÞ

0 ¼ −Ψ̈þ _γ

γ
_Ψþ γðγΨ0Þ0 − γγ0

r
Ψþ 2iqA0

_Ψ

þ iq _A0Ψ − iq
_γ

γ
A0Ψþ q2A2

0Ψ: ð2:12fÞ

In (2.12), a dot ˙ denotes differentiation with respect to time
t and a prime ′ differentiation with respect to the radial
coordinate r. We have in addition defined the quantity τ in
(2.12a) and (2.12b) by

τ ¼ j _Φj2 þ jγΦ0j2 þ q2A2
0jΦj2 þ 2qA0ImðΦ _Φ�Þ: ð2:13Þ

For static field configurations, the variables f, h, A0 and
Φ all depend only on r, and the time derivatives in (2.12) all
vanish. We also assume that the scalar field Φ ¼ ϕðrÞ is
real for static equilibrium solutions. In this case the field
equations (2.12) reduce to

h0 ¼ r

��
qA0ϕ

f

�
2

þ hðϕ0Þ2
�
; ð2:14aÞ

E2 ¼ −
2

r

�
f0hþ 1

2
fh0 þ h

r
ðf − 1Þ

�
; ð2:14bÞ

0 ¼ fA00
0 þ

�
2f
r
−
fh0

2h

�
A0
0 − q2ϕ2A0; ð2:14cÞ

0 ¼ fϕ00 þ
�
2f
r
þ f0 þ fh0

2h

�
ϕ0 þ ðqA0Þ2

fh
ϕ: ð2:14dÞ

If the scalar field ϕ is set to vanish, ϕ≡ 0, then (2.14c)
implies that A0 ≡ 0 if the electromagnetic potential A0 is
finite at the origin. Therefore the only trivial solution of the
field equations (2.14) representing a soliton has vanishing
scalar and electromagnetic field, and the metric is that of
Minkowski spacetime. This is in contrast to the black hole
case, where the charged Reissner-Nordström black hole
is a solution of the field equations (2.14) with vanishing
scalar field.

III. GRAVITATING CHARGED-SCALAR
SOLITONS IN A CAVITY

In this section we consider static, spherically symmetric,
soliton solutions of the field equations (2.14). We require
that all the field variables and all physical quantities
(electromagnetic field strength, curvature, etc.) are regular
at the origin r ¼ 0. With this condition, the field variables
have the following expansions for small r:
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f ¼ 1 −
�
q2ϕ0

2a02

6h0

�
r2 þOðr3Þ;

h ¼ h0 þ
�
q2ϕ0

2a02

2

�
r2 þOðr3Þ;

A0 ¼ a0 þ
�
a0q2ϕ0

2

6

�
r2 þOðr3Þ;

ϕ ¼ ϕ0 −
�
ϕ0q2a02

6h0

�
r2 þOðr3Þ: ð3:1Þ

Here, ϕ0, a0 and h0 are arbitrary constants, with h0 > 0 so
that the metric (2.9) has the correct signature.
It is straightforward to show, using an adaptation of the

argument in [58], that there are no nontrivial asymptotically
flat soliton solutions of the field equations (2.14)—see
Appendix A. In analogy with the black hole solutions
found in [4], we therefore consider soliton solutions in a
cavity, with a reflecting mirror at r ¼ rm. At the mirror the
scalar field must vanish, so

ϕðrmÞ ¼ 0: ð3:2Þ

The static field equations (2.14) possess two scaling
symmetries. First, there is a length scaling symmetry.
Define new variables R, Q as follows:

r ¼ LR; q ¼ L−1Q; ð3:3Þ

where L is an arbitrary constant length scale, and f, h, ϕ
and A0 are unchanged. Substituting (3.3) into the static field
equations (2.14) yields

dh
dR

¼ R

��
QA0ϕ

f

�
2

þ h

�
dϕ
dR

�
2
�
;

�
dA0

dR

�
2

¼ −
2

R

�
df
dR

hþ 1

2
f
dh
dR

þ h
R
ðf − 1Þ

�
;

0 ¼ f
d2A0

dR2
þ
�
2f
R

−
f
2h

dh
dR

�
dA0

dR
−Q2ϕ2A0;

0 ¼ f
d2ϕ
dR2

þ
�
2f
R

þ df
dR

þ f
2h

dh
dR

�
dϕ
dR

þ ðQA0Þ2
fh

ϕ;

ð3:4Þ

which are identical to the original equations (2.14).
Secondly, we can rescale the time coordinate. In this case
we define new variables H and A0 as follows:

h ¼ T−2H; A0 ¼ T−1A0; ð3:5Þ

where T is an arbitrary constant timescale and f, ϕ and q
are unchanged. Substituting (3.5) into the static field
equations (2.14) gives the equations (with ′ denoting
differentiation with respect to r)

H0 ¼ r

��
qA0ϕ

f

�
2

þHðϕ0Þ2
�
;

ðA0
0Þ2 ¼ −

2

r

�
f0H þ 1

2
fH0 þH

r
ðf − 1Þ

�
;

0 ¼ fA00
0 þ

�
2f
r
−
fH0

2H

�
A0

0 − q2ϕ2A0;

0 ¼ fϕ00 þ
�
2f
r
þ f0 þ fH0

2H

�
ϕ0 þ ðqA0Þ2

fH
ϕ; ð3:6Þ

which are again identical to the original static field
equations (2.14).
We use the time-coordinate rescaling (3.5) to set hð0Þ ¼

h0 ¼ 1 without loss of generality. The expansions (3.1) are
then determined by the parameters q, a0 and ϕ0. We use
the length rescaling (3.3) to set q ¼ 0.1, leaving the free
parameters a0 and ϕ0. We choose q ¼ 0.1 to facilitate
comparison with the black hole solutions presented in [4],
where the length rescaling (3.3) was used to fix the radius
of the black hole event horizon to be unity, so that q was a
free parameter in that case.
The static field equations (2.14) are integrated numeri-

cally to find soliton solutions. We start the numerical
integration at r ¼ ϵ, where ϵ is typically 10−12, using the
expansions (3.1) as initial conditions. In Fig. 1 we plot the
four field variables fðrÞ, hðrÞ, A0ðrÞ and ϕðrÞ for a typical
soliton solution with q ¼ 0.1, a0 ¼ 1.6 and ϕ0 ¼ 0.7. As
for the black hole solutions in [4], the scalar field ϕ
oscillates about zero; the mirror can be placed at any zero of
the scalar field. In this paper, we consider the case where
the mirror is located at the first zero of ϕ. This is because
the black hole solutions studied in [4] were stable under
linear, spherically symmetric perturbations when the mirror
was at the first zero of the scalar field, but unstable when
the mirror was at the second zero of the scalar field.

0 10 20 30 40 50 60 70

0

1

2

3

4

Radius

FIG. 1. A typical soliton solution with scalar charge q ¼ 0.1,
a0 ¼ 1.6 and ϕ0 ¼ 0.7. We plot the metric functions fðrÞ, hðrÞ
and matter field functions A0ðrÞ, ϕðrÞ.
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Various scalar-field profiles for soliton solutions are
shown in Fig. 2, where the oscillatory behavior of the
scalar field can be clearly seen. In the upper plot, we fix
ϕ0 ¼ 0.9 and show the profiles for three values of a0; in the
lower plot we fix a0 ¼ 1.9 and show the profiles for three
values of ϕ0. We see that for this fixed value of ϕ0, the
radius of the first node of the scalar field decreases as a0
increases, while the behavior of the location of the first zero
of ϕ for fixed a0 and varying ϕ0 is more complicated.
It is possible to have two (or more) solitons with the

same mirror radius rm, as shown in Fig. 3 (this behavior
was also found for the black hole solutions [4]). The top
plot in Fig. 3 shows three scalar-field profiles which have
the same first zero at rm ≈ 18, with different values of a0
and ϕ0. The lower plot in Fig. 3 shows a further three
scalar-field profiles, again with different values of a0
and ϕ0, whose first, second, and third zeros respectively
lie at rm ≈ 30.
A portion of the phase space of solutions is shown in

Fig. 4. We fix the scalar charge q ¼ 0.1, although the phase
space is independent of q due to the scaling symmetry
(3.3). The overall structure of the phase space shares many
features with that for black hole solutions, shown in

Ref. [4], but with some notable differences as well. With
fixed q, the phase space depends on the two parameters a0
and ϕ0. There are no nontrivial solutions when either
a0 ¼ 0 or ϕ0 ¼ 0. We consider values of a0 between −3
and þ3. The shaded region in Fig. 4 shows where soliton
solutions exist with rm ≤ 100, when the mirror is placed at
the first zero of the scalar field. There are also solutions in
the central region towards a0 → 0 and ϕ0 → 0, with
rm > 100. The mirror radius rm generally decreases as
we move away from the origin.
For black hole solutions, the requirement of a regular

event horizon at r ¼ rh restricts the phase space [in
particular, the value of A0

0 on the event horizon has an
upper bound of

ffiffiffi
2

p
=rh for hðrhÞ ¼ 1; see Fig. 4 in [4]], but

for soliton solutions we have no a priori restrictions on the
values of either a0 or ϕ0. For each fixed value of a0, we find
nontrivial soliton solutions when ϕ0 lies in some bounded
interval; outside this interval the metric function f either
has a zero or the solution becomes singular before the scalar
field ϕ has a zero. However, we find no upper limit on the
value of a0 for which there exist nontrivial solutions—only

0 10 20 30 40 50 60
0.2

0.0

0.2

0.4

0.6

0.8

Radius

r

0 10 20 30 40 50 60

0.0

0.5

1.0

1.5

Radius

r

FIG. 2. Scalar-field profiles for static soliton solutions with
fixed scalar charge q ¼ 0.1. Top: Fixed ϕ0 ¼ 0.9 and three
distinct values of a0. Bottom: Fixed a0 ¼ 1.9 and three distinct
values of ϕ0.

0 10 20 30 40 50 60

0.0

0.5

1.0

1.5

Radius

r

0 10 20 30 40 50 60

0.0

0.5

1.0

1.5

Radius

r

FIG. 3. Scalar-field profiles for soliton solutions with scalar
charge q ¼ 0.1. Top: Three scalar-field profiles which share the
same location of their first zero at rm ≈ 18. Bottom: Three scalar-
field profiles with a common zero: the first (red, solid curve),
second (blue, dashed curve) and third (green, dotted curve) zeros
are at rm ≈ 30.
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a portion of the phase space is shown in Fig. 4. For large a0
we find that the mirror radius is extremely small. For
example, with a0 ¼ 105 and ϕ0 ¼ 1, there exists a soliton
solution with rm ≈ 4 × 10−4.
In Figs. 5 and 6 we explore how the mirror radius rm

(when the mirror is at the first zero of the scalar field)
depends on the parameters a0 and ϕ0. We plot in Fig. 5 the
radius rm as a function of a0 for various fixed values of ϕ0.
For smaller fixed values of a0, the location of the mirror rm
decreases as ϕ0 increases, but for larger fixed a0, the mirror
radius increases slightly as ϕ0 increases before decreasing

again. For fixed ϕ0 and various values of a0, the radius rm is
shown in Fig. 6. For smaller fixed values of ϕ0 (top right
plot in Fig. 6), we see that rm decreases as a0 increases; for
large fixed values of ϕ0 (bottom right plot in Fig. 6) rm
increases as a0 increases (at least for the values of a0
shown); while for intermediate values of ϕ0 (bottom left
plot in Fig. 6), it can be seen that rm first increases to a
maximum value then decreases as a0 increases.
The contours of constant rm in the ða0;ϕ0Þ-plane shown

in Fig. 4 also exhibit complicated behavior. For larger
values of rm ≳ 20, the contours are a single curve in each
quadrant of the plane, such that there is one value of ϕ0 > 0
for each value of a0 > 0 on the contour. Similar behavior is
seen in the contours of constant rm for the black holes
studied in [4]. However, for smaller values of rm ≲ 20, the
contours of constant rm have two parts in each quadrant:
the first part starts at some value of ϕ0 > 0 at the upper
boundary of the phase space and has ϕ0 slowly increasing
as a0 increases; the second part begins at a small value of
ϕ0 > 0 close to the horizontal axis and ϕ0 increases rapidly
as a0 increases along the contour. For the rm ¼ 19 contour
plotted in Fig. 4, the two branches meet at a larger value of
a0. This behavior is not seen in the phase spaces of black
hole solutions [4], as these have a restricted range of values
of A0

0 on the horizon. To illustrate these two branches, in
Fig. 7 we show a portion of the contour for charged soliton
solutions with rm ¼ 18. It can be clearly seen that in this
region of parameter space there are two branches of solitons
with the same mirror radius (with the mirror at the first zero
of the scalar field). For fixed a0, one of these branches has a
larger value of ϕ0 than the other. We expect that if we
continued the curves to larger values of a0, ultimately the
two branches might join together.
The electromagnetic current Jμ (2.7) is conserved,

∇μJμ ¼ 0. Therefore, for each static equilibrium solution,
we may define its electric charge by

Q ¼ −
1

4π

Z
Σ
d3x

ffiffiffiffiffiffiffi
gð3Þ

q
nμJμ; ð3:8Þ

where the integral is performed over a t ¼ constant hyper-
surface Σwith unit normal nμ, on which the induced metric
has determinant gð3Þ. Performing the integral, we obtain

Q ¼ −
r2mA0

0ðrmÞffiffiffiffiffiffiffiffiffiffiffiffi
hðrmÞ

p : ð3:9Þ

This expression reduces to the usual definition of electric
charge for the Reissner-Nordström black hole on taking
rm → ∞. In Figs. 8 and 9 we explore how the charge Q of
the solitons depends on the parameters ϕ0 and a0 and the
mirror radius rm.
First, in Fig. 8 we consider the charge Q for fixed values

of ϕ0 and varying a0; and for fixed values of a0 and varying
ϕ0. We plot the data for Q as a function of either ϕ0 or a0

0.2 0.4 0.6 0.8 1.0 1.2 1.4

20

25

30

35

40

45

50

0

r m

FIG. 5. Location of the mirror rm at the first zero of the scalar
field, with scalar charge q ¼ 0.1, as a function of ϕ0 for various
fixed values of a0.

FIG. 4. Portion of the phase space of charged-scalar soliton
solutions in a cavity with scalar charge q ¼ 0.1. The solutions are
described by two parameters: a0 (horizontal axis) and ϕ0 (vertical
axis). Solutions exist in the shaded regions. The mirror radius rm
is assumed to be at the first zero of the scalar field and the shaded
region denotes solutions with rm ≤ 100. The lines are contours of
constant rm. There are no solutions on the axes a0 ¼ 0 or ϕ0 ¼ 0.
Solutions also exist in the central region of the plot, towards
a0 → 0 and ϕ0 → 0, where the mirror radius rm > 100. The
values of the mirror radius rm are given for selected contours.
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(as applicable) and the same data also as a function of
mirror radius rm. For fixed ϕ0, we see from the top-right
plot that Q decreases as a0 increases. The curve for
ϕ0 ¼ 2.0 is very short because we only consider values

of a0 up to 3.0. It extends if we include larger values of a0.
With a0 fixed, from the bottom-right plot in Fig. 8 it can
be seen that the charge Q increases monotonically as ϕ0

increases.
The behavior ofQ as a function ofmirror radius rm ismore

complicated, due to the complicated dependence of rm on the
parameters a0 and ϕ0 (see Figs. 5 and 6). For smaller fixed
ϕ0, from Fig. 6 the mirror radius rm increases monotonically
as a0 decreases, and accordingly we see in the top-left plot in
Fig. 8 that the charge Q increases monotonically as rm
increases. For larger fixed ϕ0, it is possible to have two
different values of a0 giving the same mirror radius rm;
this is reflected in the curve in the top-left plot in Fig. 8 when
ϕ0 ¼ 1.5 (we anticipate similar behavior for ϕ0 ¼ 2.0 when
values of a0 above 3.0 are included).When a0 is fixed, in the
bottom-left plot in Fig. 8 we see a similar phenomenon. For
many values of the mirror radius rm, there are two soliton
solutionswith the samevalue ofa0 but twodifferent values of
ϕ0; one of these (with the larger value of ϕ0) has a larger
charge Q than the other.
With fixed mirror radius rm ¼ 18, in Fig. 9 we plot the

electric charge Q for those solitons lying on the parameter
space curves shown in Fig. 7. The two plots in Fig. 9 show
the same data, but plotted as a function of the different
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FIG. 6. Location of the mirror rm at the first zero of the scalar field, with scalar charge q ¼ 0.1, as a function of a0 for various fixed
values of ϕ0. Top left: rm for ϕ0 ∈ ½0.8; 2.0�. To make the behavior more visible, the data in the top-left plot are repeated in the remaining
plots, just for a few values of ϕ0.
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FIG. 7. Portions of the contour in the phase space of charged-
scalar solitons in a cavity with rm ¼ 18 and scalar charge
q ¼ 0.1. The mirror is at the first zero of the scalar field. There
are two branches of solutions with this mirror radius; for fixed a0
one branch has a larger value of ϕ0 than the other.
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parameters ϕ0 and a0. In Fig. 9 we see two distinct
branches of solutions, corresponding to the two parts of
the rm ¼ 18 contour in the ða0;ϕ0Þ-plane depicted in
Fig. 7. The solutions with larger ϕ0 for fixed a0 have

larger charge Q compared to those with smaller ϕ0. We
dub the branch of solutions with larger charge Q the
“high-charge” branch and the branch with smaller chargeQ
the “low-charge” branch.
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FIG. 8. Soliton electric chargeQ (3.8) as a function of the parameters a0 and ϕ0 for scalar charge q ¼ 0.1. The mirror is at the first zero
of the scalar field. Top row: various fixed values of ϕ0 and a0 ∈ ½0.1; 3.0�. Bottom row: various fixed values of a0 and ϕ0 ∈ ½0.1; 2.0�.
Left-hand plots: Q as a function of the mirror radius rm. Right-hand plots: the same data as the left-hand plots, but with Q as a
function of either a0 or ϕ0, as applicable.
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FIG. 9. Soliton electric chargeQ (3.8) as a function of the parameters a0 and ϕ0 for fixed mirror radius with scalar charge q ¼ 0.1. The
mirror is at the first zero of the scalar field and is fixed to be at radius rm ¼ 18. The blue (dashed) and red (solid) curves correspond to the
two parts of the rm ¼ 18 contour shown in Fig. 7. The two plots show the same data, but plotted as a function of the different parameters
ϕ0 and a0.
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In this paper we consider only the electric chargeQ (3.8)
of the solitons and not their mass M. Defining mass as a
conserved charge requires first of all a conserved current. In
the conventional approach (for example, to define the usual
Komar mass for static asymptotically flat configurations), a
conserved current is constructed from either the stress-
energy tensor Tμν or Ricci tensor Rμν using the timelike
Killing vector ξμ, namely either Tμνξ

μ or Rμνξ
μ. In order to

compare the masses of different static spacetimes computed
using this conserved current, the timelike Killing vector ξμ

must be normalized in a consistent way across all solutions
considered. For static, spherically symmetric, asymptoti-
cally flat spacetimes, this is straightforwardly done by
insisting that ξμξμ → −1 as r → ∞. The solitons we
consider in this paper are static, so each has a timelike
Killing vector ξμ. However, because we do not have an
asymptotically flat spacetime, it is not clear how the
normalization of this Killing vector can be consistently
chosen to enable meaningful comparisons between differ-
ent static configurations. For this reason we have not
attempted to define a mass for our soliton solutions.

IV. STABILITY ANALYSIS

We now consider time-dependent, spherically symmet-
ric, linear perturbations of the static soliton solutions
discussed in the previous section. The field variables f,
h, γ, A0 and Ψ (2.11) now depend on time t as well as the
radial coordinate r. We write these in the form

f ¼ f̄ðrÞ þ δfðt; rÞ;
h ¼ h̄ðrÞ þ δhðt; rÞ;
γ ¼ γ̄ðrÞ þ δγðt; rÞ;

A0 ¼ Ā0ðrÞ þ δA0ðt; rÞ;
Ψ ¼ ψ̄ðrÞ þ δψðt; rÞ; ð4:1Þ

where f̄ (and similarly for the other variables) denotes the
static equilibrium quantity which depends on r only, and
δfðt; rÞ is the linear perturbation. The scalar field pertur-
bation δψðt; rÞ is complex; all other quantities are real.
Following [4], we write δψðt; rÞ in terms of its real and
imaginary parts as follows:

δψðt; rÞ ¼ δuðt; rÞ þ iδ _wðt; rÞ; ð4:2Þ

where the imaginary part of δψ is out of phase with the real
part. We note that an arbitrary function of r only can be
added to δw without changing the scalar field perturba-
tion δψ .
The linearized perturbation equations are derived in [4]

from the dynamical field equations (2.12). It is shown in [4]
using the perturbed Einstein and Maxwell equations and
performing an integration with respect to time that the
metric perturbations δf and δh can be written in terms of

the perturbations of the electromagnetic and scalar fields as
follows:

δf

f̄
¼ 1

r

�
ψ̄

r
− ψ̄ 0

�
δu −

qĀ0ψ̄
0

r
δwþ qĀ0ψ̄

r
δw0 þ δF ðrÞ;

ð4:3aÞ
δh

h̄
ffiffiffī
h

p ¼ −
2qγ̄ψ̄ 0

r2Ā0
0

δwþ 2qγ̄ ψ̄
r2Ā0

0

δw0 þ 2ffiffiffī
h

p
Ā0
0

δA0
0 þ δHðrÞ;

ð4:3bÞ
where δF ðrÞ and δHðrÞ are functions of r only, which
are arbitrary except that they must satisfy the constraint
equation

δF 0 þ
�
f̄0

f̄
þ h̄0

2h̄
þ 1

r

�
δF

¼ rĀ0Ā0
0

2γ̄
δH0 þ rĀ0

2γ̄2

�
q2Ā0

ffiffiffī
h

p
ψ̄2

r2
þ γ̄Ā02

0

Ā0

þ f̄Ā0
0h̄

0

2
ffiffiffī
h

p
�
δH;

ð4:4Þ

which has the solution

δF ¼ rĀ0Ā0
0

2γ̄
δHþ C

rγ̄
; ð4:5Þ

where C is an arbitrary constant of integration which is set
equal to zero in [4]. The imaginary part of the perturbed
scalar-field equation can also be integrated with respect to
time to give [4]

0 ¼ δẅ − γ̄2δw00 þ
�
−γ̄γ̄0 þ q2ψ̄2Ā0

r2Ā0
0

A
�
δw0

þ
�
−q2Ā2

0 −
q2Ā0ψ̄ ψ̄

0

r2Ā0
0

Aþ γ̄γ̄0

r

�
δw

þ qĀ0

�
−2þ ψ̄2

r2
−
ψ̄ ψ̄ 0

r

�
δu

þ qĀ0ψ̄

Ā0
0

δA0
0 − qψ̄δA0 þ δGðrÞ; ð4:6Þ

where we have defined the quantity

A≡ f̄ h̄þrĀ0Ā0
0; ð4:7Þ

and where δGðrÞ is a function of the radial coordinate r
which must satisfy the constraint equation

0 ¼ δF 0 þ
�
r

�
ψ̄

r

�02
−
Ā00
0

Ā0
0

−
Ā0
0

Ā0

−
1

r
þ f̄0

f̄

�
δF

þ qĀ0ψ̄

rγ̄2
δGþ C

rγ̄

�
Ā0
0

Ā0

þ q2ψ̄2Ā0

f̄r2Ā0
0

�
: ð4:8Þ
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We assume that the perturbations of the metric (δf, δh),
the electromagnetic potential (δA0) and the scalar field
(δu=r, δ _w=r) are regular at the origin. With these assump-
tions, the functions δF ðrÞ, δGðrÞ, δHðrÞ can be eliminated
from (4.3), (4.6) as follows. The freedom to add a function
of r only to δw can be used to set δHðrÞ≡ 0 in (4.3b)
without loss of generality. Using the expansions (3.1) and
the assumption that δf is regular at the origin, it follows
from (4.3a) that δF must also be finite at the origin.
Therefore, setting δH ¼ 0 in (4.5), the only possibility is
C ¼ 0 and therefore δF ≡ 0. Finally, from (4.8), we have
that δG≡ 0 as well.
The perturbation equation (4.6) therefore simplifies. The

remaining perturbation equations (comprising the real part
of the perturbed scalar-field equation and one of the
Einstein field equations) also simplify (their derivation
can be found in [4]). Altogether we have three linearized
perturbation equations,

0 ¼ δü − γ̄2δu00 − γ̄γ̄0δu0 þ
�
3q2Ā2

0 þ
γ̄γ̄0

r
− f̄ h̄

�
ψ̄

r

�02

þ f̄Ā02
0

2

��
ψ̄

r

�
2

þ ψ̄ 02
�
−
f̄ ψ̄ ψ̄ 0Ā02

0

r

�
δuþ 2qĀ0γ̄

2δw00

þ qf̄Ā0

�
2

ffiffiffī
h

p
γ̄0 þ

�
−
Ā0
0

Ā0

Aþ h̄
r
þ rĀ02

0

2

��
ψ̄

r

�0
ψ̄

�
δw0

þ qĀ0

�
2q2Ā2

0 −
2γ̄γ̄0

r
þ γ̄ψ̄ 0

�
ψ̄

r

�0�γ̄Ā0
0

Ā0

− γ̄0 −
γ̄

r

��
δw;

ð4:9aÞ

0 ¼ δẅ − γ̄2δw00 þ
�
−γ̄γ̄0 þ q2Ā0ψ̄

2

r2Ā0
0

A
�
δw0

þ
�
−q2Ā2

0 −
q2Ā0ψ̄ ψ̄

0

r2Ā0
0

Aþ γ̄γ̄0

r

�
δw

− qĀ0

�
2þ ψ̄

�
ψ̄

r

�0�
δu

þ qĀ0ψ̄

Ā0
0

δA0
0 − qψ̄δA0; ð4:9bÞ

0 ¼ qψ̄
Ā0
0r

2
Aδw00 þ qψ̄Ā0

r2

�
γ̄0

Ā0Ā0
0γ̄

A −
q2ψ̄2h̄
r2Ā02

0

�
δw0

þ qψ̄Ā0

r2

�
A

rĀ0Ā0
0γ̄

�
−γ̄0 þ rq2Ā2

0

γ̄

�
þ q2h̄ ψ̄ ψ̄ 0

r2Ā02
0

�
δw

−
�
ψ̄

r

�0
δu0 −

��
ψ̄

r

�00
þ
�
1

r
þ γ̄0

γ̄

��
ψ̄

r

�0�
δu

þ
�
δA0

0

Ā0
0

�0
: ð4:9cÞ

We consider time-periodic perturbations of the form

δuðt; rÞ ¼ Re½e−iσt ~uðrÞ�;
δwðt; rÞ ¼ Re½e−iσt ~wðrÞ�;
δA0ðt; rÞ ¼ Re½e−iσt ~A0ðrÞ�; ð4:10Þ

where ~u, ~w and ~A0 are complex functions of r only. Near
the origin, we assume that the functions of r in (4.10) have
the following expansions:

~u ¼ r
X∞
j¼0

ujrj;

~w ¼ r
X∞
j¼0

wjrj;

~A0 ¼
X∞
j¼0

αjrj; ð4:11Þ

where the uj, wj and αj are constants, so that the
perturbations of the scalar and electromagnetic fields are
regular at the origin.
Substituting the expansions (4.11) into the perturbation

equations (4.9) and comparing powers of r, we find that

u1 ¼ w1 ¼ α1 ¼ 0 ¼ u3 ¼ w3 ¼ α3; ð4:12Þ

where we have also used the fact that the perturbed Ricci
scalar curvature must be finite at the origin. We also find
that α2 and u2 are given in terms of σ2, α0, u0, w0 and w2.
Subsequent terms in the expansions (4.11) are also given in
terms of the five quantities σ2, α0, u0, w0 and w2.
At the mirror r ¼ rm, the scalar field perturbation δψ

must vanish for all t, so we require

~uðrmÞ ¼ 0 ¼ ~wðrmÞ: ð4:13Þ
The values of the metric and electromagnetic field pertur-
bations are unconstrained at r ¼ rm.
The boundary conditions (4.13) give only two

constraints on the field perturbations. We therefore expect
to have just two free parameters in the expansions (4.11)
in order to obtain a spectrum of eigenvalues σ2. At the
moment we have five free parameters, σ2, α0, u0, w0 and
w2. Since we have linear perturbation equations (4.9), we
have freedom to set the overall scale of the perturbations.
We choose to fix u0 ¼ 0.5, leaving four arbitrary param-
eters. Of these, only two are gauge invariant.
Performing an infinitesimal Uð1Þ gauge transformation

(2.8) with χ ¼ Re½χ0e−iσt� where χ0 is a complex constant
gives

σ ~w → σ ~wþ iψ̄χ0; ~A0 → ~A0 − iq−1σχ0: ð4:14Þ

Bearing in mind that ~u, ~w and ~A0 are complex functions, we
can therefore choose χ0 to be [using the expansions (3.1)
near the origin]
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χ0 ¼
iw0σ

ϕ0

; ð4:15Þ

and hence set w0 ¼ 0 without loss of generality.
There is also a residual diffeomorphism freedom, cor-

responding to a redefinition of the time coordinate [this is
the time-dependent analogue of the rescaling (3.5)]. Under
an infinitesimal coordinate transformation generated by the
vector

V ¼ ðRe½x0e−iσt�; 0; 0; 0Þ; ð4:16Þ
where x0 is a complex constant, the scalar-field perturbations
and metric perturbation δf are unchanged. The electromag-
netic potential perturbation δA0 and metric perturbation δh
transform in such a way that the relation (4.3b) is unchanged
by this coordinate transformation. In particular, the electro-
magnetic potential perturbation δA0 transforms as follows
(see, for example, the discussion in [59]):

~A0 → ~A0 − iσĀ0x0: ð4:17Þ
Therefore, choosing [again using the expansions (3.1) near
the origin]

x0 ¼ −
iα0
σa0

; ð4:18Þ

wemay setα0 ¼ 0without loss of generality.We are now left
with two free parameters, namely σ2 and w2. We note that in
the black hole case [4], imposing ingoing boundary con-
ditions at the event horizon fixes both the residual Uð1Þ
gauge freedom and the diffeomorphism freedom that we
have here for soliton solutions.
We can now integrate the perturbation equations (4.9)

numerically. We use the expansions (4.11) as initial con-
ditions close to the origin, and seek values of the shooting
parameters σ2, w2 such that the boundary conditions on the
mirror (4.13) are satisfied. The perturbation equations (4.9)
and boundary conditions (4.11) depend only on σ2 since we
are considering time-periodic perturbations and the only time
derivatives in the perturbation equations are δü and δẅ. The
perturbation equations and boundary conditions therefore
define an eigenvalue problem for σ2. When σ2 is real, we can
consider real perturbation functions ~u, ~w and ~A0 without loss
of generality. The system of perturbation equations (4.9) can
be written in the form

σ2M

0
B@

~u

~v
~A0

1
CA ¼ O

0
B@

~u

~v
~A0

1
CA; ð4:19Þ

where O is a second-order differential operator and
M ¼ Diagf1; 1; 0g. The operator O is not symmetric and
therefore the eigenvalue σ2 is not necessarily real, although
we did not find any complex eigenvalues σ2 for all the
solitons we investigatedwith themirror at the first zero of the
equilibrium scalar field.

Our particular interest is in the sign of the imaginary part of
the mode frequency, ImðσÞ. If ImðσÞ > 0, then the pertur-
bations (4.10) are exponentially growing in time and the
corresponding static configuration is unstable. If ImðσÞ ≤ 0,
then the perturbations do not grow with time and the
corresponding static configuration is stable. In our numerical
analysis below, we find that σ2 is real. Therefore, if σ2 > 0,
the frequency σ is also real and the solitons are stable.
However, if σ2 < 0, then the frequency σ is purely imaginary
and there will be perturbations which grow exponentially
with time. In this case the solitons are unstable.
With the scalar-field charge q fixed to be 0.1 using the

scaling symmetry (3.3), we have a two-parameter ða0;ϕ0Þ
space of static equilibrium solutions, shown in Fig. 4. We
now present a selection of numerical results exploring
perturbations of static charged-scalar solitons in this phase
space. For each static equilibrium solution, we search for
values of σ2 and w2 such that the resulting perturbations
satisfy the boundary conditions (4.11) and (4.13). In our
plots we show the lowest value of σ2 found by this method.
Throughout our investigation, the mirror is located at the
first zero of the equilibrium scalar field.
In Fig. 10 we plot the smallest eigenvalue σ2 for fixed

scalar-field charge q ¼ 0.1, various values of a0 and values
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FIG. 10. Smallest eigenvalue σ2 for scalar-field charge q ¼ 0.1,
various fixed values of a0 and ϕ0 ∈ ð0.1; 1.6Þ. Top: σ2 as a
function of the mirror radius rm. Bottom: the same data for σ2, but
plotted as a function of ϕ0.
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FIG. 11. Smallest eigenvalue σ2 for scalar-field charge q ¼ 0.1, various fixed values of ϕ0 and a0 ∈ ð0.2; 3.0Þ. Left-hand plots: σ2 as a
function of the mirror radius rm. Right-hand plots: the same data for σ2, but plotted as a function of a0. To make the behavior more
visible, the data in the top row of plots are repeated in the remaining plots, just for a few values of ϕ0.
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of ϕ0 in the interval (0.1, 1.6). For values of ϕ0 larger than
1.6 there are no static equilibrium solutions for the values of
a0 shown; our numerical method breaks down when ϕ0 is
very small and the mirror is far from the origin. In the two
plots in Fig. 10 we show the same data for σ2, first as a
function of the mirror radius rm and second as a function of
ϕ0. As in Fig. 5, when a0 ¼ 1.4 there are equilibrium
soliton solutions with different values of ϕ0 but the same
mirror radius rm. This is why the a0 ¼ 1.4 curve for σ2 as a
function of rm is double valued. In general we find that σ2

decreases as rm increases and ϕ0 decreases for fixed a0.
For all values of a0 and ϕ0 considered in Fig. 10, the
lowest value of σ2 that we find is positive. Therefore, all
equilibrium solutions with these values of a0 and ϕ0 are
stable.
We explore the parameter space of equilibrium solutions

further in Fig. 11. Here we fix the scalar-field charge to be
q ¼ 0.1, consider various fixed values ofϕ0 and then vary a0
in the interval (0.2, 3).We focus particularly on larger values
of ϕ0 and a0. The plots on the left-hand side of Fig. 11 show
the lowest value of σ2 as a function of the mirror radius rm;
the plots on the right-hand side show the same data for σ2,
but as a function of a0. In the top row in Fig. 11we show data
for various fixed values of ϕ0 ∈ ½0.8; 2.0�. The same data
are shown in the lower plots in Fig. 11, but in each case for a
small number of fixed values of ϕ0, in order to make the
behavior of σ2 easier to see. The corresponding plots of the
mirror radius rm as a function of a0 for the same values ofϕ0

can be found in Fig. 6.
For the smallest value of ϕ0 considered in Fig. 11,

namely ϕ0 ¼ 0.8, we see that σ2 is always positive and
increases as a0 increases and rm decreases. However, the
behavior for larger values of ϕ0 is markedly different. For
all ϕ0 ≥ 1.1 shown in Fig. 11, we see that the lowest value
of σ2 decreases as a0 increases, and becomes negative for
sufficiently large a0. We deduce that the solitons with
smaller values of a0 are stable, but those for larger a0 are
unstable. The value of a0 at which σ2 passes through zero
shows complicated behavior: at first it decreases as ϕ0

increases, but for ϕ0 ≥ 1.4 it increases as ϕ0 increases.
The behavior of the lowest value of σ2 as a function of

the mirror radius rm can be seen in the left-hand plots in
Fig. 11, and is also quite complicated. For some values of
rm it is double valued because there are two values of a0 for
that particular ϕ0 for which the mirror has the same radius
rm; see Fig. 6. For ϕ0 ¼ 0.8, the mirror radius rm decreases
monotonically as a0 increases, and, as already noted, σ2 is
positive for all values of rm studied. For larger values of ϕ0

in Fig. 11, the lowest value of σ2 is negative for some values
of rm. For some small rm there are two values of σ2; these
correspond to different values of a0, with the smaller values
of σ2 arising for larger values of a0. For all the cases we
have examined, the negative values of σ2 arise when rm is
less than about 20. In Fig. 11 we have studied values of a0

only up to 3. For this range of values of a0, it can be seen
that when ϕ0 ¼ 1.9 or 2.0 that σ2 is always positive.
However, we expect that σ2 will become negative if we
consider larger values of a0.
From this analysis we conclude that the stability of the

soliton solutions depends on the values of the scalar field ϕ0

and electromagnetic potential a0 at the origin. Roughly
speaking, when these are both small (and the mirror radius
rm is large) the solitons appear to be stable; we were unable
to find any negative values of the eigenvalue σ2. However,
for sufficiently large ϕ0 and a0 (and, consequently, suffi-
ciently small mirror radius rm), we find negative values of
σ2 and some of the solitons are unstable.
To see how the stability of the solitons depends on the

parameters a0 and ϕ0 when the mirror radius rm is fixed, in
Figs. 12 and 13 we plot the lowest eigenvalue σ2 for the
solutions lying on that part of the rm ¼ 18 contour in the
ða0;ϕ0Þ-plane depicted in Fig. 7. Figure 12 shows σ2 as a
function of the parameters a0 and ϕ0 on this contour, while
Fig. 13 shows the same data as a function of the soliton
electric charge Q (3.8). From Fig. 12 we see that the
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FIG. 12. Smallest eigenvalue σ2 for solitons with fixed mirror
radius rm ¼ 18 and scalar charge q ¼ 0.1. The equilibrium
solutions considered are those lying on the portions of the
rm ¼ 18 contour in the ða0;ϕ0Þ-plane shown in Fig. 7. The
same data are shown in the two plots. Top: σ2 as a function of a0.
Bottom: σ2 as a function of ϕ0.
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solitons with smaller values of a0 and ϕ0 are stable and
have σ2 > 0, while σ2 < 0 and the solutions become
unstable for large a0 and ϕ0 on the rm ¼ 18 contour. As
we have already seen in Fig. 9, the two parts of the rm ¼ 18
contour correspond to two branches of solutions, one (the
low-charge branch) having smaller soliton electric charge
Q and the other (the high-charge branch) having larger
values of Q. In Figs. 12 and 13 we find both stable and
unstable solitons on both branches. From Fig. 13, on the
low-charge branch, solitons with smaller values of Q are
stable while those with larger Q are unstable. In contrast,
for the high-charge branch, it is those solitons with smaller
values ofQ which are unstable while those with largeQ are
stable. We investigated other constant rm contours and
found similar behavior.

V. DISCUSSION

In this paper we have presented new regular soliton
solutions of the Einstein-charged-scalar-field equations in a

cavity. The static, spherically symmetric solutions are
regular everywhere inside and on a reflecting boundary
at r ¼ rm, on which the scalar field vanishes. As with the
corresponding black hole solutions [4], these solitons do
not exist in asymptotically flat spacetime in the absence of
the mirrorlike boundary.
The mirror is placed at the zero of the equilibrium scalar

field nearest the regular origin. The static field equations
possess a scaling symmetry which means that we can fix
the scalar-field charge q without loss of generality. The
system then has a single length scale, set by the radius of
the mirror rm. This is in contrast to the black hole case,
where there are two length scales: the radius of the mirror
rm and the radius of the event horizon rh. The phase space
of soliton solutions is therefore simpler than the black hole
phase space described in [4]. With the scalar-field charge q
fixed, the soliton solutions are parametrized by two
quantities: the value of the scalar field at the origin ϕ0,
and the electromagnetic potential at the origin, a0.
In the black hole case, there is an upper bound on the

corresponding phase space parameter describing the
electromagnetic field, which arises from the requirement
of a regular event horizon. In the soliton case, there are no
a priori constraints on the parameters a0 and ϕ0. For each
value of a0, we find regular soliton solutions in a finite
range of values of ϕ0. However, we have not been able to
find an upper bound on the value of a0 for which there are
nontrivial soliton solutions. When a0 is very large, the size
of the interval in ϕ0 for which there are soliton solutions
increases and the mirror radius can be extremely small.
We then examined the stability of the above soliton

solutions under linear, spherically symmetric, perturbations
of the metric, electromagnetic potential and scalar field,
considering time-periodic perturbations with frequency σ.
All the solutions we examined with sufficiently large mirror
radius rm are such that the lowest value of σ2 found is
positive (and hence the frequency σ is real). Therefore the
solitons appear to be stable if the mirror radius is large.
However, for sufficiently small values of the mirror radius
rm, corresponding to sufficiently large values of a0 and ϕ0,
we find that for some (but not all) solitons the lowest value
of σ2 is negative, so that the frequency σ is imaginary and
the solitons are unstable. Although the stability of the
solitons depends in a complicated way on the parameters a0
and ϕ0, we may understand our results heuristically by
considering a fixed, but large, ϕ0. As the parameter a0
increases, the electric field strength also increases, as does
the matter energy density at the origin. It seems to be the
case that if a0, and hence the matter energy density at the
origin, gets too large, then the soliton becomes unstable.
Are there scalar solitons in analogous situations which

share the qualitative stability features we find here? Our
spacetime has a timelike boundary, the reflecting mirror,
and a natural analogue would be charged-scalar solitons in
adS spacetime where the boundary of the spacetime is
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FIG. 13. Smallest eigenvalue σ2 for solitons with fixed mirror
radius rm ¼ 18 and scalar charge q ¼ 0.1, plotted as a function of
the soliton electric charge Q (3.8). The equilibrium solutions
considered are those lying on the portions of the rm ¼ 18 contour
in the ða0;ϕ0Þ-plane shown in Fig. 7. The same data as in Fig. 12
are plotted. Top: σ2 as a function of Q for the low-charge branch
(the branch of solutions with smaller ϕ0 for fixed a0). Bottom: σ2

as a function of Q for the high-charge branch (the branch of
solutions with larger ϕ0 for fixed a0).
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timelike. The phase space of charged-scalar solitons in
four-dimensional adS spacetime is extremely rich [60] (see
[61] for a similarly comprehensive study of charged-scalar
solitons in adS5 spacetime). The work in [60,61] considers
in depth the ðM;QÞ-phase space of solutions, where M is
the mass of the asymptotically adS solitons. It is therefore
difficult to draw analogies with our cavity system since we
are unable to consistently define a mass for our soliton
solutions.
Instead, we consider a more helpful analogy to be boson

stars, that is, solitons in models involving a time-dependent
complex scalar field with a self-interaction potential but no
electromagnetic field (see, for example, [62] for a review of
boson stars in asymptotically flat spacetime). In asymp-
totically flat spacetime, ground-state boson stars have a
scalar field profile which has no zeros. For these boson
stars, if the central density is larger than a particular critical
value they are unstable; if the central density is smaller than
the critical value the boson stars are stable [63–65]. Similar
behavior is observed for charged boson stars in asymp-
totically flat spacetime [66] and also for boson stars in
asymptotically adS spacetime [67]. A nonlinear analysis
[68] reveals that an unstable ground-state boson star in
asymptotically flat spacetime may collapse to form a black
hole or scalar radiation may escape to infinity, with a stable
boson star as the end-point configuration. It is also possible
for an unstable boson star to dissipate completely, so that
ultimately the spacetime is pure Minkowski.
What then might be the end point of the instability we

have found for some charged-scalar solitons inside a small
cavity? One possibility is that the configuration settles into
an alternative (stable) charged-scalar soliton, although the
presence of the mirror makes this unlikely in our view, as
there is no mechanism in this scenario for scalar radiation
(and thus charge) to escape the system. We conjecture
instead that an unstable charged-scalar soliton, when
perturbed, collapses to form a black hole. This black hole
could have charged-scalar hair, or could be a Reissner-
Nordström black hole without scalar hair. Recent results
[4,56] suggest that the outcome depends on the mirror
radius. One could start by evolving our linear perturbation
equations in the time domain, to verify our frequency-
domain analysis in this paper. To determine the ultimate
fate of the instability would require an evolution of the full
nonlinear system employing techniques from numerical
relativity [56,57,69].
In summary, our investigation complements recent work

[4,56,57] which casts fresh light on the fate of the black
hole bomb instability. In the Einstein-charged-scalar-field
system, a consensus has emerged: generically, in both the
cavity [56] and adS spacetime [57] contexts, a charged
black hole in vacuum can evolve towards a hairy configu-
ration which is stable. Here, we have shown that, as
expected, the hairy black holes in a cavity are accompanied
by a wider class of solitonic solutions; and, further, that

both stable and unstable solitons exist. We have conjectured
that the unstable solitons collapse into black holes, though
this remains to be investigated. An important open question
is whether any conclusions drawn from studying the
charged superradiant instability apply in the (potentially
astrophysically relevant) rotating case, where a class of
scalar-hairy four-dimensional Kerr black holes [36–38,41]
appears to be a plausible candidate for end products of the
black hole bomb instability.
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APPENDIX: NONEXISTENCE OF
ASYMPTOTICALLY FLAT GRAVITATING

CHARGED-SCALAR SOLITONS

In this appendix we outline the proof of the nonexistence
of asymptotically flat, static, spherically symmetric,
charged-scalar solitons. We essentially follow the argument
in [58], adapted to soliton rather than black hole solutions,
and restricted to spherically symmetric configurations only.
We start with the static scalar-field equation (2.14d),

multiply throughout by −r2ϕ
ffiffiffi
h

p
and integrate from r ¼ 0

to r ¼ ∞,

0 ¼
Z

∞

r¼0

�
−ϕ

d
dr

ðr2f
ffiffiffi
h

p
ϕ0Þ − ðqA0Þ2

f
ffiffiffi
h

p r2ϕ2

�
dr

¼ ½−r2f
ffiffiffi
h

p
ϕϕ0�∞r¼0

þ
Z

∞

r¼0

�
r2f

ffiffiffi
h

p
ϕ02 −

ðqA0Þ2
f

ffiffiffi
h

p r2ϕ2

�
dr; ðA1Þ

where we have performed an integration by parts. Similarly,
taking the electromagnetic field equation (2.14c), multi-
plying throughout by −r2A0=f

ffiffiffi
h

p
and integrating from

r ¼ 0 to r ¼ ∞ gives

0 ¼
Z

∞

r¼0

�
−A0

d
dr

�
r2ffiffiffi
h

p A0
0

�
þ q2r2

f
ffiffiffi
h

p A2
0ϕ

2

�
dr

¼
�
−

r2ffiffiffi
h

p A0A0
0

�∞
r¼0

þ
Z

∞

r¼0

�
r2ffiffiffi
h

p E2 þ q2r2

f
ffiffiffi
h

p A2
0ϕ

2

�
dr;

ðA2Þ

where E ¼ A0
0 and we have integrated by parts. Since all the

field variables f, h, ϕ and ϕ0 must be finite at the origin, the
r ¼ 0 contributions to the boundary terms in (A1) and (A2)
both vanish.
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In order to have an asymptotically flat spacetime, we
require that the metric functions f and h have the following
behavior as r → ∞:

f ¼ 1þOðr−ΔÞ; h ¼ 1þOðr−ΔÞ; ðA3Þ

for some Δ > 0. In (A3), we mean that the largest nonunity
term in one of f or h is Oðr−ΔÞ; it may be that this is the
largest subleading term in both f and h, but we do not
assume that this is necessarily the case. It is therefore
possible that in (A3), one (but not both) of the Oðr−ΔÞ
terms should be oðr−ΔÞ according to the strict definition of
this notation. In the following, any terms written Oðr− ~ΔÞ
for some ~Δ should be interpreted to mean “no larger than
r− ~Δ as r → ∞,” whether ~Δ is positive or negative.
Using (A3) as described above, the relevant components

of the Ricci tensor have the following behavior as r → ∞:

Rtt ∼Oðr−Δ−2Þ; Rrr ∼Oðr−Δ−2Þ; Rθθ ∼Oðr−ΔÞ:
ðA4Þ

The corresponding components of the trace-reversed stress-
energy tensor

~Tμν ¼ Tμν −
1

2
gμνT; ðA5Þ

where T ¼ Tμ
μ is the trace of the stress-energy tensor, must

have the same behavior as (A4) as r → ∞. The relevant
components of the trace-reversed stress-energy tensor are

~Ttt ¼
1

2
fE2 þ q2A2

0ϕ
2;

~Trr ¼ −
1

2fh
E2 þ ðϕ0Þ2;

~Tθθ ¼
r2E2

2h
: ðA6Þ

Considering Rθθ, we immediately have A0
0 ∼Oðr−1−Δ=2Þ as

r → ∞. Then Rrr and Rtt give, respectively, that ϕ0 ∼
Oðr−1−Δ=2Þ and A0ϕ ∼Oðr−1−Δ=2Þ as r → ∞. The field
equations (2.14c) and (2.14d) then imply that A0 ∼Oðr−1Þ
and ϕ ∼Oðr−1Þ as r → ∞. Combining these conditions on
A0, ϕ and their derivatives as r → ∞, we deduce that A0,
ϕ ∼Oðr− ~ΔÞ as r → ∞, where ~Δ ¼ maxf1;Δ=2g. Therefore
the boundary terms from r → ∞ in (A1) and (A2) vanish.
Now turn to (A2). On the right-hand side of the equality

we have the sum of two positive terms. The only way this
sum can be zero is if both positive terms are individually
zero. Therefore it must be the case that A0

0 ≡ 0 for all
r ∈ ½0;∞Þ, and furthermore that A0ϕ≡ 0, so that A0 is a
constant everywhere and either A0 or ϕ vanishes identically.
Substituting A0ϕ≡ 0 into (A1) leaves a single positive

term on the right-hand side of the equality, which must
vanish. This means that ϕ0 ≡ 0 for all r ∈ ½0;∞Þ.
In summary, the only possible asymptotically flat soliton

solution of the field equations (2.14) is Minkowski space-
time with f ≡ 1≡ h and ϕ, A0 being constant. Since we
have shown that ϕ and A0 both tend to zero as r → ∞, they
must both vanish identically.
The above proof begins with the assumption that neither

ϕ nor A0 vanishes identically. If we have A0 ≡ 0 but ϕ ≠ 0
as a starting point, then (A2) is trivial and the second term
in the integral in (A1) vanishes. In this case, comparing the
rr components of the Ricci tensor and trace-reversed stress-
energy tensor reveals that ϕ0 ∼Oðr−1−Δ=2Þ as r → ∞. If
A0 ≡ 0, then the field equations (2.14) depend only on ϕ0
and not on ϕ. We may therefore assume, without loss of
generality, that ϕ → 0 as r → ∞. As a result of this
assumption, the boundary term in (A1) vanishes. The
integrand in (A1) is a single positive term which must
therefore vanish identically, giving ϕ≡ 0.
On the other hand, if we assume that ϕ≡ 0 but A0 ≠ 0,

the system reduces to pure Einstein-Maxwell theory, for
which it is well known (see, for example, [70]) that there
are no nontrivial soliton solutions.
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