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We present the new nCTEQ15 set of nuclear parton distribution functions (PDFs) with uncertainties.
This fit extends the CTEQ proton PDFs to include the nuclear dependence using data on nuclei all the way
up to 208Pb. The uncertainties are determined using the Hessian method with an optimal rescaling of the
eigenvectors to accurately represent the uncertainties for the chosen tolerance criteria. In addition to the
deep inelastic scattering and Drell-Yan processes, we also include inclusive pion production data from
the Relativistic Heavy Ion Collider to help constrain the nuclear gluon PDF. Furthermore, we investigate
the correlation of the data sets with specific nuclear PDF flavor components and asses the impact
of individual experiments. We also provide comparisons of the nCTEQ15 set with recent fits from
other groups.
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I. INTRODUCTION

In the last 30 years, an impressive array of discoveries in
particle physics has come from high energy hadron experi-
ments. These discoveries, along with many other key
measurements, rely on our understanding of nucleon
structure. A nucleon can be described using the language
of parton distribution functions (PDFs) which is based on
QCD factorization theorems [1–3]. PDFs are determined in
global analyses of a variety of different hard scattering
processes such as deep inelastic scattering (DIS), Drell-Yan
(DY) lepton pair production, vector boson production, and
the inclusive jet production. The backbone of any global
analysis is the very precise DIS structure function data from
HERA which cover a wide kinematic range in ðx;Q2Þ.
Several global analyses, based on an ever growing set of
precise experimental data and on next-to-next-to-leading
order (NNLO) theoretical predictions, are regularly
updated and maintained [4–9].
Over the years, a series of global analysis studies have

been performed within a single framework, or comparing
different frameworks. For example, detailed studies of
PDF uncertainties have been compared using Hessian,
Lagrangian, and Monte Carlo methods. Furthermore, the
precision of experimental data and theoretical predictions
in the proton case allows one to perform studies of smaller

effects such as the difference between the treatment of
heavy quarks in different analyses or the exact treatment
of target-mass corrections and higher twist effects. As a
consequence, the nucleon structure is quite well known
over a wide kinematic range.
Similarly, the theoretical description of hard scattering

processes in lepton-nucleus and proton-nucleus reactions
requires the knowledge of parton distribution functions
inside nuclei characterized by the atomic number A and the
charge Z. It has been known since the discovery of the
European Muon Collaboration (EMC) effect [10] more
than 30 years ago that the nucleus cannot be considered as
an ensemble of Z free protons and (A − Z) free neutrons.
Consequently, the nuclear PDFs (nPDFs) will differ from
the naive additive combination of free-proton and neutron
PDFs. As in the proton case, nPDFs have been determined
in the literature by global fits to experimental data for hard
scale processes including deep inelastic scattering on nuclei
and nuclear collision experiments [11–14]. However, com-
pared to the proton, our knowledge of nuclear PDFs is
much less advanced. There are several reasons.
On the theoretical side, the description of nuclear

induced hard processes is more challenging due to the
complex nuclear environment. Still, all global nuclear PDF
analyses rely on the assertion that the QCD factorization
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theorems remain valid for lA and pA hard scattering
processes; see, e.g., Refs. [15,16]. In fact, it is only in
this context that the universal parton distributions
(fAi ðx;QÞ) are defined; they are given as matrix elements
of the same local twist-2 operators as in the proton case but
on nuclear states. The nuclear PDFs then account for
nuclear effects (in particular EMC suppression, shadowing,
antishadowing) at the twist-2 level in a universal manner,
and the entire formalism becomes predictive. However,
higher twist contributions are expected to be enhanced in a
nucleus (∝ A1=3) [15,16]. Here, final-state rescattering
corrections due to the propagation of the outgoing partons
through the nuclear medium, which are higher twist, should
be power suppressed but may be substantial and so must be
either included in the analysis or eliminated by suitable
kinematic cuts.1 In addition, other effects like a different
propagation of the hadronic fluctuations of the exchange
bosons in the nuclear medium,2 gluon saturation, and
deviations from Dokshitzer-Gribov-Lipatov-Altarelli-
Parisi (DGLAP) evolution at small x may play a more
prominent role in the nuclear case; see, e.g., Refs. [18,19]
and references therein.
Ultimately, the validity of the twist-2 factorization

formalism will be tested phenomenologically by how
well our approach based on the factorization assumption
describes the data. The existing global analyses generally
lead to a good description of the data confirming this
picture; however, it may be challenged by future precision
data from the LHC and an electron-ion collider covering
an extended kinematic plane. It is notable that tensions
between νA DIS data and lA DIS data have been reported
[20,21], which might be due to higher twist contributions or
indicate a breaking of twist-2 factorization. These tensions
largely disappear if the correlations between the NuTeV
data points are discarded [22].
The other reason why nuclear PDFs lag behind the

proton analyses can be traced back to the lack of precise
experimental data. For example, the constraints on the
nPDFs for any single nucleus are (so far) too scarce so that
experimental data from scattering on multiple nuclei must
be considered. Since the nuclear effects are clearly depen-
dent on the number of nucleons, this requires modeling of
the nontrivial nuclear A dependence of the parton distri-
butions. Even after combining the data sets for different
nuclei, the precision of the nuclear PDFs is not yet
comparable to the proton PDFs where quark distributions

for most flavors together with the gluon distribution are
reliably determined over a broad kinematic range, due to
the smaller number and hence smaller kinematic coverage
of the current relevant nuclear data. As a consequence, the
nuclear PDFs in every analysis have large uncertainties as
the parton distributions are not fully constrained by the
available data. The nuclear PDFs still largely depend on
assumptions inherent in every analysis. The dependence on
assumptions, such as for example the parametrization form,
leads to predictions where different analyses differ by more
than the estimated uncertainties. It follows therefore that in
order to assess the true uncertainty, all available results and
their uncertainties should be considered and combined.
In this paper, we present a new analysis of nuclear PDFs

in the CTEQ global PDF fitting framework. We use
theoretical predictions at the next-to-leading order to fit
all available data from charged lepton DIS and Drell-Yan
dilepton production as in our previous analysis [13]. In
addition, we have added inclusive pion production data
from the Relativistic Heavy Ion Collider (RHIC) and have
performed a careful analysis of the uncertainties using the
Hessian method. Our framework differs considerably from
other global analyses of nuclear PDFs with which we
compare our results.
The remainder of this paper is organized as follows. In

Sec. II, we introduce in detail the framework including the
parametrization of the nPDFs at the input scale together
with a review of the Hessian method which we use to
estimate the uncertainties on the nPDFs. In Sec. III, we
review the experimental data included in the fit. In Sec. IV,
we present the results of our fit, compare with recent
results from the literature, and examine the correlations
between individual PDF flavors and the various experi-
ments. Finally, in Sec. V, we summarize the obtained
results. Additionally, we include two Appendixes. In
Appendix A, we provide details on the Hessian rescaling
method, and in Appendix B, we comment on the usage and
availability of our nPDFs.

II. NPDF FRAMEWORK

In this section, we describe in detail the framework of the
nCTEQ global analysis. For the purpose of fitting nuclear
parton distributions, we will parametrize fp=Ai ðx;Q0Þ, the
PDFs of a proton bound in a nucleus A, then construct
the full distributions of partons in the nucleus using isospin
symmetry and in the end perform a fit just like in the case
of the free proton. Indeed, isospin symmetry is used to
construct the PDFs of a bound neutron, fn=Ai ðx;QÞ, from
those of the proton by exchanging up- and down-quark
distributions. Afterward, the parton distributions of the
nucleus are constructed as

fðA;ZÞi ðx;QÞ ¼ Z
A
fp=Ai ðx;QÞ þ A − Z

A
fn=Ai ðx;QÞ; ð2:1Þ

1Needless to say that the final-state interactions do not concern
the fully inclusive DIS structure functions but may be relevant
for less inclusive observables (single pion production, dimuon
production in νA DIS, …). On the other hand, power suppressed
initial state interactions are expected to be numerically small.

2There could be modifications of charged-current neutrino
scattering that are different than those for neutral current charged
lepton scattering for instance due to the exchange of a charged
massive vector boson [17].
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where Z is the number of protons and A the number of
protons and neutrons in the nucleus.3

The theoretical calculations in our global analysis make

use of parton distributions of a particular nucleus fðA;ZÞi to
determine the DIS structure functions, Drell-Yan cross
sections, or the cross section for an inclusive pion
production,

FA
2 ðx;Q2Þ ¼

X
i

fðA;ZÞi ðx;Q2Þ ⊗ C2;iðx;Q2Þ; ð2:2Þ

dσAB→ll̄X ¼
X
ij

fðA1;Z1Þ
i ⊗ fðA2;Z2Þ

j ⊗ dσ̂ij→ll̄X; ð2:3Þ

dσdA→πX ¼
X
ijk

fdi ⊗ fðA;ZÞj ⊗ dσ̂ij→kX ⊗ Dπ
k; ð2:4Þ

where ⊗ stands for a convolution integral over the
momentum fraction. The DIS structure functions calcula-
tions are carried out using the ACOT variable flavor
number scheme [3,23–25] at next-to-leading order in
QCD [26].4 We take into account only the dominant
target-mass effects which are included in the structure
function expressions in the ACOT scheme [23]. Full
treatment of the target-mass corrections [30] is not neces-
sary in our analysis because they are relevant mostly at
large x and low Q2, a region of phase space which we
exclude by kinematic cuts. Moreover, the target-mass
corrections are expected to be of lesser importance in
the ratios of structure functions.
In all theory calculations, we identify the renormaliza-

tion and factorization scales: μ ¼ μR ¼ μF. The scale is set
differently for different processes: in deep-inelastic scatter-
ing, it is set to the virtuality of the exchanged vector boson
μ2 ¼ Q2; in Drell-Yan production processes, it is set to the
invariant mass of the produced lepton pair μ2 ¼ M2; and in
inclusive pion production, the common scale is set equal to
the final-state fragmentation scale as μ ¼ μ0F ¼ 0.5pT
where pT is the transverse momentum of the produced
π0. To speed up the evaluation of next-to-leading order
(NLO) cross sections in the fit, we have the ability to

use K-factors; however, for the final fitting, the full next-to-
leading order calculations are used. In the case of inclusive
pion production, we use the results of Ref. [31,32] and
speed up the calculation by using precomputed grids
already including convolutions with one PDF and frag-
mentation function and leaving only one convolution
(with the nuclear PDFs) to be calculated during the fitting
procedure.

A. Parametrization

The starting point of any determination of parton
distribution functions is the parametrization of individual
distributions at the input scale Q0. The parametrization of
the presented nCTEQ nuclear PDFs is the same as in our
previous analyses [13,21,33]. It mimics the parametrization
used in the free-proton CTEQ fits [34–36] and takes the
following form:

xfp=Ai ðx;Q0Þ ¼ c0xc1ð1 − xÞc2ec3xð1þ ec4xÞc5 ;
for i ¼ uv; dv; g; ūþ d̄; sþ s̄; s − s̄;

d̄ðx;Q0Þ
ūðx;Q0Þ

¼ c0xc1ð1 − xÞc2 þ ð1þ c3xÞð1 − xÞc4 :

ð2:5Þ

The input scale is chosen to be the same as for the free-
proton fits [34,36], namely Q0 ¼ 1.3 GeV.
However, this parametrization needs to be appropriately

modified to accommodate the additional nuclear degrees of
freedom. As in other available nuclear PDFs [11,12,14],
nuclear targets are characterized only by their atomic mass
number A. However, in contrast to those nPDFs where the
nuclear effects are added on top of the free-proton PDFs in
the form of ratios, in our analysis we introduce the
additional A dependence directly to the c-coefficients of
Eq. (2.5):

ck → ckðAÞ≡ck;0þck;1ð1−A−ck;2Þ; k¼f1;…;5g: ð2:6Þ

This parametrization is designed in such a way that for
A ¼ 1 one recovers the underlying PDFs of a free
proton. The free-proton PDFs are described by the
coefficients ck;0 which in our analysis are fixed to values
of the fit of Ref. [34] which is close to CTEQ6.1 [36] but
has the advantage of having minimal influence from
nuclear data.
Although in principle this framework can be used to

determine the strange quark content of the bound nucleon,
there is not sufficient data available to reliably do that.
Therefore, we assume that at the initial scale Q0,

sp=Aðx;Q0Þ ¼ s̄p=Aðx;Q0Þ ¼
κðAÞ
2

ðūp=A þ d̄p=AÞ; ð2:7Þ

3Note that the PDFs of the nucleus, fðA;ZÞi ðx;QÞ, are the objects
of interest which are constrained by the experimental data,
whereas the fp=Ai ðx;QÞ and fn=Ai ðx;QÞ are just effective quan-
tities used internally to decompose the nuclear PDFs. They
should not be interpreted literally as matrix elements of local
operators where the free nucleon states have been replaced by
bound nucleon states in a nuclear medium since they also include
effects from multinucleon states. The notion of “effective bound
nucleon PDFs” is also used in the literature discussing the
factorization in the case of pA interactions [15].

4For recent extensions of the ACOT scheme to higher orders,
required for global analyses at next-to-next-to-leading order, see
Refs. [27,28]; the massless limits have been validated with the
help of QCDNUM [29].
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where κðAÞ is an A-dependent normalization factor para-

metrized as κðAÞ ¼ ðcsþs̄
0;0 þ csþs̄

0;1 ð1 − A−csþs̄
0;2 ÞÞ.5

The normalization coefficients c0 in Eq. (2.5) are differ-
ent than the other parameters. They are also dependent on
the atomic number, but not all of them are free parameters
that can be fitted. Most of them are constrained by sum
rules. The normalization coefficients for the valence quark
PDFs are constrained for each atomic number A by
requiring that they obey the number sum rules

Z
1

0

dxfp=Auv ðx;Q0Þ¼ 2;
Z

1

0

dxfp=Adv
ðx;Q0Þ¼ 1: ð2:8Þ

The remaining normalization coefficients are constrained
by the momentum sum rule

Z
1

0

dx
X
i

xfp=Ai ðx;Q0Þ ¼ 1; ð2:9Þ

which, however, can only determine one of them. The rest
of the normalization parameters are either considered as
free parameters in the fit or are fixed using additional
assumptions to simplify the analysis [e.g., like Eq. (2.7)].
We choose to introduce free parameters for the momentum
fraction of the gluon and for the momentum fraction of
sþ s̄ to be determined during the global fit together with
the parameters from Eqs. (2.5) and (2.6). The A-dependent
momentum fraction of gluon is parametrized as

Z
1

0

dxxgp=Aðx;Q0Þ ¼ Mg exp ½cg0;0 þ cg0;1ð1 − A−cg
0;2Þ�;

ð2:10Þ

which modifies the momentum fraction of the gluon in a
free proton (described by coefficients Mg and cg0;0).
The momentum fraction of the sþ s̄ combination is then

given by

Z
1

0

dxxðsp=Aðx;Q0Þþ s̄p=Aðx;Q0ÞÞ

¼ κ

ð2þκÞ
�
1−
Z

1

0

dx
X
i

xfp=Ai

�
½csþs̄

0;0 þcsþs̄
0;1 ð1−A−csþs̄

0;2 Þ�;

ð2:11Þ

where the sum runs through i ¼ uv, dv, g. The remaining
normalization parameters are taken care of by the momen-
tum sum rule and do not introduce additional free
parameters.

The parametrization of Eq. (2.5) together with the whole
nCTEQ nuclear PDF framework has been designed in
analogy to the free-proton PDFs where parton momentum
x is restricted to be in the range (0,1). However, in the
nuclear case, x represents the parton fractional momentum
with respect to the average momentum carried by a nucleon.
Since a particular nucleon can have a momentum bigger than
an average nucleon, x can extend up to A in a nucleus with
an atomic number A. If one were to take this into account,
one would have to modify the sum rules in Eqs. (2.8) and
(2.9) together with the DGLAP evolution. However, the
structure functions at x > 1 fall off rapidly, and the con-
tribution to the moments of the structure functions from the
region of x > 1 is very small [37,38]. Therefore, all currently
available nuclear PDFs have been obtained neglecting the
x > 1 region, and we follow the same path.6

B. Finding the optimal PDFs

The fitting procedure used to find PDFs that describe the
considered data best is based on minimizing the appropriate
χ2 function, as described in Ref. [35]. The simplest
definition of the χ2 function for n experiments is

χ2ðfajgÞ ¼
X
i

½Di − TiðfajgÞ�2
σ2i

; ð2:12Þ

where Di are the measured experimental values, Ti are
the corresponding theoretical predictions, and σ2i are the
systematic and statistical experimental errors added in
quadrature. The parameters fajg are a set of free parameters
which define the PDFs at the input scale [see Eq. (2.5)] and
are varied in order to find the minimum of the χ2 function.
This simple χ2 definition, with slight modifications

allowing for the inclusion of overall changes to data
normalization, is used by most of the groups performing
nuclear global analyses. However, in the current analysis,
as in the previous nCTEQ fits [13,20,21,33], this simple
definition is modified to account for correlations in the
experimental uncertainties. We follow here the prescription
suggested in Ref. [35]. The total χ2 for n experiments with
parameters fajg is defined to be

χ2ðfajgÞ ¼
X
n

wnχ
2
nðfajgÞ; ð2:13Þ

where wn is the weight for experiment n; for our fits, all
weights are set to 1. The χ2n is a contribution from one
individual experiment n, and this is given by

5This is a straightforward generalization of the approach
employed in the underlying proton analysis which also assumes
that at the initial scale Q0 the strange quark PDFs are constrained
by s ¼ s̄ ¼ κ

2
ðūþ d̄Þ.

6In fact, the first next-to-leading order nuclear PDF analysis
[39] used a framework which at least in principle allows one to
accommodate the case of x > 1.
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χ2nðfajgÞ ¼
X
i

½Di − TiðfajgÞ�2
α2i

−
X
k;k0

BkA−1
kk0Bk0 ; ð2:14Þ

where i runs over data points and k, k0 run over sources of
the correlated uncertainties. For each experimental data
point, we sum the statistical error σi together with the
uncorrelated systematic error ui in quadrature to obtain
α2i ¼ σ2i þ u2i . The components of the correlated uncer-
tainties are given by [35]

BkðfajgÞ ¼
X
i

βik½Di − TiðfajgÞ�
α2i

;

Akk0 ¼ δkk0 þ
X
i

βikβik0

α2i
; ð2:15Þ

where βik are the sources of correlated systematic errors.
We stress that in this procedure only the experimental

uncertainties are accounted for; all theoretical and model
uncertainties (e.g., missing higher order corrections, para-
metrization choice, etc.) are not taken into account.
Having defined the appropriate χ2 function, it needs to be

minimized with respect to the fitting parameters fajg that
define the bound proton PDFs at the initial scale Q0. We
perform the minimization using the pyMinuit package [40]
which is a python interface to “SEAL-Minuit” [41]—a C++
rewrite of the original Fortran Minuit package [42].

C. Estimating uncertainties of PDFs

In Sec. II B, we described how we obtain our best
estimate (the central value) of the nCTEQ nuclear PDFs as
the minimum of the χ2 function defined in Eq. (2.12). Now,
we want to probe the vicinity of this minimum to be able
to estimate uncertainties on our prediction. This is done
using the Hessian method [43,44], which will be briefly
described in the following. We follow the notation of
Ref. [43] and refer the reader to this publication for more
details on the Hessian formalism.

1. Determination of the Hessian matrix

The basic assumption of the Hessian method is that near
its minimum the χ2 function can be approximated by a
quadratic form of the fitting parameters faig. Therefore, it
can be written as

χ2 ¼ χ20 þ
X
i;j

Hijyiyj; ð2:16Þ

where yi ¼ ai − a0i are the parameter shifts from the
minimum given by the a0i parameters, χ20 ≡ χ2ðfa0i gÞ is
the value of the χ2 function in the minimum, and Hij is the
Hessian matrix defined as

Hij ¼
1

2

� ∂2χ2

∂yi∂yj
�

ai¼a0i

: ð2:17Þ

Since the HessianHij is a symmetric n × nmatrix (where n
is the number of free parameters ai), it has n orthogonal
eigenvectors forming a basis in the fyig-space. The
characteristic equation can be written as

X
j

HijV
ðkÞ
j ¼ λkV

ðkÞ
i : ð2:18Þ

The eigenvectors VðkÞ
i that we use can be normalized

so that

X
i

VðjÞ
i VðkÞ

i ¼ δjk: ð2:19Þ

For our later convenience, we also introduce eigenvectors
normalized to the corresponding eigenvalues:

~VðkÞ
i ¼ 1ffiffiffiffiffi

λk
p VðkÞ

i : ð2:20Þ

The eigenvectors can be used to disentangle the original
PDF parameters and define a new basis z≡ fzig where the
Hessian is diagonal7:

X
i;j

Hijyiyj ¼
X
i;j

HD
ijzizj ¼ zT:DT:H:D:z

¼ zT:

0
BBBBB@

λ1 0 … 0

0 λ2
..
.

..

. . .
.

0

0 … 0 λn

1
CCCCCA:z: ð2:21Þ

The new coordinates are defined using a matrix D as

z ¼ D−1y; ð2:22Þ

where D is a matrix composed of eigenvectors:

D ¼ ðVð1Þ; Vð2Þ;…; VðnÞÞ

≡

0
BBBBBB@

Vð1Þ
1 Vð2Þ

1 … VðnÞ
1

Vð1Þ
2 Vð2Þ

2 … VðnÞ
2

..

. ..
. . .

. ..
.

Vð1Þ
n Vð2Þ

n … VðnÞ
n

1
CCCCCCA
: ð2:23Þ

7In the basis defined using the rescaled eigenvectors ~VðkÞ
i , the

Hessian is represented by a unit matrix.
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Note that because the Hessian is symmetric, D−1 ¼ DT .

Using the index notation such as Dij ¼ VðjÞ
i , we can write

the relation between the original fitting parameters and the
new parameters as

yi ¼
X
j

VðjÞ
i zj ≡

X
j

~VðjÞ
i ~zj ¼

X
j

1ffiffiffiffi
λj

p VðjÞ
i ~zj; ð2:24Þ

where we introduced a new basis ~zi which corresponds to

the rescaled eigenvectors ~VðkÞ
i . The inverse transformation

is given by

zi ¼
X
j

yjV
ðiÞ
j ;

~zi ¼ λi
X
j

yj ~V
ðiÞ
j ¼

ffiffiffiffi
λi

p X
j

yjV
ðiÞ
j : ð2:25Þ

In the new coordinates, Δχ2 ¼ χ2 − χ20 has a particularly
simple form:

Δχ2 ¼
X
i

λiz2i ¼
X
i

~z2i : ð2:26Þ

Using the Hessian method to analyze the vicinity of the
minimum of the χ2 function seems straightforward in
theory, but in practice when applied to a global PDF
analysis, one encounters a few problems worth pointing
out. As was already mentioned in the discussion of free-
proton PDFs [43] and as is the case in our analysis, the
eigenvalues of the Hessian span several orders of magni-
tude. In order to correctly identify all eigenvalues, the
precision with which the Hessian matrix is determined
needs to be kept under control.
In practice, the Hessian matrix is calculated using finite

differences to determine the second derivatives. A careful
choice of the step in the finite difference definition of the
second derivatives is crucial. If the step is too large, one
probes too large a neighborhood of the minimum where the
χ2 function cannot be described by a quadratic approxi-
mation anymore. If the step is too small, numerical noise in
the χ2 function prevents a reliable determination of the
second derivatives. Moreover, the step size has to be
different for each of the parameters as the χ2 function
depends differently on each of them. The relative step sizes
Δyi to each of the parameters are set as

Δyi ¼
ffiffiffiffiffiffiffiffi
Δχ2

Hii

s
; ð2:27Þ

where Δχ2 ¼ χ2 − χ20 defines the small neighborhood from
which the derivatives of the χ2 function are calculated.
It turns out that the numerical noise in the χ2 function

is larger than expected for the case of a global PDF

analysis. Contrary to what one would expect, the χ2

function is not smooth, which influences the determi-
nation of the second derivatives for all step sizes. It all
comes down to the fact that one evaluation of the χ2

function requires several hundred evaluations of differ-
ent next-to-leading order theory calculations which, in
their numerical implementations, are not smooth func-
tions of the fit parameters.
To reduce the influence of the noise on the derivatives of

the χ2 function, the standard definition of the derivative
using the central differences

df
dx

¼ fþ1 − f−1
2h

ð2:28Þ

in which fk ¼ fðx0 þ khÞ is replaced by noise reducing
derivatives (see Ref. [45]). The central differences
approach to derivatives is based on interpolating the χ2

function by a polynomial which coincides with the χ2

function in several chosen points; e.g., a quadratic
polynomial interpolating the χ2 function in three points
leads to the derivative in Eq. (2.28). If the χ2 function
suffers from numerical noise, the interpolated polynomial
suffers as much if not more.
We adopt a different approach, and instead of interpolat-

ingN points by a polynomial of the orderN − 1, we allow a
polynomial to assume different values in theseN points and
approximate the χ2 function by the method of least squares.
This approach assumes that the order of the polynomial M
has to be strictly less than N − 1 where N is the number of
points. If we use a quadratic polynomial to fit seven
symmetrically chosen, equidistant points of the χ2 function,
we obtain the following prescriptions for the seven-point
low-noise derivative

df
dx

¼ f1 − f−1 þ 2ðf2 − f−2Þ þ 3ðf3 − f−3Þ
28h

: ð2:29Þ

Using these derivatives instead of the standard derivative
from Eq. (2.28) and extending this approach to the second
derivatives allows us to determine the Hessian with
sufficient precision and to eliminate the influence of the
numerical noise.

2. Error PDFs

To translate the uncertainties contained in the data to the
underlying PDF parameters, we use the fact that the χ2

function in the diagonalized Hessian approximation is a
simple function of the parameters ~zk. Varying data within
their errors corresponds to a change in χ2 (denoted by Δχ2)
which can then in turn be interpreted as a shift in the
parameters ~zk,
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~zk ¼ �
ffiffiffiffiffiffiffiffi
Δχ2

q
;

zk ¼ �
ffiffiffiffiffiffiffiffi
Δχ2

λk

s
; k ¼ 1; 2;…; n: ð2:30Þ

A specific change in χ2 can be obtained by varying the
parameters using n independent directions in the parameter
space.8 In the ~zk space, all directions are equivalent, so we
can choose the n independent directions to coincide with
the directions where one single parameter is varied. A
change in one direction along one single parameter ~zk leads
to a simultaneous change in all original parameters ai,

yi ≡ Δai ¼ �
ffiffiffiffiffiffiffiffi
Δχ2

λk

s
VðkÞ
i : ð2:31Þ

The parameter shifts along the direction of the ~zk parameter
are used to generate 2n error PDFs for a specified Δχ2,

f�k ≡ f

 
a0i �

ffiffiffiffiffiffiffiffi
Δχ2

λk

s
VðkÞ
i

!
; for k ¼ 1; 2;…; n: ð2:32Þ

The error PDFs can be used to determine the PDF
uncertainty of any observable X which depends on
PDFs. This uncertainty, which we denote as ΔX, can be
determined in different ways, and in this work we define it
by adding errors in quadrature,

ΔX ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
k

ðXðfþk Þ − Xðf−k ÞÞ2
r

: ð2:33Þ

The PDF uncertainty ΔX clearly depends on the exact
value chosen for Δχ2. In an ideal case, an increase of χ2

corresponding to one standard deviation from the central
value is Δχ2 ¼ 1. However, in our fit, we combine results
from different experiments which are not necessarily
uncorrelated or compatible, so the standard argument does
not apply, and Δχ2 may be different from 1. To estimate
what is the appropriate value for the Δχ2 (often referred to
as the tolerance), we use a criterion similar to the one
advocated in Refs. [12,46,47], which results in the value
Δχ2 ¼ 35. Additionally, since the value of our tolerance is
far from 1, the quadratic approximation of the Hessian
method becomes less precise. We account for it by
introducing an additional procedure of rescaling of the
Hessian matrix. Both the rescaling procedure and the
criterion for choosing the Δχ2 tolerance are described in
detail in Appendix A.

III. EXPERIMENTAL DATA

In the current analysis, we use DIS data, DY lepton pair
production data, and inclusive pion production data from
the RHIC (for nuclei with A > 2). The details of particular
experiments such as the number of data points, measured
observables, etc., are summarized in Tables I–IV.
The reason to include data from different processes is

that each process helps constrain different combinations of
parton distributions. The bulk of our data are from DIS
which helps pin down the valence and sea distributions;
however, they are not very sensitive to different quark
flavors and gluons. The DY data can be used to differentiate

TABLE I. The DIS FA
2 =F

D
2 data sets used in the nCTEQ15 fit.

The table details values of χ2 for each experiment, the specific
nuclear targets, references, and the number of data points with
and without kinematic cuts.

FA
2 =F

D
2

# data

Observable Experiment ID Ref. # data
after
cuts χ2

D NMC-97 5160 [48] 292 201 247.73
He/D Hermes 5156 [49] 182 17 13.45

NMC-95,re 5124 [50] 18 12 9.78
SLAC-E139 5141 [51] 18 3 1.42

Li/D NMC-95 5115 [52] 24 11 6.10
Be/D SLAC-E139 5138 [51] 17 3 1.37
C/D FNAL-E665-95 5125 [53] 11 3 1.44

SLAC-E139 5139 [51] 7 2 1.36
EMC-88 5107 [54] 9 9 7.41
EMC-90 5110 [55] 9 0 0.00
NMC-95 5113 [52] 24 12 8.40
NMC-95,re 5114 [50] 18 12 13.29

N/D Hermes 5157 [49] 175 19 9.92
BCDMS-85 5103 [56] 9 9 4.65

Al/D SLAC-E049 5134 [57] 18 0 0.00
SLAC-E139 5136 [51] 17 3 1.14

Ca/D NMC-95,re 5121 [50] 18 12 11.54
FNAL-E665-95 5126 [53] 11 3 0.94
SLAC-E139 5140 [51] 7 2 1.63
EMC-90 5109 [55] 9 0 0.00

Fe/D SLAC-E049 5131 [58] 14 2 0.78
SLAC-E139 5132 [51] 23 6 7.76
SLAC-E140 5133 [59] 10 0 0.00
BCDMS-87 5101 [60] 10 10 5.77
BCDMS-85 5102 [56] 6 6 2.56

Cu/D EMC-93 5104 [61] 10 9 4.71
EMC-93(chariot) 5105 [61] 9 9 4.88
EMC-88 5106 [54] 9 9 3.39

Kr/D Hermes 5158 [49] 167 12 9.79
Ag/D SLAC-E139 5135 [51] 7 2 1.60
Sn/D EMC-88 5108 [54] 8 8 17.20
Xe/D FNAL-E665-92 5127 [62] 10 2 0.72
Au/D SLAC-E139 5137 [51] 18 3 1.74
Pb/D FNAL-E665-95 5129 [53] 11 3 1.20

Total: 1205 414 403.70
8If one allows only positive changes of parameters, there are

2n directions.
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between u and d quark flavors, and the inclusive pion data
have a potential to better constrain the gluon distribution.9

We introduce kinematic cuts on the included data which
limit possible effects of higher twist contributions and
target-mass corrections and at the same time are compatible
with the kinematic cuts used in the underlying free-proton
analysis. The cuts used in this analysis are:

(i) DIS: Q > 2 GeV and W > 3.5 GeV,

(ii) DY: 2 < M < 300 GeV (where M is the invariant
mass of the produced lepton pair),

(iii) π0 production: pT > 1.7 GeV.
After the cuts are applied, 740 data points remain,

including 616 DIS, 92 DY, and 32 pion production data
points.
Note that the overall number of data points we use is

considerably smaller compared to the number of data fitted
by other groups (e.g., EPS [12] has 929 data points). One
reason is that the other analyses employ less stringent
kinematic cuts on Q2:

(i) EPS [12]: Q > 1.3 GeV,
(ii) HKN [14]: Q > 1 GeV,
(iii) DSSZ [11]: Q > 1 GeV.

In addition, none of the analyses mentioned above employs
a cut on W. Whereas the looser cuts allow one to use more
data in the fit, there are possible disadvantages connected to
this choice. In particular, if one adopts loose cuts, one runs
into the danger that the contributions from the target-mass
effects or higher twist effects can get enhanced. Especially,
the latter effects may be more important in the nuclear case
due to the higher density of spectator partons in the nucleus
[15,16], and so their effect can be easily underestimated.
However, the effect of higher twist and target-mass cor-
rections has been shown to be weakened in ratios of
observables [69,70].
The kinematic reach of the DIS and DY data sets

used in our fit is summarized in Fig. 1, where individual
experimental points are shown in the ðx;Q2Þ plane.
Note that the two dashed lines indicate the kinematic cuts;
points lying below these lines are excluded from our
analysis.

TABLE II. The DIS FA
2 =F

A0
2 data sets used in the nCTEQ15 fit.

We list the same details for each data set as in Table I.

FA
2 =F

A0
2

# data
Observable Experiment ID Ref. # data after cuts χ2

C/Li NMC-95,re 5123 [50] 25 7 5.56
Ca/Li NMC-95,re 5122 [50] 25 7 1.11
Be/C NMC-96 5112 [63] 15 14 4.08
Al/C NMC-96 5111 [63] 15 14 5.39
Ca/C NMC-95,re 5120 [50] 25 7 4.32

NMC-96 5119 [63] 15 14 5.43
Fe/C NMC-96 5143 [63] 15 14 9.78
Sn/C NMC-96 5159 [64] 146 111 64.44
Pb/C NMC-96 5116 [63] 15 14 7.74
Total: 296 202 107.85

TABLE III. The Drell-Yan process data sets used in the
nCTEQ15 fit. We list the same details for each data set as in
Table I.

σpADY=σ
pA0
DY : # data

Observable Experiment ID Ref. # data after cuts χ2

C/H2 FNAL-E772-90 5203 [65] 9 9 7.92
Ca/H2 FNAL-E772-90 5204 [65] 9 9 2.73
Fe/H2 FNAL-E772-90 5205 [65] 9 9 3.17
W/H2 FNAL-E772-90 5206 [65] 9 9 7.28
Fe/Be FNAL-E886-99 5201 [66] 28 28 23.09
W/Be FNAL-E886-99 5202 [66] 28 28 23.62
Total: 92 92 67.81

TABLE IV. The pion production data sets used in the nCTEQ15
fit. We list the same details for each data set as in Table I.

Rπ
dAu=R

π
pp∶ # data

Observable Experiment ID Ref. # data after cuts χ2

dAu/pp PHENIX PHENIX [67] 21 20 6.63
STAR-2010 STAR [68] 13 12 1.41

Total: 34 32 8.04

FIG. 1. Kinematic reach of DIS and DY data used in the
presented nCTEQ fits. The dashed lines represent the kinematic
cuts employed in this analysis (Q > 2 GeV, W > 3.5 GeV).
Only the data points lying above both of these lines are included
in the fits.

9Note that the inclusive pion production observable is different
in the sense that it has an additional dependence on a fragmen-
tation function.
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In Fig. 2, we estimate the kinematic impact of the pion
data by plotting the cross section for inclusive pion
production before convoluting it with gold PDFs; see
Eq. (2.4). Figure 2 shows the normalized cross section
as a function of the Bjorken-x of a parton inside a nucleon
of a gold atom. This is only an estimate which uses the
leading order prediction, and it also depends on the
fragmentation function (FF) that is used. Nevertheless, it
is useful and allows us to see that the x-values probed by the
pion data depend quite substantially on the pT . In particu-
lar, for higher pT, higher x values are probed, e.g., for
pT ∼ 15 GeV, we are mostly sensitive to x ∈ ð0.2; 0.3Þ,
whereas for lower pT, the probed x values are more
diffused, e.g., for pT ∼ 2 GeV x ∈ ð0.01; 0.04Þ.
One should mention that there are still experimental data

that could have been included in our analysis, but we have
decided for different reasons to exclude them from the
current work. We comment briefly on the two most
important examples.
First, there are neutrino DIS data from CDHSW [71],

CHORUS [72], and in particular the NuTeV Collaboration
[73]. Since they include a considerable number of data
points and probe more flavor combinations than the
charged lepton data, they can be used to differentiate
individual flavors. However, tensions between the inclusive
charged-current νA DIS data from NuTeV and the neutral
current l�A data found in Refs. [13,20,21] indicate that
some additional effort is required to understand how these
discrepancies can be resolved so that all data could be used
in one fit simultaneously. Since these discrepancies appear
only if one takes into account the full information contained
in the correlated error matrix, neglecting these correlations
makes it possible to combine νA and l�A DIS in one fit
[11,22,74]. We plan to revisit the neutrino data in a future
publication but decided not to include them in our present
PDF release.

Another important set of data which could be included
are the already available LHC data. In particular, the
cleanest probe of nuclear effects at the LHC comes from
the vector boson, W�, Z, production [75–78]. Results on
asymmetries in pPb collisions [78] in particular have a
potential to provide valuable input for nuclear PDF
analyses. These data are not included in the current release
as we first want to provide a baseline analysis without any
LHC data.

IV. RESULTS

A key result of the current nCTEQ15 fit compared to the
previous nCTEQ releases [13,20] is the inclusion of PDF
uncertainties using the Hessian method, cf. Sec. II C.
The second significant addition is the inclusion of a new

type of experimental data, namely the pion production data
from the PHENIX and STAR collaborations. Since these
data have the potential to provide information on the gluon
distribution (which otherwise is weakly constrained), it is
important to precisely estimate their impact on the resulting
PDFs. For this purpose, the nCTEQ15 fit will be compared
with a reference fit nCTEQ15-np which is identical except
it does not include the pion data.
The full set of data we consider is listed in Tables I–IV.

Note that we have included QED radiative corrections for
the DIS FNAL-E665-95 (Pb/D, Ca/D, C/D) data sets, and
this significantly improves the description of these data.10

In the following, we discuss the results of this nCTEQ15
analysis and compare it with other available sets of
nuclear PDFs.

A. nCTEQ15 fit

1. PDF Parametrization

The PDFs in our fit are parametrized at the input scale
Q0 ¼ 1.3 GeV according to Eqs. (2.5) and (2.6). This
provides considerable flexibility as each of the seven flavor
combinations can have ∼10 free parameters to describe the
x and A dependence.11 However, the available experimental
data are not sufficient to constrain such a flexible para-
metrization. Therefore, we limit our actual fit to 16
parameters; specifically, we include seven gluon, four
u-valence, three d-valence and two d̄þ ū free parameters.
The details of the fit are summarized in Table V which
shows the best fit values of the free parameters as well as
the values of the fixed parameters.

FIG. 2. Approximate x-range for the pion data with the
Binnewies-Kniehl-Kramer fragmentation function.

10For example, the χ2 for the FNAL-E665-95 Pb/D data (ID
5129) is reduced from 5.91 to 1.20 (for three data points) when
the QED radiative corrections are included.

11For each of the five flavor combinations fuv; dv; g; ūþ
d̄; s ¼ s̄g of Eq. (2.5), we have ten parameters fck;1; ck;2g for
k ¼ f1…5g in addition to the normalization parameters c0 that
are partly fixed by the number and momentum sum rules. For
fd̄=ūg, we have eight parameters at our disposal.
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For the pion data, we allow for the normalization to vary,
and we obtain 1.031 for the PHENIX data [67] and 0.962
for the STAR data [68].12 Our obtained normalization shifts
of ∼4% lie well within the experimental normalization
uncertainty.13

Our parametrization smoothly interpolates between dif-
ferent nuclei as a function of the nuclear mass number A;
the number of protons Z and neutrons (A − Z) enters only
through the isospin composition of a nucleus, cf. Eq. (2.1).
Figure 3 shows the A dependence of the fitting parameters
normalized by the corresponding values of the free-proton
baseline parameters ck;0. (Note that some of these param-
eters are fixed, cf. Table V.) Many of the parameters change
rapidly in the region of light nuclei A≲ 25 and are
relatively stable for heavy nuclei A≳ 50. Also, we observe
that the parameters responsible for the small x behavior

fc1g typically exhibit a strong A dependence, whereas the
large x parameters fc2g are comparably insensitive to the
type of nucleus. In particular, the biggest effect occurs for
the gluon where the cg1 parameter describing the low-x
gluon PDF and cg5 parameter (responsible for mid-x) are
changing linearly throughout the whole range of A.

2. χ 2 of the fit

We now examine the overall statistical quality of the fit
as measured by the χ2. For the nCTEQ15 fit, we obtain a
total χ2 of 587.4 with 740 data points (after kinematic cuts).
With 18 free parameters (including two data normalization
parameters), this leads to a χ2=dof ¼ 0.81 which indicates
a good fit. Furthermore, this χ2=dof is not too small which
could indicate deficiencies of the fit such as overfitting.
To better evaluate the fit quality, in Fig. 4(a) we plot the

χ2=dof for the individual experiments and check that the
majority of experiments has a ðχ2=dofÞ≃ 1. While most
experiments satisfy this “goodness of fit” criterion, there is
one experiment that stands out as having a poor fit: the DIS
EMC-88 data for Sn/D (ID 5108). Several previous global

TABLE V. Values of the parameters of the nCTEQ15 fit at the initial scale Q0 ¼ 1.3 GeV. Values in bold represent the free
parameters, and values in parentheses are fixed in the fit. The normalization parameters not listed are determined by the momentum and
number sum rules as discussed in the text. For completeness, we provide the full set of the free-proton parameters ck;0 (first set of rows).
The Mi parameters (first row) show the (fixed) momentum fraction carried by different flavors in the case of a free proton.

Par. Value Par. Value Par. Value Par. Value Par. Value Par. Value

Mg (0.382) Muv (0.327) Mdv (0.136) Md̄þū (0.129) Msþs̄ (0.026) Md̄=ū (0.000)
cg0;0 (0.000) – – – – – – csþs̄

0;0 (0.500) – –
cg1;0 (0.523) cuv1;0 (0.630) cdv1;0 (0.513) cd̄þū

1;0
(−0.324) csþs̄

1;0 (−0.324) cd̄=ū1;0
(10.075)

cg2;0 (3.034) cuv2;0 (2.934) cdv2;0 (4.211) cd̄þū
2;0

(8.116) csþs̄
2;0 (8.116) cd̄=ū2;0

(4.957)

cg3;0 (4.394) cuv3;0 (−2.369) cdv3;0 (−2.375) cd̄þū
3;0

(0.413) csþs̄
3;0 (0.413) cd̄=ū3;0

(15.167)

cg4;0 (2.359) cuv4;0 (1.266) cdv4;0 (0.965) cd̄þū
4;0

(4.754) csþs̄
4;0 (4.754) cd̄=ū4;0

(17.000)

cg5;0 (−3.000) cuv5;0 (1.718) cdv5;0 (3.000) cd̄þū
5;0

(0.614) csþs̄
5;0 (0.614) cd̄=ū5;0

(9.948)

Par. Value Par. Value Par. Value Par. Value Par. Value Par. Value
cg0;1 (−0.256) – – – – – – csþs̄

0;1 (0.167) – –
cg1;1 −0.001 cuv1;1 −2.729 cdv1;1 0.272 cd̄þū

1;1
0.411 csþs̄

1;1 (0.411) cd̄=ū1;1
(0.000)

cg2;1 (0.000) cuv2;1 −0.162 cdv2;1 −0.198 cd̄þū
2;1

(0.415) csþs̄
2;1 (0.415) cd̄=ū2;1

(0.000)

cg3;1 (0.383) cuv3;1 (0.018) cdv3;1 (0.085) cd̄þū
3;1

(−0.759) csþs̄
3;1 (0.000) cd̄=ū3;1

(0.000)

cg4;1 0.055 cuv4;1 12.176 cdv4;1 (3.874) cd̄þū
4;1

(−0.203) csþs̄
4;1 (0.000) cd̄=ū4;1

(0.000)

cg5;1 0.002 cuv5;1 −1.141 cdv5;1 −0.072 cd̄þū
5;1

−0.087 csþs̄
5;1 (0.000) cd̄=ū5;1

(0.000)

Par. Value Par. Value Par. Value Par. Value Par. Value Par. Value
cg0;2 −0.037 – – – – – – csþs̄

0;2 (0.104) – –
cg1;2 −1.337 cuv1;2 (0.006) cdv1;2 (0.466) cd̄þū

1;2
(0.172) csþs̄

1;2 (0.172) cd̄=ū1;2
(0.000)

cg2;2 (0.000) cuv2;2 (0.524) cdv2;2 (0.440) cd̄þū
2;2

(0.290) csþs̄
2;2 (0.290) cd̄=ū2;2

(0.000)

cg3;2 (0.520) cuv3;2 (0.073) cdv3;2 (0.107) cd̄þū
3;2

(0.298) csþs̄
3;2 (0.000) cd̄=ū3;2

(0.000)

cg4;2 −0.514 cuv4;2 (0.038) cdv4;2 (−0.018) cd̄þū
4;2

(0.888) csþs̄
4;2 (0.000) cd̄=ū4;2

(0.000)

cg5;2 −1.417 cuv5;2 (0.615) cdv5;2 (−0.236) cd̄þū
5;2

(1.353) csþs̄
5;2 (0.000) cd̄=ū5;2

(0.000)

12Note that the data normalization parameters do not enter the
Hessian analysis of uncertainties.

13See Table 1 and Fig. 2 in Ref. [67] for PHENIX and Fig. 25
in Ref. [68] and Table 5 in Ref. [79] for STAR.
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analyses have also found it challenging to accommodate the
Sn/D data [11,14].
In Fig. 4(b), we show again the χ2=dof, but this time the

experiments are grouped by nuclear target and are sorted by
increasing nuclear mass number A. This allows us to see
that there are no systematic effects associated with our
choice of the A parametrization. With the noted exception
of Sn/D, all other nuclear targets from helium up to lead are
described very well with a χ2=dof ≃ 1.

3. Error PDF reliability

Before we examine the actual nCTEQ15 predictions, we
first investigate the quality of the Hessian error analysis.
This will allow us to judge the reliability of our error
estimates and, in turn, the quality of our predictions.14

There are two factors that need to be assessed:

(i) the quality of the quadratic approximation,
(ii) how well the Hessian approximation describes the

actual χ2 function in a region around the minimum
given by our tolerance criterion, Δχ2 ¼ 35.

To estimate these factors, we plot the χ2 function relative to
its value at the minimum (Δχ2 ¼ χ2 − χ20) along the 16
error directions in the eigenvector space (see Fig. 5). For
comparison, we also display the Hessian approximation
given by the quadratic form Δχ2 ¼ ~z2i . The plots are
ordered according to the decreasing values of the eigen-
values corresponding to the ~zi directions; the largest
eigenvalue is of order 109, and the smallest is of order
10. For the largest few eigenvalues of Fig. 5, the quadratic
approximation works extremely well; however, for the
smaller eigenvalues (e.g., numbers 10 and 14), it can
deviate from the χ2 function. Nevertheless, in all the cases,
we are able to obtain a good description of the actual χ2

function for ~zi ∼ ½−6; 6� which corresponds to our tolerance
criterion

ffiffiffiffiffiffiffiffi
Δχ2

p
¼ ffiffiffiffiffi

35
p

∼ 6. This analysis verifies that the
error PDFs defined using the modified Hessian formalism
will closely reflect the actual χ2 function determined by the
experimental data and will not be severely affected by the

FIG. 3. A dependence of the fit parameters as given in Eq. (2.6). Specifically, we plot ckðAÞ ¼ ck;0 þ ck;1ð1 − A−ck;2Þ for each flavor
normalized to the corresponding free-proton parameter ck;0. The superscripts f1; 2;…g in the legend correspond to the parameters
fc1; c2;…g in Eq. (2.5).

14Note that by construction, the Hessian method can only
probe the local minimum connected to the “best fit” (central
prediction) and is not sensitive to a landscape with multiple
minima. Unfortunately, in case of nPDFs fits, multiple minima
are possible as there are not sufficient data to fully constrain the
nPDFs.
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imperfections of the quadratic approximation that occurs
for directions corresponding to lower eigenvalues.15

4. nPDFs vs nuclear A

We now examine the results of the nCTEQ15 fit starting
with the A dependence of the various nPDF flavors. In
Fig. 6, we display the central fit predictions for a range of
nuclear A values from A ¼ 1 (proton) to A ¼ 208 (lead).
When examining the A dependence, we observe that as we
move to larger A, the gluon and sea distributions fg; ū; d̄; sg
decrease at small x values. This trend is also present for the
fu; dg PDFs. On the other hand, the A dependence of
fuv; dvg distributions is reduced relative to the other flavor
components.
Finally, Figs. 7 and 8 show our nPDFs (fp=Pb) for a lead

nucleus together with the nuclear correction factors at the

input scale Q ¼ Q0 ¼ 1.3 GeV and at Q ¼ 10 GeV to
show the evolution effects when the PDFs are probed at a
typical hard scale. We have chosen to present results for the
rather heavy lead nucleus because of its relevance for
the heavy ion program at the LHC. In all cases, we display
the uncertainty band arising from the error PDF sets based
upon our eigenvectors and the tolerance criterion. It should
be noted that the uncertainty bands for x≲ 10−2 and x≳
0.7 are not directly constrained by data but only by the
momentum and number sum rules. The uncertainty bands
are the result of extrapolating the functional form of our
parametrization into these unconstrained regions.
Some comments are in order:
(i) As can be seen from Fig. 7(a), our input gluon is

strongly suppressed/shadowed with respect to the
free proton in the x≲ 0.04 region. In fact, it has a
valencelike structure [see Fig. 7(b)] which vanishes
at small x. Consequently, the steep small x rise of the
gluon distribution at Q ¼ 10 GeV (see Fig. 8) is
entirely due to the QCD evolution. However, we
should note that there are no data constraints below

FIG. 4. Value of χ2=dof for (a) individual experiments and (b) per nuclear target used in the nCTEQ15 fit. The numbers on top of the
bars represent the number of data points (after kinematic cuts).

15In the modified Hessian approach that we use, the discrep-
ancies at Δχ2 ¼ 35 originate mostly from the nonsymmetric
behavior of the χ2 function; see Sec. II C and Appendix A for
details.
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x ∼ 0.01 and the gluon uncertainty in this region is
underestimated. In addition, our gluon has an anti-
shadowing peak around x ∼ 0.1 and then exhibits
suppression in the EMC region x ∼ 0.5. However,
the large x gluon features a wide uncertainty band
reflecting the fact that there are no data constraints.

(ii) In our analysis, we determine the ūþ d̄ combination
and assume that there is no nuclear modification to
the d̄=ū combination (see Sec. II and Table V). As a
result, the ū and d̄ PDFs are very similar, and the
small difference between the two comes from the
underlying free-proton PDFs.

(iii) In this analysis, we do not fit the strange distribution
but relate it to the light quarks sea distribution; see
Eq. (2.7). As a result, the strange quark distribution
is very similar to the ū and d̄ distributions.

(iv) Contrary to the other existing nPDFs where the
nuclear correction factors for the valence distributions
are assumed to be the same, we treat uv and dv as
independent. This leads to an interesting feature of
our result where uv is suppressed and dv is enhanced
in the EMC region. This behavior is not entirely
unexpected; there are nuclear models predicting a
flavor dependence for the EMC effect [70,80,81].

(v) The above difference for the nuclear correction in uv
and dv appears at the level of the bound proton

PDFs. When we construct a physical combination
representing the full nuclear PDF, fA ¼ Z

A f
p=Aþ

A−Z
A fn=A, such as lead in Fig. 9, the combination
yields net corrections for uv and dv which are
close to each other and similar to those in the
literature. We will discuss this in more detail in
Sec. IV E.

Once more data are included, e.g., from the
LHC, neutrino DIS experiments, and a future eA
collider, it should be possible to relax some of the
assumptions.

In the following section, we will investigate the impact of
these nPDFs and the corresponding uncertainty bands on
the physical observables.

B. Comparison with data

While the χ2=dof is one measure of the quality of the fit,
this alone obviously does not capture all the relevant
characteristics. To investigate the nCTEQ15 result in more

FIG. 5. χ2 function relative to its value at the minimum,
Δχ2 ¼ χ2 − χ20, plotted along the 16 error directions in the
eigenvector space, ~z2i . We display the true χ2 function (solid
lines) and the quadratic approximation given by Hessian method
Δχ2 ¼ ~z2i (dashed lines). The eigenvector directions are ordered
from the largest to the smallest eigenvalue.

FIG. 6. nCTEQ15 bound proton PDFs at the scale Q ¼
10 GeV for a range of nuclei from the free proton (A ¼ 1) to
lead (A ¼ 208).
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detail, we compare it to the most important and con-
straining data sets and consider strengths and limitations of
both the fit and the available data sets.

1. DIS data sets

The data from the deep inelastic scattering experiments
are by far the most numerous and provide the dominant
contribution to the total χ2. These experiments are per-
formed on a variety of nuclei which allow us to constrain
the A dependence of our parameters. Most of the data are
extracted as a ratio of F2 structure functions R ¼ FA1

2 =FA2

2

for two different targets A1 and A2. Note that in the present
study we do not fit data from the very high-x region x≳ 0.7
since they do not pass our kinematic cuts. As already
mentioned, the high-x region is theoretically challenging
due to a host of effects (higher twist, target-mass correc-
tions, large x resummation, deuteron wave function, and
nuclear off-shell effects). Some of these effects in the large-
x and low-Q2 area have been investigated extensively in the

proton case by the CTEQ-CJ Collaboration [82,83]. The
nuclear case is even more challenging due to enhanced
higher twist and Fermi motion effects which lead to a steep
rise of the structure function ratios in the limit x → 1. For
these reasons, we avoid fitting the high-x region for the
time being.
The comparison of our fit to the DIS F2 ratio data is

shown in Figs. 10 and 11 as a function of x. Note that in
these figures, the data for different Q2 are combined into a
single plot as the scaling violations (discussed later) occur
on a logarithmic scale and largely cancel out in the
ratios.
Figure 10 shows the ratio FA

2 ðx;Q2Þ=FD
2 ðx;Q2Þ for a

variety of experiments. The overall agreement of the fit
with the data is excellent for a majority of the nuclei. The
discrepancy which can be seen for the EMC data taken on
tin (Sn/D) is the same discrepancy we have pointed out in
Sec. IVA 2 when we investigated the χ2 of the individual
experiments. As already mentioned, this problem has been

FIG. 7. Results of the nCTEQ15 fit. On the left, we show nuclear modification factors defined as ratios of proton PDFs bound in lead
to the corresponding free-proton PDFs, and on the right we show the actual bound proton PDFs for lead. In both cases, the scale is equal
to Q ¼ 1.3 GeV.
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FIG. 8. Results of the nCTEQ15 fit. On the left, we show nuclear modification factors defined as ratios of proton PDFs bound in lead
to the corresponding free-proton PDFs, and on the right we show the actual bound proton PDFs for lead. In both cases, the scale is equal
to Q ¼ 10 GeV.

FIG. 9. We show nuclear modification factors defined as ratios of lead PDFs compared to a lead PDF constructed from free-proton
PDFs. The PDFs are constructed using fA ¼ Z

A f
p=A þ A−Z

A fn=A for 207Pb and the free proton, with a scale of Q ¼ 10 GeV.
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also encountered in previous analyses [11,14], and we are
unable to reconcile it with our fit.
Similarly, Fig. 11 shows the structure function ratio

FA
2 ðx;Q2Þ=FA0

2 ðx;Q2Þ in comparison to NMC data for a
variety of nuclear targets. These high-statistics data are also
well described by the results of the nCTEQ15 fit.
The NMC data taken on tin and carbon (R ¼ FSn

2 =FC
2 )

cover a wider range in Q2, and we display these in Fig. 12
as a function of Q2 binned in x. As is well known, the
logarithmic Q2 scaling violations of the structure functions
provide constraints on the low-x gluon distribution. Of
course, compared to the very precise HERA data on the
proton F2 structure function which extends over a very
wide range of Q2 values, the NMC data have a much
smaller Q2 lever arm. As a consequence, the NMC data
provide relatively weaker constraints on the nuclear gluon
PDF in the x range of (0.05,0.1). We will discuss
data constraints on the gluon in more detail in Sec. IV D.
In Fig. 13, we plot the nuclear correction R ¼ FFe

2 =FD
2

for iron vs x for twoQ2 values and compare the results with
experimental data and with results from different nPDF
groups. Comparing these two figures, we again see that

there is a rather weak Q2 dependence of the structure
function ratio between Q2 ¼ 5 GeV2 and Q2 ¼ 20 GeV2.
As discussed above, due to our strict kinematic cuts, we do
not extend our predictions to the high-x region
(x≳ 0.7).
Taking into account both the nPDF uncertainty (repre-

sented by the error bands) and the experimental error bars,
the data are generally compatible with the nCTEQ15 fit. In
addition to comparing with data, we compare our predic-
tions with those of HKN [14] and EPS [12] and find a good
agreement within the errors of our analysis.

2. Drell-Yan data sets

We now turn to the Drell-Yan muon pair production
process pþ A → μþ þ μ− þ X. In Fig. 14(a), we display
the differential cross section ratio, R ¼ ðdσpADY=dx2dMÞ=
ðdσpDDY=dx2dMÞ, measured by the Fermilab experiment
E772, where x2 is the momentum fraction of the parton
inside the nucleus and the invariant mass of the produced
muon pair,M, covers the range ∼ð4.5; 13Þ GeV (excluding
the charmonium and bottonium resonances). These data

FIG. 10. Comparison of the nCTEQ15 NLO theory predictions for R ¼ FA
2 ðx;Q2Þ=FD

2 ðx;Q2Þ as a function of x with nuclear target
data. The theory predictions have been calculated at the Q2 values of the corresponding data points. The bands show the uncertainty
from the nuclear PDFs.
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have been taken for large Feynman xF ∼ x1 − x2 corre-
sponding to smallish x2 values.
Similarly, in Fig. 14(b), we present a comparison of our

predictions with large xF data from the E866 experiment
for the ratio R ¼ ðdσpADY=dx1dMÞ=ðdσpDDY=dx1dMÞ. The
data are arranged in four bins of the invariant mass
(M ¼ f4.5; 5.5; 6.5; 7.5g GeV) and are presented as a
function of the proton momentum fraction x1.
As can be seen, the theory predictions describe the data

quite well, except for some isolated points (generally those
with large error bars).

3. Pion production data sets

The newest addition to the current analysis as compared
to Ref. [13] is the ratios of double differential cross sections
for single inclusive pion data from the STAR and PHENIX
experiments at the RHIC. Specifically, we fit the
ratio

Rπ
dAu ¼

1
2A d

2σdAuπ =dpTdy

d2σppπ =dpTdy
; ð4:1Þ

and we include only the data measured at central rapidity to
exclude potential final-state effects (this criterion excludes
any data from BRAHMS). Additionally, we fit the nor-
malizations of the RHIC data and obtain 1.031 and 0.962
for PHENIX and STAR, respectively. These values are

within the experimental uncertainty.16 Fitting the single
inclusive pion production has the added complication that it
depends on the FFs. As mentioned in Sec. II, precomputed
grids of convolutions with the free deuterium PDFs and a
set of FFs are used to speed up the NLO calculation.
In Fig. 15(a), PHENIX and STAR data are compared

with predictions from the nCTEQ15 fit using the
Binnewies-Kniehl-Kramer (BKK) fragmentation functions
[84]. As the PHENIX data are more precise than the STAR
data, the former will have a correspondingly larger impact
on the resulting fit.
The EPS09 analysis [12] also used this data, and we

compare with their result in Fig. 15(b). Our central
prediction for Rπ

dAu differs from EPS09 but lies within
their uncertainty band; however, our estimate of the PDF
uncertainties differs substantially from EPS09.17 The main

FIG. 11. Same as in Fig. 10 for R ¼ FA
2 ðx;Q2Þ=FA0

2 ðx;Q2Þ.

16We note that the EPS09 analysis obtained similar
normalizations.

17The EPS09 analysis uses a different asymmetric definition of
uncertainties given by

ðΔXþÞ2 ¼
X
k

½max fXðSþk Þ − XðS0kÞ; XðS−k Þ − XðS0kÞ; 0g�2;

ðΔX−Þ2 ¼
X
k

½max fXðS0kÞ − XðSþk Þ; XðS0kÞ − XðS−k Þ; 0g�2:

To make this comparison consistent, we adopt the same definition
when comparing with the EPS09 prediction.
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reason for this difference is the fact that EPS09 chooses to
include the single inclusive pion data with a large weight
(×20) to enhance its importance, and this choice leads to
the suppression of the corresponding uncertainties.

Another source of difference can arise from the choice of
the fragmentation functions. The EPS09 analysis uses the
Kniehl-Kramer-Pötter (KKP) fragmentation functions [85],
whereas the nCTEQ15 fit is based on the BKK FFs. To

FIG. 12. Comparison of the nCTEQ15 NLO theory predictions for R ¼ FSn
2 =FC

2 as a function of Q2 with nuclear target data from the
NMC Collaboration. The bands show the uncertainty from the nuclear PDFs.

FIG. 13. Ratio of the F2 structure functions for iron and deuteron calculated with the nCTEQ15 fit at (a) Q2 ¼ 5 GeV2 and
(b)Q2 ¼ 20 GeV2. This is compared with the fitted data from SLAC-E049 [57], SLAC-E139 [51], SLAC-E140 [59], BCDMS-85 [56],
and BCDMS-87 [60] experiments and results from EPS09 and HKN07. (The data points shown are within 50% of the
nominal Q2 value.)
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investigate the effect of different fragmentation functions,
we have calculated Rπ

dAu using the KKP FFs but still using
the nCTEQ15 nPDFs obtained employing the BKK FFs
[see Fig. 16(a))]. As can be seen, the choice of
different fragmentation functions yields only minor
differences.
In a second step, we have also performed a complete

reanalysis of the nuclear PDFs using the KKP fragmenta-
tion functions in both the fit and also for the calculation of
Rπ
dAu, and this is shown in Fig. 16(b). The use of the KKP

FFs does not change the central prediction for Rπ
dAu but

slightly changes the nPDF uncertainties in the high-pT
region.

In summary, the use of two different sets of fragmenta-
tion functions, BKK and KKP, has only a minor effect on
the resulting nPDFs. This does not exclude a possibility
that a larger effect on nPDFs is possible if other fragmen-
tation functions are used [86].

C. Fit without inclusive pion data (nCTEQ-np)

To further analyze the impact of the newly added
inclusive pion data and because the pion data introduce
an unwanted dependence on fragmentation functions, we
performed an alternative analysis which does not include
the RHIC inclusive pion data (nCTEQ15-np).

FIG. 14. Comparison of the nCTEQ15 NLO theory predictions for R ¼ σADY=σ
A0
DY with data for several nuclear targets from the

Fermilab experiments E772 (left) and E866 (right). The error bands show the uncertainty from the nuclear PDFs.

FIG. 15. We display the comparison of the nCTEQ15 and EPS09 fits with the PHENIX [67] and STAR [68] data for the ratio Rπ
dAu.

The plotted PHENIX and STAR data are shifted by our fitted normalization.
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FIG. 16. We compare the impact of different fragmentation functions on the observable Rπ
dAu. The nCTEQ15 error bands are computed

using asymmetric uncertainties to match EPS09.

FIG. 17. Comparison of the nCTEQ15 fit (blue) with the nCTEQ15-np fit without pion data (gray). On the left, we show nuclear
modification factors defined as ratios of proton PDFs bound in lead to the corresponding free-proton PDFs, and on the right we show the
actual bound proton PDFs for lead. In both cases, the scale is equal to Q ¼ 1.3 GeV.
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In Fig. 17, we compare the results of the nCTEQ15 fit
with the ones of the alternative analysis nCTEQ15-np.
When examining the nuclear correction factors (left
panels), we see the pion data have an impact on the gluon
PDF and to a lesser extent on the valence and sea quark
distributions. For the central prediction, the inclusion of the
pion data decreases the lead gluon PDF at large x and
increases it for smaller x; the two gluon distributions cross
each other at x ∼ 0.08. Throughout most of the x range, the
error bands are reduced with the exception of x ∼ 0.1 (and
very small x values) where they stay more or less
unchanged. This is precisely the range that is sensitive
to the DIS Sn/C (and DY) data. For most of the other PDF
flavors, the change in the central value is minimal (except
for a few cases at high x where the magnitudes of the PDFs
are small). For these other PDFs, the inclusion of the pion
data generally decreases the size of the error band.
In Fig. 18, the predictions of the nCTEQ15 and

nCTEQ15-np fits are compared to the RHIC pion produc-
tion data. The effect of the pion data is to increase Rπ

dAu for
small pT and decrease it at larger pT by up to 5%. The two
central predictions cross each other at pT ∼ 4 GeV. This
can be connected to the crossing of the gluon distributions
in Fig. 17 (at x ∼ 0.08) which is in line with the kinematic
mapping in Fig. 2.

D. Constraining the PDF flavors with data

Global analyses of PDFs necessarily include data from a
wide variety of experiments which are differently sensitive
to various PDF flavors. Examining the leading order
expressions for DIS, DY, or π production provides a simple

estimate of which observable can constrain which PDF
flavor combination. Additionally, we have to take into
account the number of data points and their statistical and
systematic uncertainties. All of these factors contribute to
the χ2 function; hence, we start with this measure to
evaluate the impact of different experiments upon the
PDF flavors.

1. χ 2 vs the gluon parameters

In Fig. 19, we compare the change of the global χ2 and
the contributions from individual experiments to this
change as a function of the shift of selected gluon
parameters fcg1;1; cg4;1; cg0;2g from the respective best fit
values. Recall that the parameters fcg1;1; cg4;1g control the
shape of the gluon PDF whereas fcg0;2g controls the A
dependence of the normalization. The remaining gluon
parameters behave in a similar manner as cg1;1 and cg4;1.
One feature that is immediately apparent is that the

nCTEQ15 minimum is not necessarily a minimum for all
the experiments individually. For example, we see that the
PHENIX experiment would prefer to shift cg1;1 to larger
values (∼0.002), while some of the DIS experiments (e.g.,
ID ¼ 5116, NMC-96 Pb/C) prefer a lower value for cg1;1
(∼ − 0.002). Therefore, the obtained fit is a compromise
that depends on the relative weight of the various data sets.
This observation is part of the reason we consider a
Δχ2 ¼ 1 tolerance criterion impractical and choose
Δχ2 ¼ 35 (see Appendix A 1). Moreover, for some experi-
ments, there may not even be a local minimum in the
vicinity of the nCTEQ15 solution. Thus, these figures
highlight some of the tensions between the individual data
sets that the global fit must accommodate.
On top of that, Fig. 19 shows which experiments are

most sensitive to the change of the underlying gluon
parameters. In turn, the same experiments are the ones
which have the largest impact when constraining the gluon
PDF. Perhaps in contrast with expectations, the parameters
analyzed in Fig. 19 are mostly constrained by the NMC
Sn/C data and data from several other DIS experiments. We
also see that the inclusive pion production from PHENIX is
sensitive to the gluon shape parameters (cg1;1, c

g
4;1) but not to

its normalization (cg0;2).

2. Correlations between data sets and PDFs

Looking at the dependence of the χ2 function on only
three gluon PDF parameters cannot give a complete picture,
and neither would inspecting the behavior for all gluon
parameters because the momentum sum rule connects in
fact all PDF flavors together. Therefore, in the following,
we use different methods to study the impact of individual
experiments on different PDF flavors.
We introduce two quantities which will help us analyze

the impact individual experiments have on constraining

FIG. 18. Comparison of the predictions of the nCTEQ15 (solid
blue) and nCTEQ15-np (dashed gray) fits to inclusive pion
production data from PHENIX and STAR demonstrating the
effect of including these data sets. Note that the dark blue area is
the overlap between the blue and gray bands.
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given PDF flavors. The first quantity is the cosine of the
correlation angle between two observables X and Y which
was used in Refs. [44,87] and can be defined as

cosϕ½X;Y� ¼
P

ipdf ðX
ðþÞ
ipdf

−Xð−Þ
ipdf

ÞðYðþÞ
ipdf

−Yð−Þ
ipdf

ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i0pdf

ðXðþÞ
i0pdf

−Xð−Þ
i0pdf

Þ2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i00pdf
ðYðþÞ

i00pdf
−Yð−Þ

i00pdf
Þ2

r ;

ð4:2Þ

where the indices ipdf run over the 16 zipdf eigenvector
directions.
In the following, we will use the cosine of the correlation

angle to investigate the correlations between the χ2

functions of the individual experiments and a single
PDF. For example, in the case of the gluon PDF,
the cosine of the correlation angle has the form
cosϕ½gðx;QÞ; χ2ðjexpÞ�. This correlation cosine depends
on x and Q through the gluon PDF, gðx;QÞ, and on the
particular experiment through χ2ðjexpÞ.
Even though the cosine of the correlation angle is a

useful quantity, it does not highlight the experiments
with more data or smaller errors. It turns out that the
normalization factors in Eq. (4.2) strongly reduce any
sensitivity to the number of data points or to the size of
the errors of an experimental data set. Therefore, we
introduce an alternate measure, the effective χ2 for an
experiment jexp, defined as

Δχ2effðjexp; XÞ ¼
X
ipdf

1

2
ðjχ2ðþÞ

ipdf
ðjexpÞ − χ2ð0Þipdf

ðjexpÞj þ jχ2ð−Þipdf
ðjexpÞ − χ2ð0Þipdf

ðjexpÞjÞ

0
BB@ XðþÞ

ipdf
− Xð−Þ

ipdfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i0pdf

ðXðþÞ
i0pdf

− Xð−Þ
i0pdf

Þ2
r

1
CCA

2

: ð4:3Þ

As before, the index ipdf runs over the 16 zi eigenvector
directions.
Δχ2eff is positive definite, and comparing the definitions

(4.2) and (4.3), it is missing the normalization factor for the
χ2 function which allows it to be more sensitive to
experiments with more data or smaller errors, i.e., experi-
ments which have a larger impact in constraining single
PDF flavors.
In Figs. 20 and 21, we display both the Δχ2eff and

correlation cosine as a function of x. These plots do not
exhibit a strongQ dependence, so we only display them for
one value of Q ¼ 10 GeV.
Wenowexamine theΔχ2eff results for thegluonPDF in lead

(A ¼ 207) as shown in Fig. 20(a). For readability, we
primarily show the data sets which have the largest impact

on Δχ2eff ; these are generally the data sets which involve the
heaviest targets. The strong influence of the DIS Sn/C set
reflects a combinationof the largeQ2 coverageof the data and
the small errors. The DIS Pb/C data, and to a lesser extent the
DIS Sn/D data, also provide constraints for the gluon PDF in
lead. The PHENIX pion production data contributes strongly
in the central x region; conversely, the effect of the STARdata
is negligible due to the larger uncertainties. Additionally, the
DY data on heavy targets (W tungsten with Be and D) also
play a role in determining thegluon leadPDF; this is due to the
fact that the DY data cover a range ∼ð20; 170Þ GeV2 in the
invariant mass of the muon pair, which creates some
sensitivity to the gluon PDF via scale evolution.
In Fig. 20(b), we show the correlation cosine for the

gluon PDF in lead. The DIS Sn/C and DY W/Be data sets

FIG. 19. Contribution of different experiments to the totalΔχ2 ¼ χ2 − χ20 function (solid black line) for a selection of gluon parameters
(a) cg1;1, (b) c

g
4;1, (c) c

g
0;2. On the x axis, we show the shift from the best fit value (indicated in the parenthesis, cf. Table V).
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have positive correlations at large and small x and a
negative dip in the middle. Contrary to this, the DIS Pb/
C, Sn/D, and DY W/D data sets have the opposite
behavior. Hence, these data sets are anticorrelated which
indicates that they pull against each other in the fit. This is
precisely what we have observed in Fig. 19 for the gluon
parameters. Also, the PHENIX data have a separate x
dependence (arising from a separate production mecha-
nism), and this will further help us separate the PDF flavor
components.
Finally, there are two data sets (STAR and DIS Xe/D)

that have relatively large correlation cosines but do not have
a large influence on theΔχ2eff of Fig. 20(a); thus, we need to
take care when interpreting the results of the correlation
cosine plots and use this in combination with Δχ2eff .

We now consider the gluon PDF in carbon (A ¼ 12) to
see if the general observations above apply in the case of a
lighter nuclei. In Fig. 20(c), we see the primary data sets
constraining Δχ2eff are the DIS sets involving ratios of
carbon (Sn/C, C/D, Pb/C) or other comparable nuclei
(Ca/D). Note the DY data on heavy tungsten (W) and
the pion production data on gold (Au) are not shown as they
do not contribute significantly to Δχ2eff for carbon.
The correlation cosines for the gluon PDF in carbon are

shown in Figs. 20(d). We see the DIS Pb/C data have a
positive correlation cosine at small x and a negative
correlation cosine at large x. The DIS Sn/C data show
the opposite behavior; hence, these data sets will pull
against each other in the fit. The DIS C/D and Ca/D data
generally have a small correlation cosine throughout the x

FIG. 20. Correlation measures for lead and carbon at Q ¼ 10 GeV for the gluon of the nCTEQ15 fit. The left panels display the
effective χ2, and the right panels display the correlation cosine as a function of x.
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range. As in the case of the gluon in lead, we see there
are a number of data sets (such as DIS Fe/D) that
have a large correlation cosine but yield a small con-
tribution to the Δχ2eff ; thus, we need to use both the Δχ2eff
and cosϕ information together when drawing our
conclusions.
We now turn our attention to up=Pb and dp=Pb distribu-

tions for lead atQ ¼ 10 GeV as shown in Fig. 21. For these
PDFs, not only is the Q dependence rather mild, but the
differences between heavy and light nuclei are also not as
pronounced as in the gluon case. The Δχ2eff for the u and d
PDFs depends almost exclusively on the DIS data from
heavy targets (Sn/C, Pb/C, Fe/D), with some contributions

from PHENIX pion production data at small x and a
minimal contribution from the DY W/D data.
Turning to the cosϕ plots, we see the DIS Sn/C and the

Fe/D data start with a positive correlation cosine at small x
and move negative for increasing x, while the DIS Pb/C and
the DY W/D data do the opposite; hence, these sets are
anticorrelated in this region. For small to medium x values,
the general pattern is similar between the u and d
correlation plots, but they differ some at large x where
we see, for example, the DIS Fe/D data has a positive
correlation cosine for u but a negative one for d; this will be
useful in differentiating u and d PDFs at large x. As with
the gluon correlation plots, there are a number of data sets

FIG. 21. Correlation measures for lead at Q ¼ 10 GeV for the u-quark and d-quark distributions of the nCTEQ15 fit. The left panels
display the effective χ2, and the right panels display the correlation cosine as a function of x.
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(such as the DIS Ag/D) which have large correlation
cosines but small contributions to Δχ2eff ; thus, they have
minimal effect constraining the PDFs.

E. Comparison with different global analyses

We now compare our nCTEQ15 PDFs with other recent
nuclear parton distributions in the literature. Specifically,
we will consider DSSZ [11], EPS09 [12], and HKN07
[14].18 Our data set selection and technical aspects of our
analysis are closest to that of EPS09. In Figs. 22 and 23, we
plot nuclear modifications for the PDFs of a proton bound
in lead, fp=Pb=fp (left), as well as the bound proton PDFs
themselves, fp=Pb (right), for different flavors for a selec-
tion of Q scales.

For the ū and d̄ PDFs at Q ¼ 2 GeV, nCTEQ15 has
significant overlap with the other sets through much of the
x range with a stronger shadowing at small x. Our results at
x < 10−2 are extrapolated since they are not constrained by
data due to the cutQ > 2 GeV which was imposed in order
to reduce higher twist contributions. Therefore, it is likely
that the uncertainty band at x < 10−2 underestimates the
true PDF uncertainties. While this trend repeats itself for
the strange quark PDF, the spread at small x is slightly
increased.19 In fact, at Q ¼ 2 GeV, the small x behavior of

FIG. 22. Comparison of the nCTEQ15 fit (blue) with results from other groups: EPS09 [12] (green), DSSZ [11] (orange), and HKN07
[14] (red). The left panel shows nuclear modification factors for lead, and the right panel shows the actual PDFs of a proton bound in
lead. The scale is Q ¼ 2 GeV. The wide spread of the ratios at large x is an unphysical artifact due to the vanishing of the PDFs in this
region.

18Note that there is also a very recent global nPDF analysis
performed at NNLO level [88].

19In this analysis, the s-quark nuclear effects are completely
determined by the ū and d̄ nuclear PDFs and by the gluon nuclear
PDF through evolution. Due to these constraints, the error of the
s-quark nuclear PDF is underestimated. A comprehensive analy-
sis would require including the charged-current ν-DIS data as in
Ref. [21] along with using a proton PDF baseline where the
strange distribution was determined from different data such as
the W þ c production at the LHC.
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the strange PDF of all four fits is quite distinct with little
overlap between the uncertainty bands [see Fig. 22(b)]. As
we move to higherQ values, the DGLAP evolution tends to
bring the various PDF sets into closer agreement, particu-
larly at small x values. For example, already at
Q ¼ 10 GeV, the nCTEQ15 bands overlap the other
PDFs across a much broader x range than at low-Q values.
In the case of the gluon, there is considerable variation

among the different PDF sets at Q close to the initial scale.
Again, the nCTEQ15 exhibits a stronger shadowing sup-
pression along with a larger enhancement in the antisha-
dowing region (x ∼ 0.1). In addition, the uncertainty band
for x≳ 0.02 is considerably larger than the uncertainty
bands of the other groups. The nCTEQ15 result is largely
compatible with the result of EPS09 even though the shape
of the central prediction is more suppressed in the shad-
owing region and enhanced in the antishadowing region.
We have less overlap with the HKN07 and DSSZ bands, in
part due to their smaller uncertainty bands. Moving to
larger Q values, the DGLAP evolution again causes the
different PDFs to converge.

Note that the ratio plots of Figs. 22 and 23 have quite a
wide spread at large x values. This unphysical behavior is
an artifact due to the vanishing of the PDFs in this region.
The spread is largest for those PDFs with minimal support
at large x—specifically g, s, ū, d̄. Also, these effects are
reduced when we construct the full nuclear lead distribution
as shown in Fig. 24.
Examining the u- and d-valence distributions, one can

see that PDF sets fHKN07;EPS09;DSSZg agree quite
closely with each other throughout the x range. While the
nCTEQ15 fit uncertainty bands generally overlap the other
sets, we see on average the uv distribution is softer and the
dv distribution is harder. These differences reflect the fact
that the HKN07, EPS09, and DSSZ fits assume that the
nuclear corrections Ruv and Rdv are the same, while the
nCTEQ15 fit allows them to vary independently. Clearly,
there is no physical reason to assume that uv and dv must
have a universal nuclear correction factor, and there exist
models in the literature [70,80,81] which indeed predict
nonuniversal modifications.

FIG. 23. Same as Fig. 22, with Q ¼ 10 GeV.

K. KOVAŘÍK et al. PHYSICAL REVIEW D 93, 085037 (2016)

085037-26



The obvious question is whether the additional freedom
to decouple the Ruv and Rdv nuclear corrections yields a
substantial improvement in the fit. To shed more light on
this issue, we have generated a modified fit where we have
forced the uv and dv nuclear corrections to be similar to the
EPS09 PDF set.20 We find that the χ2=dof for this modified
fit is comparable (Δχ2 ≲ 5) to our original nCTEQ15 at a
level well below our tolerance criteria of Δχ2 ¼ 35.
Therefore, we conclude that the current data sets are not

sufficiently sensitive to distinguish the uv and dv nuclear
corrections to a good degree. Hence, the advantage of
independent Ruv and Rdv correction factors is currently
limited, which, however, will change with more data (e.g.,
from the LHC).21

To better understand this result, we observe in Figs. 22
and 23 that the uv and dv ratios exhibit opposite x depen-
dence as compared with the fHKN07;EPS09;DSSZg sets.

FIG. 24. (upper panel) Comparison of the full nuclear lead distributions, fPb ¼ 82
207

fp=Pb þ 207−82
207

fn=Pb, for nCTEQ15 (blue), EPS09
(green), and HKN07 (red) atQ ¼ 10 GeV. The lower panel shows the same distributions compared to the lead PDF, fPb, constructed of
free-proton distributions. The wide spread of the ratios at large x is an unphysical artifact due to the vanishing of the PDFs in this region.

20As we are fitting directly the nuclear PDFs fp=Aðx;QÞ and
not the ratios fp=Aðx;QÞ=fpðx;QÞ, it is nontrivial to force the
nuclear corrections to be exactly the same if the underlying
proton PDFs differ. We are able to find an approximate solution
by equating the uv and dv coefficients ci;j for fijg ¼
f11; 12; 21; 22; 31; 32; 51; 52g and refitting the PDFs.

21In an earlier study, we did find an apparent difference due to
independent Ruv and Rdv nuclear corrections. The present updated
analysis additionally includes (i) an improved treatment of the
fA; Zg isoscalar corrections and (ii) QED radiative corrections for
DIS data sets, (iii) use of full theory (instead of K-factors) to obtain
the final minimum, and (iv) improved numerical precision for the
DY process. With these improvements, the χ2 of the modified fit is
now comparable to nCTEQ15.
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That is, the uv ratio is below the other sets at large x and
above at small x; the dv ratio does the opposite. The nuclear
data sets probe a linear combination of uv and dv, which
raises the question as to whether the above differences
might cancel when combined.
In Fig. 24, we now compare the full nuclear lead PDFs

from the different groups. The upper panel shows the PDFs
themselves, and the lower one shows their ratio compared
to the nuclear combination constructed out of the free
proton—the full nuclear correction. From this comparison,
we can clearly see that the large differences in the effective
bound proton distributions of valence quarks (Figs. 22
and 23) translate into much smaller differences in the full
nuclear PDFs that actually enter the calculation of observ-
ables.22 In particular, we see that uv and dv distributions of
the nCTEQ15 fit are in very good agreement with the
EPS09 results and have substantial (but not complete)
overlap with HKN07.23

Of course, as the data can only constrain the full nuclear
PDF in the combination fA ¼ Z

A f
p=A þ A−Z

A fn=A, we con-
clude that better separation of uv and dv distributions
requires more data on nonisoscalar targets. We also note
that the currently available DIS data use a number of
nonisoscalar targets and would have the potential to
partially distinguish uv and dv distributions; unfortunately,
many of these data sets have been corrected for the neutron
excess and in turn lost this ability.

V. SUMMARY AND CONCLUSIONS

In this paper, we have presented the first complete
analysis of nuclear PDFs with errors in the CTEQ frame-
work. The resulting fit, nCTEQ15, uses the available
charged lepton DIS, DY, and inclusive pion data taken
on a variety of nuclear targets. The uncertainty of this
analysis is presented in the form of error PDFs which are
constructed using an adapted Hessian method.
Within our framework, we are able to obtain a good fit to

all data. The output of the nCTEQ15 analysis is a complete
set of nuclear PDFs with uncertainties for any
A ¼ f1;…; 208g. A selection of nuclear PDFs for the most
common nuclei are made publicly available,24 but custom
nPDFs can be generated for any fA; Zg combination.
In comparison to our previous analysis [13], we have

included the data from the inclusive pion production at the
RHIC. The new data provide additional constraints mostly
for the nuclear gluon PDF, but the description of the data

relies on the fragmentation functions. Therefore, we also
provide an alternative conservative result nCTEQ15-np
which does not include the inclusive pion data and is hence
fragmentation function independent.
Compared to other global analyses (HKN07, EPS09, and

DSSZ), there are a number of important differences:
(i) In contrast to the other analyses, we parametrize the

nuclear PDFs directly instead of the nuclear correc-
tions factors.

(ii) In addition, our u- and d-valence distributions are
parametrized independently.

(iii) Other differences arise from the selection of data
points used in the fit. In particular, we impose more
conservative kinematic cuts in order to minimize
effects from higher twists and target-mass cor-
rections.

Overall, our results are compatible with the other nPDFs,
but after a detailed look, we see distinct differences
(see Fig. 24):

(i) The nCTEQ15 nuclear gluon PDF has a larger
shadowing at small x than the other global analyses.
Our result is compatible with the result of EPS09 as
the error bands are overlapping throughout the entire
x range. The overlap in the case of HKN07 and
(especially) DSSZ is limited especially in the small-
x region where no data constraints are present (and
uncertainties of HKN07 and DSSZ are very small).
This highlights the fact that nPDF uncertainties, in
particular for gluon, are underestimated and different
gluon solutions are possible [33].

(ii) Our valence distributions for a bound proton in lead
differ as we allow separate nuclear corrections for uv
and dv. Compared to the other groups, our d-valence
PDF is harder, and our u-valence PDF is softer.
However, when the full lead nucleus is constructed,
these differences are substantially reduced, and we
observe a good agreement between all groups.

(iii) The nCTEQ15 light sea quark distributions are in
very good agreement with the ones from the other
groups for x≳ 10−2. At smaller x where there are no
data constraints, the individual error bands clearly
underestimate the uncertainty.

(iv) It should be also mentioned that strange distributions
are currently not fitted in any of the nPDF analyses
and are fixed by imposing additional assumptions;
this leads to quite significant differences between
different groups.

All in all, we find relatively good agreement between
different nPDFs. Most of the noticeable differences
between them occur in regions without any constraints
from data, and so they can be attributed to different
assumptions such as parametrization of the nuclear effects.
In view of the differences, the true nPDF uncertainties

should be obtained by combining the results of all analyses
and their uncertainties. In particular, this is true for the
gluon distribution where the small-x behavior is basically

22Note that only up and down distributions differ between the
full nuclear PDFs and the PDFs of the bound proton; the gluon
and strange distributions are the same.

23The DSSZ set (not show) is similar to HKN07 in that it has
substantial (but not complete) overlap.

24The nPDF sets for the current nCTEQ15 analysis as well as
for the alternative nCTEQ15-np analysis are available for down-
load at http://ncteq.hepforge.org as well as on the LHAPDF
website.
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unconstrained, and every single nPDF analysis substan-
tially underestimates it (see our earlier study [33]).
The nCTEQ framework used for the nCTEQ15 fit can

combine data from both proton and nuclear targets into a
single coherent analysis. Using the nCTEQ15 fit as a
reference, it will be interesting to include the upcoming
LHC data as we continue to investigate the relations
between the proton and the nuclear PDFs.
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APPENDIX A: DETERMINATION OF Δχ 2

AND HESSIAN RESCALING

1. Determination of Δχ 2

In this Appendix, we discuss the details of the determi-
nation of Δχ2 which is motivated by the treatment
presented in Refs. [12,46,47]. We investigate how the
global fit describes each experiment by examining χ2k
which is the individual χ2 contribution of experiment k
with Nk data points. We can then see how χ2k changes when
varying PDF parameters along each eigenvector direction ~zi
of Eq. (2.25).
The probability distribution for the χ2k given that the fit

has Nk degrees of freedom is

Pðχ2k; NkÞ ¼
ðχ2kÞNk=2−1e−χ

2
k=2

2Nk=2ΓðNk=2Þ
: ðA1Þ

This allows us to define the percentiles ξp via

Z
ξp

0

Pðχ2; NÞdχ2 ¼ p% where p ¼ f50; 90; 99g: ðA2Þ

Here, ξ50 serves as an estimate of the mean of the χ2

distribution, and ξ90, for example, gives us the value where

there is only a 10% probability that a fit with χ2 > ξ90
genuinely describes the given set of data.
Due to fluctuations in the data and possible incompa-

tibilities between experiments, the global χ2 minimum does
not necessarily coincide with χ2-minima of individual
experiments. Moreover, for the same reason, the minimum
χ2 for each experiment, χ2k;0, can be far away from the
expected minimum given by ξ50. In order to use the
percentiles defined in Eq. (A2) to define the 90% C.L.,
we rescale the ξ90 percentile to take into account the
position of the minimum as

~ξ90 → ξ90

�
χ2k;0
ξ50

�
: ðA3Þ

For each eigenvector direction given by a variation of the
parameter ~zi and every experiment, we define an interval

zðkÞ−i ≤ ~zi ≤ zðkÞþi ; ðA4Þ
where the χ2k stays within the 90% C.L. limit (i.e.,
χ2k < ~ξ90). For each eigenvector direction, we then construct
an interval ðz−i ; zþi Þ where all experiments stay within the
90% C.L. limit as

ðz−i ; zþi Þ≡⋂
k
ðzðkÞ−i ; zðkÞþi Þ: ðA5Þ

These intervals can obviously be different for each eigen-
vector, depending on howwell the experiments constrain the
variations in this eigenvector direction. Forn free parameters,
we obtain 2n parameters fz−1 ; zþ1 ; z−2 ; zþ2 ;…; z−n ; zþn g which
we can use to define the global tolerance as

Δχ2 ≡X
i

ðzþi Þ2 þ ðz−i Þ2
2n

: ðA6Þ

Havingperformed the procedure described in this section,we
have arrived atΔχ2 ¼ 35. One can compare how this choice
of global tolerance (the same for every eigenvector direction)
agrees with the rescaled 90% C.L. for each experiment in
every direction. In Fig. 25, we show this comparison for only
one single eigenvector direction as all the others are rather
similar.

2. Hessian rescaling

Choosing a larger tolerance Δχ2 ¼ 35 as argued above
might pose a problem for the Hessian approach as it
requires using information from a larger neighborhood
of the global minimum which is not necessarily well
described in the quadratic approximation. Figure 26 con-
firms that this is the case for the nCTEQ15 fit. Both in the
original parameter space, Fig. 26(a), and in the eigenvector
basis, Fig. 26(b), we can see directions where the χ2

function deviates substantially from the quadratic approxi-
mation when Δχ2 ∼ 35. This is a problem because in the
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Hessian approach we use the eigenvector basis to determine
the ranges of the normalized parameters ~zi. Figure 26
shows that if we take Δ~zi ¼

ffiffiffiffiffiffiffiffi
Δχ2

p
≈

ffiffiffiffiffi
35

p
, then depending

on the specific eigendirection, we would largely overesti-
mate or underestimate the error on our parameters (see, e.g.,
plots 1, 2, and 14 in Fig. 26(b)).
To improve the constraints provided by the χ2 function,

we redefine the Hessian which we use to determine the

error PDFs using the formalism described in Sec. II C. We
keep the eigenvector information intact but rescale the
eigenvalues of the original Hessian (which corresponds to
rescaling the parameters ~zi) so that the modified
Hessian better describes the χ2 function not only in the
minimum (Δχ2 ¼ 0) but also at Δχ2 ¼ 35. For each
eigenvector direction, we identify the parameter values
~z�i , where

FIG. 26. These plots display the Hessian before the “rescaling” procedure. The χ2 function relative to its value at the minimum,
Δχ2 ¼ χ2 − χ20, plotted along the 16 fitting parameters of the original space (left) and along the zi directions in the eigenvector space
(right). The actual χ2 function is plotted with solid lines, and the Hessian approximation Δχ2 ¼ ~z2i is shown with dashed lines.

FIG. 25. The 90% confidence level limits from different data sets in the eigenvector direction ~z1. The χ2-minimum for each experiment
is denoted by a black square, and the green band demonstrates the interval of the eigenvector parameter corresponding to the final Δχ2.
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Δχ2ð~z�i Þ≡ χ2ð~z�i Þ − χ20 ¼ 35; ðA7Þ
where χ20 is the minimum of the χ2. Using the ~z�i , we rescale
the corresponding eigenvalue as

λi ↦ λ0i ¼
j~zþi j2 þ j~z−i j2
2
ffiffiffiffiffiffiffiffi
Δχ2

p λi: ðA8Þ

The impact of the rescaling of the Hessian can be seen on
Fig. 27(b), where one notices that the description of the χ2

function in the eigenvector basis is highly improved,
especially in the region where Δχ2 ¼ 35. The description
of the χ2 function in the original parameter space
[Fig. 27(a)] is also improved but to a lesser extent.
However, this is a secondary feature as we are working
in the eigenvector space when defining the error PDFs.

APPENDIX B: USAGE OF nCTEQ PDFs

We provide a set of PDF tables for the nCTEQ15 and
nCTEQ15-np fits at the nCTEQ Hepforge website [89]. We

provide the tables in the older CTEQ PDS format together
with a dedicated interface as well as in the new LHAPDF6
format [90]. In the future, the LHAPDF6 grids will be also
available at the LHAPDF website [91].
We provide tables for both bound proton PDFs

fp=Aðx;QÞ as well as grids for the resulting full nuclear
PDFs fA ¼ Z=Afp=A þ ðA − ZÞ=Afn=A. The bound proton
PDFs allow a direct comparison of the nPDFs for different
A values as displayed in Fig. 6. On the other hand, the full
nuclear PDFs can be used directly to calculate cross
sections for the nuclear collisions.
At the moment, we distribute grids for a selection of

nuclei that are commonly used in the high energy/
nuclear experiments. In particular, we provide girds for
fHe;Li;Be;C;N;Al;Ca;Fe;Cu;Kr;Ag;Sn;Xe;W;Au;Pbg.
Since our parametrization is continuous in A and Z, it
allows us to generate PDFs for any nuclei or isotopes. In
case users are interested in having the nCTEQ15 distribu-
tions for a nucleus that is not included in our standard
selection, we can generate the PDFs upon request.

FIG. 27. These plots display the Hessian after the rescaling procedure. The χ2 function relative to its value at the minimum,
Δχ2 ¼ χ2 − χ20, plotted along the 16 fitting parameters of the original space (left) and along the zi directions in the eigenvector space
(right). The actual χ2 function is plotted with solid lines, and the Hessian approximation Δχ2 ¼ ~z2i is shown with dashed lines.
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