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Matrix model approach to cosmology
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We perform a systematic search for rotationally invariant cosmological solutions to toy matrix models.
These models correspond to the bosonic sector of Lorentzian Ishibashi, Kawai, Kitazawa and Tsuchiya
(IKKT)-type matrix models in dimensions d less than ten, specifically d = 3 and d = 5. After taking a
continuum (or commutative) limit they yield d — 1 dimensional Poisson manifolds. The manifolds have a
Lorentzian induced metric which can be associated with closed, open, or static space-times. For d = 3, we
obtain recursion relations from which it is possible to generate rotationally invariant matrix solutions which
yield open universes in the continuum limit. Specific examples of matrix solutions have also been found which
are associated with closed and static two-dimensional space-times in the continuum limit. The solutions
provide for a resolution of cosmological singularities, at least within the context of the toy matrix models. The
commutative limit reveals other desirable features, such as a solution describing a smooth transition from an
initial inflation to a noninflationary era. Many of the d = 3 solutions have analogues in higher dimensions.
The case of d = 5, in particular, has the potential for yielding realistic four-dimensional cosmologies in the
continuum limit. We find four-dimensional de Sitter dS* or anti-de Sitter AdS* solutions when a totally
antisymmetric term is included in the matrix action. A nontrivial Poisson structure is attached to these
manifolds which represents the lowest order effect of noncommutativity. For the case of AdS*, we find one
particular limit where the lowest order noncommutativity vanishes at the boundary, but not in the interior.
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I. INTRODUCTION

Matrix models were introduced by Ishibashi, Kawai,
Kitazawa and Tsuchiya (IKKT) [1] and Banks, Fischler,
Shenker, and Susskind (BFSS) [2] as a way of addressing
nonperturbative aspects of string theory. It is argued that
space-time geometry, field theory, and gravity dynamically
emerge from these models [3—7]. This holds the promise of
including quantum gravity effects in descriptions of space-
time. In particular, matrix models have the potential of
resolving the singularities of general relativity [8].

Different directions have been pursued in order to
recover a physical space-time starting from the IKKT
model, which is the model of interest here. One proposal
relies upon the trivial solutions to the classical Euclidean
matrix equations where all bosonic matrices are diagonal,
and hence commute. The diagonal matrix elements are
interpreted as points of the ten-dimensional space-time.
Effective actions for the space-time points were computed
by integrating out the remaining (bosonic and fermionic)
matrix degrees of freedom in the partition function [3].
Supersymmetry plays an important role in preventing
interactions amongst the diagonal matrix elements.
Recent results indicate that the rotational invariance of
nine spatial dimensions in the IKKT matrix model may be
spontaneously broken to SO(3) acting on the three spatial
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dimensions of space-time [9]. The partition function for the
Lorentzian matrix model has also been investigated and
there are indications that the model can lead to realistic
cosmologies which include inflationary behavior in the
early universe [10].

In addition to computing the quantum partition function,
a number of authors have been investigating classical (or
semiclassical) aspects of the IKKT model [2,11-19]. In this
approach one generally searches for nontrivial solutions to
the classical matrix equations, where the bosonic matrices
generate families of noncommutative algebras that carry
isometries associated with space-time. The objective is then
to find a certain limit, known as the commutative or continuum
limit, in the parameter space of solutions where the algebra
reduces to a commutative one which spans a smooth Poisson
manifold. From a Lorentzian background metric we can get a
Lorentzian induced metric on the Poisson manifold, which if
four-dimensional can be a candidate for space-time. The idea
that space-time could be associated with a noncommutative
algebra and that this is due to gravitational effects, has been
under consideration for some time [20]. While supersym-
metry is important for the evaluation of the quantum partition
function, the fermionic degrees of freedom do not play arolein
the classical analysis outlined here. The questions of whether
or not the classical results survive quantum fluctuations and
backreactions from the fermionic fields remain open and
nontrivial. In [21], it is claimed that the classical approxima-
tion becomes valid at late cosmological times.

Instead of working with the ten-dimensional supersym-
metric system, many authors on matrix models have started
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from less ambitious toy models [11,12,15-19,22-24]. These
models are lower-dimensional versions of the IKKT matrix
model. While they are not derived from the quantum partition
function of the full ten-dimensional supersymmetric theory,
they provide a natural setting for the study of noncommu-
tative gauge theories [25] about different backgrounds,
which realize space-time uncertainty relations. The stability
of these backgrounds has been under investigation and it was
shown that supersymmetry can play an important role [26].
From a phenomenological perspective, some encouraging
results have already been reported for the toy matrix models,
which we discuss below. This suggests that there may exist
limiting cases where it is possible to ignore the many serious
challenges facing the compactification of the originally
proposed ten-dimensional supersymmetric theory down to
a realistic four-dimensional theory of space-time. That is,
independent of ten-dimensional superstring theory, lower-
dimensional matrix models might serve as reasonable
effective theories of space-time, that include some quantum
gravity effects. We remark that there is a trivial way to derive
matrix models in any number of dimensions from classical
strings. It is well known that the string action can be
expressed in terms of Poisson brackets, which when “quan-
tized” leads to a matrix model action. (See for example [15].)

Different approaches have been applied in attempts at
recovering black hole and cosmological space-times
[10,13,14,27-30]. Of course, there remain obstacles to
obtaining definitive results starting with the quantum
partition function of the ten-dimensional supersymmetric
theory. Nevertheless, some encouraging results are seen
from the classical (or semiclassical) analysis and from toy
models. Concerning black holes, Schwarzschild and
Reissner-Nordstrom metrics have been recovered from
noncommutative solutions to the matrix equations [14].
The entropy formula for a black hole in two-spatial
dimensions was recovered from a lower-dimensional
matrix model with a simple state counting [23]. The
application of matrix models to cosmology first appeared
in a work by Alvarez and Meessen [27], where a
Newtonian-type cosmology resulted from the BFSS model.
Alternatively, because time and spatial coordinates are
treated in the same manner in the IKKT model, a generally
covariant theory can appear from this model in the
continuum limit. As mentioned previously, indications of
an expanding early universe are seen from evaluation of the
partition function [10]. Similar configurations appear as
solutions to the classical matrix equations [13,28]. In [19] it
was shown how space-time singularities can be resolved in
a toy low-dimensional matrix model. There we found
classical solutions which were the Lorentzian analogues
of fuzzy spheres. They are expressed in terms of N x N
matrices, where time and space have a discrete spectra.
The continuous, or commutative, limit corresponds to
N — oo, and singularities on an otherwise smooth manifold
appeared upon taking this limit. The manifold describes a
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closed two-dimensional cosmological space-time and the
singularities resemble cosmic singularities.

In this article we examine a toy model consisting of the
bosonic sector of Lorentzian matrix models in dimensions
d =3 and 5. The matrix models are of the IKKT type, as
they are obtained by a reduction of a Yang-Mills theory to a
zero-dimensional domain. Terms are included in the action
which respect the Lorentz symmetry of the theory. One
such term, which can be written down for any odd d, is
totally antisymmetric in space-time indices and is analo-
gous to a topological term. We shall search for “rotationally
invariant” matrix solutions to the classical equations. In the
commutative limit, these rotationally invariant configura-
tions are associated with d — 1 space-time dimensional
manifolds.

Rotational invariant matrices in 2 + 1 space-time are
easy to define. The dynamical degrees of freedom in this
case are contained in three infinite-dimensional Hermitean
matrices Y#, u =0, 1, 2, with 0 being the time index and
1 and 2 being spatial indices. We can take rotationally
invariant matrix configurations for (Y, ¥', ¥?) to be those
satisfying

[Y.Y_, Y] =0, (1.1)

where

Y. =Y +ir% (1.2)

The commutative limit of a matrix model is defined in
analogous fashion to the classical limit of a quantum
system. The former limit corresponds to replacing the
matrices Y# by commuting space-time coordinates y*. y°
and yi,i =1, 2, denote time and space coordinates,
respectively. In addition, one replaces the commutator of
functions of Y# by some Poisson bracket {,} of the
corresponding functions of y*. For this one introduces a
noncommutativity parameter ®, and defines the commu-
tative limit by ©® — 0. To lowest order in O,
[F(Y),G(Y)] - i®{F(y),G(y)} for arbitrary functions
F and G. Then (1.1) goes to

{2+ ()% =0 (1.3)

in the limit. This restricts the spatial radius to a function of
only the time y° coordinate
')+ (%) =a(").
which defines a rotationally invariant manifold embedded
in three space-time dimensions. Similarly, for d = 5 we can
write down an ansatz for matrices which in the commu-
tative limit yield four-dimensional rotationally invariant
space-time manifolds. They then are possible candidates
for a realistic cosmology.
Exact solutions to matrix model equations of motion are
notoriously difficult to obtain, which is true even for d = 3

[15]. Exceptional cases are those where the matrices define
a finite-dimensional Lie-algebra. Well-known examples of

(1.4)
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the latter are the fuzzy sphere [11,19,31-36] and two-
dimensional noncommutative de Sitter space [16,18,37].
Here we show how one can generate a large class of
rotationally invariant solutions, not necessarily associated
with a Lie algebra, to three-dimensional matrix models
using a simple recursion relation. While finding exact
classical solutions to matrix models can be nontrivial, it
is easy to obtain solutions in the commutative limit.
Starting with a three- and five-space-time dimensional
matrix models, we end up with two- and four-dimensional
space-time manifolds, respectively, in the commutative
limit. A large family of open, closed, and static space-
time cosmologies can be recovered in this manner. Among
the matrix solutions is the Lorentzian fuzzy sphere dis-
cussed above which yields a closed two-dimensional
universe in the commutative limit. Other solutions to the
toy matrix model are obtained which resolve singularities
that are present in the commutative limit. In the case of the
five-dimensional matrix model, we were not able to obtain
exact solutions. However, a large family of solutions was
obtained in the commutative limit. Among them is four-
dimensional de Sitter (or anti-de Sitter) space which is
endowed with a nontrivial Poisson structure.

We examine the bosonic sector of a three-dimensional
Lorentzian IKKT-type matrix model in Sec. II. A totally
antisymmetric cubic term is included in the action, which is
consistent with the three-dimensional Lorentzsymmetry. The
dynamics is also invariant under unitary gauge transforma-
tion and translations. In the commutative limit of the theory it
was possible to find a one-parameter family of rotationally
invariant solutions to the equations of motion [18]. These
solutions describe closed, open, and static two-dimensional
space-time surfaces with some Poisson structure attached to
the surface. For some special values of the parameter the
Poisson brackets define three-dimensional Lie algebras, and
in these cases one can easily find exact solutions to the
Lorentzian matrix model. They correspond to noncommu-
tative de Sitter, anti-de Sitter, and static space-times,
and have been discussed previously [16-18,37-39]. In
Sec. II we search for rotationally invariant matrix solutions
in the generic case, i.e., solutions which are not in general
associated with any three-dimensional Lie algebra. For this
we use the definition of rotationally invariant matrices in
(1.1). After restricting to such matrix configurations we can
obtain recursion relations for the eigenvalues of matrices
satisfying the equations of motion. The eigenvalues are
discrete and define the spectra of the time and space (or
radius) coordinates, Y° and /Y, Y_, respectively. The
recursion relations are trivially solved for noncommutative
de Sitter and static space-times solutions. More generally,
the recursion relations can be solved numerically and their
spectra describe discrete versions of open space-time uni-
verses. For the noncommutative de Sitter solutions one
recovers the principal, supplementary, and discrete series
representations of su(1, 1) [16]. One feature of the discrete
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series is that there is a minimum (maximum) time
eigenvalue which is associated with the minimum radial
eigenvalue. In the commutative limit it corresponds to an
initial (final) space-time singularity. Thus the discrete series
solution provides a noncommutative resolution of a big bang
(crunch) singularity.

There are two disadvantages to the approach described
above for finding matrix solutions. (a) While the matrix
analogues of open space-time universes are easy to obtain, the
solutions which are matrix analogues of closed space-times
universes is more difficult to obtain. The recursion relations
which are derived in Sec. II have only infinite-dimensional
matrix solutions, which may not be an appropriate
assumption for modeling a closed noncommutative space-
time. In this regard, we are unable to find any finite-
dimensional matrices which solve the Lorentzian IKKT-type
matrix model (containing only the additional cubic termin the
action). (b) It was shown previously [18] that all the rota-
tionally invariant solutions to that particular model have
tachyonic-like excitations and so the stability of the solutions
isnotensured. Thisis seen after taking the commutative limit.

The conclusions (a) and (b) change when additional
terms are included in the matrix model action. This is the
case for a quadratic or masslike term, which we consider in
Sec. III. The inclusion of this term preserves the unitary
gauge symmetry and Lorentz symmetry, but breaks trans-
lation invariance. The modified equations of motion yield a
multiparameter family of rotationally invariant solutions in
the commutative limit. They can be solved for numerically,
and have novel features. Among them are solutions which
exhibit a transition from a rapid inflation to a noninfla-
tionary phase. Another solution yields a closed universe
which is associated with an su(2) algebra (in contrast with
the Lorentz group symmetry of the embedding coordi-
nates). Its matrix analogue is a Lorentzian fuzzy sphere
which has finite-dimensional representations and describes
a noncommutative closed universe [19].

In Sec. IV we consider small perturbations about the
rotationally invariant matrix solutions and then take the
commutative limit of the action. The result is a scalar field
theory on the space-time manifold associated with the com-
mutative solution. The general analysis involves obtaining a
nontrivial Seiberg-Witten map [40] on the noncommutative
space defined by the solution, provided the quadratic term is
included in the matrix action. We get that the effective mass
squared of the scalar field can be positive ensuring the stability
of the field theory in the commutative limit.

We examine a five-dimensional IKKT-type matrix model
in Sec. V. This system is physically relevant since its
commutative limit can yield four-dimensional space-times.
A totally antisymmetric fifth order term is included in the
bosonic sector of the matrix model action. The commuta-
tive limit has solutions describing four-dimensional
cosmologies. One solution, which occurs in the limit that
the Yang-Mills term vanishes, is four-dimensional de Sitter
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space dS*. The Poisson structures on this space preserve
three-dimensional rotation invariance. The Seiberg-Witten
map for the four-dimensional de Sitter solution is applied to
write the perturbative action in terms of commutative gauge
fields and a scalar field. Magnetic monopoles are shown to
emerge from the perturbations. In Sec. V we also define a
notion of rotational symmetry for the five-dimensional
matrix model. Finally, by changing the signature of the
background metric we can obtain a four-sphere solution $*
and a four-dimensional anti-de Sitter solution AdS* in the
commutative limit of the five-dimensional matrix model.
The four-sphere solution is distinct from the commutative
limit of the fuzzy four-sphere appearing in earlier works
[12,41,42]. The AdS* solution is also new. For generic
values of the parameters of the theory, we find that the
Poisson brackets are nonvanishing at the AdS* boundary.
An exceptional case is an AdS* solution which follows
from an action which consists only of a totally antisym-
metric term. In that case the Poisson brackets vanish at the
boundary, but not in the interior.

Concluding remarks are made in Sec. VL.

In Appendix A we give the result for the Seiberg-Witten
map on a general two-dimensional manifold. The Seiberg-
Witten map on four-dimensional de Sitter space appears in
Appendix B.

II. TRANSLATIONAL INVARIANT
LORENTZIAN IKKT-TYPE MODEL

Here we examine the bosonic sector of a Lorentzian
IKKT-type matrix model in three space-time dimensions.
The dynamics for the three infinite-dimensional Hermitean
matrices Y#, u =0, 1, 2 is determined from the action

S(Y):%Tr(—j—‘[Yﬂ,Yy][Y”,Y”]—%iaeﬂﬂYﬂY"Y’l>, (2.1)
where a totally antisymmetric cubic term is added to the
standard Yang-Mills term and a and ¢ are constants. Our
conventions are €y, = 1, and we raise and lower indices
with the flat metric 7, = diag(—1,1,1). The resulting
equations of motion are

[[Y,.Y,]. Y] - iae,,, [Y*, Y =0. (2.2)
They are invariant under:

(i) Lorentz transformations Y# — L*,Y¥, where L is a
3 x 3 Lorentz matrix,

(i1) translations in the three-dimensional Minkowski
space Y* — Y# 4 o#11, where 1 is the unit matrix,
and

(iii) unitary ‘“gauge” transformations, Y* — UY*UT,
where U is an infinite-dimensional unitary matrix.

Our interest shall be in constructing solutions to (2.2)

which are rotationally invariant in the 1-2 plane. This will
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of course require defining a notion of rotationally invariant
matrix configurations which we put off to Sec. IIB 1. We
first review the much simpler problem of finding rotation-
ally invariant solutions in the commutative limit of the
matrix model equations.

A. Commutative limit

The commutative limit of the matrix equations was
examined previously in [18] and a family of rotationally
invariant solutions was obtained. We review them here. As
stated in the Introduction, the commutative limit corre-
sponds to replacing the matrices Y# by commuting space-
time coordinates y*, and the commutator of functions of Y#
is replaced by some Poisson bracket {, } of the correspond-
ing functions of y*. The Poisson brackets on the three-
dimensional space spanned by y* are singular, and a
function of the coordinates can be found which is central
in the Poisson bracket algebra. Setting that function equal
to a constant yields a two-dimensional surface M,, upon
which a nonsingular Poisson bracket can be defined.
Similar arguments can be made to recover an even-
dimensional manifold starting with a d = odd dimensional
matrix model. Say that 7 and ¢ parametrize the two-
dimensional surface, where 7 is a timelike parameter and
o is spacelike. We will assume that any time slice of M, is
a circle, 0 <06 <2z In terms of the three embedding
coordinates the surface is defined by the functions
y* = y#(z,€). Since M, is a two-dimensional surface
the Jacobi identity is automatically satisfied, and for any
two functions F(z, ¢/°) and G(z, €°) on M, we can write

{F, G}z, e") = h(d,F0,G—0,.F0,G), (2.3)
where in general & is some function of 7 and €.

Since the matrix model action (2.1) and the equations of
motion (2.2) can be expressed in terms of commutators,
their commutative limit can be expressed in terms of
Poisson brackets. In order that all terms survive in the
commutative limit, we need that a vanishes in the limit, or
more specifically, that it is proportional to ®. We write as
a — 400, with v finite. Then the commutative limit of the
action is

S.(y) —%/M du(z,0) (i{yﬂ,yy}{y”,y”}

Cc

[
Fyen 0t ). 2.4)

where g, is the commutative limit of the coupling g and
du(z,0) is the integration measure on M,. The latter is
required to be consistent with the cyclic trace identity,

| autzoFomn= [ anor@mn. @3
M, M,
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for arbitrary functions F, G, and H on M,. We can then
take
du(r,0) = drdo/h. (2.6)

The commutative limit of the equations of motion (2.2) is
given by

{{y/uyy}’yu} _Uejwp{yuvyp} =0. (27)
The dynamics retains its invariance under (i) Lorentz
transformations, (ii) translations, and (iii) gauge trans-
formations. Infinitesimal gauge variations have the form
oy* = O{A, y*}, where © again denotes the noncommu-
tativity parameter and A is an infinitesimal function on M.

The dynamical equations coincide with string equations
of motion. Here the relevant string action is

Sstring = =7 {/ drdo/—g —g/ eﬂ,,py”dy”/\dy"],
M2 MZ
(2.8)

where g is the determinant of the induced metric

gab(T’ 0) = aayﬂabyw (29)

a=rt,0
on M, and the constant 7 denotes the string tension. The
first term in (2.8) is the Nambu-Goto action, while the
second corresponds to a coupling to a Neveu-Schwarz field
of the form B, « ¢, ,v*. Both terms are reparametrization
invariant, and respect Poincaré symmetry. They lead to the
equations of motion

Ay, —2vn, = 0. (2.10)

Concerning the first term, A = —\/#__gﬁa\/—ggab Oy, is the

Laplace-Beltrami operator on the world sheet, and g2*
denotes the components of the inverse induced metric,
g%’g,. = 62. Concerning the second term,

n, =

ﬁeabeﬂwaay’“ﬁbyp is a spacelike unit vector normal
to the world sheet and € = —e°" = 1. The string equa-
tions (2.10) were shown to be identical to the equa-

tions (2.7) when the following condition is satisfied [15]:
(2.11)

We denote solutions to the equations of motion by
y* = x*(z,€), and focus on solutions with an SO(2)
isometry group, associated with rotations in the 1-2 plane.
For this we write the ansatz

PHYSICAL REVIEW D 93, 064074 (2016)
.X'O

T
x| = | a(z)coso (2.12)
x? a(z)sino

Here we have introduced a factor a(z) which is the radius at
any 7-slice. The ansatz (2.12) is consistent with (1.4). The
invariant interval on the surface is

ds*> = —(1 - d'(2)*)d7* + a(r)*de®,  (2.13)

the prime denoting differentiation in z. This gives the Ricci
scalar

24" (7)
a(r)(1—d'(2)*)*

Rotational invariance in the 1-2 plane requires that we
restrict & in (2.3) to being a function of only 7. In order to
have a solution to (2.7), the functions a and & need to
satisfy

R = (2.14)

((ad'h) + h —20)h =0,

(2hd" 4+ al’ —2va’)ah = 0. (2.15)
From these equations it follows that h?g is a constant of
integration, which is consistent with the condition (2.11).
We can use (2.11) to eliminate /(z) and obtain a second
order equation for the scale factor

a” a\? 1 2o 3
(L) =+ 220 -a?) 2.16
C- () - arZa-er e
This yields the integral of the motion
E=a/V1—-a?-vd, (2.17)

which was shown in [18] to be associated with the energy
of a bosonic string. From (2.17) we then get the following
Friedmann-type equation for a(z):

AR S S
a @  (E+va?)?

Solutions to (2.18) can be expressed in terms of inverse
elliptic integrals, which are plotted in Fig. 1. For all the
solutions plotted there (except the limiting case of v = %)
we assume that ¢ has a turning pointatz = 0, i.e., a(0) = 1
and @’'(0) = 0. The solutions describe closed, stationary,
and open space-times, the choice depending on values for v
[18]. Closed two-dimensional space-times, having initial
and final singularities, occur for v < . The limiting case of

(2.18)

v :% gives the static or cylindrical space-time solution
1

[17]. Open universe solutions correspond to v > 3.
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Exact expressions for the solutions exist for different
values of v. They are as follows:
(a) For the case of v = 0, one has the simple expression

a(r) = cos, ——-<z< (2.19)

T
27

NN

where once again we assumed a(0) =1 and
a'(0) = 0, which leads to singularities at 7 = £3. It
defines the surface (x')? + (x?)? = cos?(x?), with
metric given by

ds*> = cos? 7(—d7* + do?), (2.20)
and Ricci curvature R = —2 sec*(z), the latter being

singular at 7 = +7. The Poisson brackets of the
embedding coordinates are

0 L1 x?
b} = cos?(x0)’
I
0o, 2v_ X
{7 cos?(x%)’
{x!,x*} = tan(x"), (2.21)
where we used (2.3) and (2.11).
(b) For v =] the solution is simply
a=1. (2.22)

The manifold is just a cylinder of unit radius with a flat
metric tensor

ds> = —di* + do?. (2.23)

Using (2.3) and (2.11) one now gets the Poisson
brackets

(20, 1) = 22,
(20,22} = —x!,

{x1,x*} =0, (2.24)

which define the three-dimensional Euclidean algebra.
(c) When v =1 one gets

a(t)? =1+1?%, (2.25)
corresponding to a de Sitter space-time,
(x1)? + (x2)2 = (x9)2 = 1. (2.26)
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The invariant measure is given by
dr?
a(z)?

yielding a constant positive Ricci curvature R = 2.
The Poisson brackets on the surface define the
su(1,1) algebra

{x0,x1} = x2,
(20,32} = —x!,

{x!,x*} = =x0.

ds? = —

+ a(r)%do?, (2.27)

(2.28)

Since the Poisson brackets for solutions (b) and (c) define
Lie algebras, their noncommutative analogues are easy to
obtain. One simply replaces the Poisson brackets by
commutation relations. With the exception of these two
cases, obtaining the matrix analogues of classical solutions
is nontrivial. We give a procedure for finding “rotationally
invariant” matrix solutions in the following subsections.

B. Matrix solutions

Here we search for matrix analogues of the rotationally
invariant solutions of Sec. II A above to the commutative
equations of motion (2.7). Our aim is to obtain the spectra
of the matrices which solve the equations, which then give
lattice versions of the commutative solutions depicted in the
plots in Fig. 1. After first defining the meaning of rotational
invariance for the matrices in Sec. IIB 1, we obtain
recursion relations for the spectra in Sec. II B 2. Exact

a(r)

FIG. 1. Numerical solution to (2.16) for v = —1.5, 0, 0.4, 0.5,
0.6 and 1. o = 0.5 and 1 correspond to the cylinder and de Sitter
solutions, respectively. The boundary values are a(0) =1
and a'(0) = 0.
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solutions to the recursion relations are discussed in
Secs. II B 3 and 11 B 4, and additional remarks concerning
finite-dimensional solutions and stability are made in
Secs. [IB 5 and I B 6.

As a preliminary step it is convenient to write down an
alternative expression for the commutative solutions of
Sec. I A. For this we utilize a different parametrization of
the two-dimensional manifolds. We replace z by some other
time coordinate #, which along with o, satisfies the
fundamental Poisson bracket

{o,1} =1,

which has a simple noncommutative extension. The pre-
vious commutative solutions can now be written as
y* = x(t,e). We then regard x” and the scale factor,
which we now denote by a, as functions of #, thereby
replacing (2.12) with

(2.29)

x0 x0()
x| =1 a(t)coso (2.30)
x? a(t)sine
Then the equations of motion (2.7) give
20,a(0x° —v) +ad?x" =0,
(0,x° —0)* —v* + 9,(ad,a) = 0. (2.31)
The first equation implies that
k=a*(0,x° —v) (2.32)

is independent of . The second equation then says that the
dynamics of @* is determined by a simple force equation:

1, k?
58,2(512) = —?—&- 02

(2.33)
The solutions are characterized by k and the conserved
“energy” §(0,(a*))* — ’;—f They are, of course,
equivalent to those found previously in Sec. IT A. To see this
one only needs to apply the reparametrization t — 7 = x%().

— v2a>.

1. A rotationally invariant ansatz

We now return to the matrix model described by the
action (2.1). Upon defining Y, as in (1.2) the equa-
tions (2.2) can be written according to

4 Y YO 4 Y0, [V Y]] =l Y] =0,
Y0, (Y0, v_]] + % Y, [Y_Y,]]+2aY°,Y_]=0. (2.34)

We wish to write down a rotationally invariant ansatz
for the matrices Y° and Y. which reduces to (2.30) in the
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commutative limit. Different definitions are possible. We
require that our choice satisfies (1.1). Our ansatz shall be
expressed in terms of functions of two infinite-dimensional
matrices 7 and e’®, and are the matrix analogues of 7 and e°,
respectively. The former is Hermitean and the latter is
unitary. The matrix analogue of the Poisson bracket (2.29)
is the commutation relation
[€/,7] = —Ae'®, (2.35)
where A is a central element with units of time which is
assumed to be linear in the noncommutative parameter. ¢’
generates time translations 7 — 7 + A. Together ¢’ and 7
generate the algebra of the noncommutative cylinder
[17,38,39].
For solutions to (2.34), which we denote by Y# = X#,
we take
X, =X'"+iX> = A(7)e?, X0 =Xx°1). (2.36)
This is consistent with our definition (1.1) of rotation
invariance. Here we restrict X° and A to being real
polynomial functions of 7. Then A(7) and X°(7) are
infinite-dimensional Hermitean matrices. In the commuta-
tive limit, the ansatz (2.36) agrees with the expression
(2.30). After substituting the ansatz into (2.34) one gets

(X°(F) = X°(2 = A) — a)A(})? — (X°( + A)
— X°(3) — a)A(F + A)? =0,

(A(T—= A2 + A1+ A2 =2A(1)) + (X°(7)

| =

-X(i-A)—a)?—a*=0. (2.37)
The first equation states that (X°(7) — X°(7 — A) — a)A(7)?
is invariant under discrete translations 7 — 7+ nA,
n = integer, and is the matrix analogue of (2.32).

2. Recursion relations

We next write down recursion relations for the eigen-
values of the matrices X°(7) and A(%). The spectrum for the
operator 7 is discrete, with equally spaced eigenvalues

t, =ty — nA, nez, (2.38)
where f, is real. This follows since from the commutation
relations (2.35), e27/4 is a central element. It is a constant
phase ¢?"/21 in any irreducible representation of the
algebra, from which (2.38) results.

The eigenvalues of X°(7) and A(7) are real and we denote
them by

xS - Xo(tn)’

a, = At,). (2.39)

064074-7



A. CHANEY, LEI LU, and A. STERN

From (2.36), X, and X_ act as lowering and raising
operators, respectively, on the corresponding eigenvectors.
Since the eigenvalues of X7 + X3 =1 (X, X_ + X_X ) are
positive definite, we get that a’ + ai_l >0, for all n.
However, since we want A(7) to be Hermitean, we get the
stronger condition that

(2.40)

for all n. From the equations of motion (2.37) we get the
following recursion relations for the eigenvalues:

(X =Xy —a)ay = (x,_ —xp —a)a,_; =0,
1

(a2, +a | =2a)+ (x5 =X, —a)*—a® =0.

5 (2.41)

From the first equation, k = (xJ — x9_ | — @)a3 is indepen-

dent of n, and then from the second equation we get a
recursion relation for just a,

1 2 2 2 k2 2
E(arwl +a,_ _2an> +_4_a =0,

(2.42)

which is valid provided a,, does not vanish. Equation (2.42)
is the lattice version of (2.33). Given the values for any
neighboring pair of eigenvalues for A, we can determine the
entire series {a, }. Then starting with one time eigenvalue,
we can determine all of {x)} using x) — x| = a + k/a}.

Solutions are plotted in Fig. 2 for = 0.5, 0.51 and 0.6
with kK = 0.5 and boundary values ay = a; =1, x8 =0.
a = 0.5 corresponds to the noncommutative cylinder

0

P
. o= =51, 0 0]
10 i [] ¢ [
F : N [ N [
. o ! . *
. . ¢ ¢ =6
. o ¢ ] * '
5t O o !
(1] (]
)
L
L]
é 1 1 PRI B 1 1 1 a
i 2 3 4 5 6 7 !
[
...
. .
SsEoooae,
: ‘o ) ’ .
[ ]
. 0 ¢ N
“10l . e, e,
(] ¢ [] o
[ ] []
0 [ ]

FIG. 2. Solutions to the recursion relation (2.42) for a = 0.5,
0.51 and 0.6 with k = (x) — x| — a)a; fixed to be 0.5. a = 0.5
corresponds to the noncommutative cylinder solution, while o =
0.51 and 0.6 are examples of noncommutative analogues of
open universe solutions. The initial conditions are ag = a; = 1

and x3 = 0.
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solution which we discuss in Sec. IIB3. a = 0.51 and
0.6 are examples of discrete versions of open universe
solutions. Another example of a discrete open universe is
the noncommutative de Sitter solution which corresponds
to k = 0. We discuss this case in Sec. II B 4. While Fig. 2
shows matrix analogues of the cylindrical and open space-
time solutions, here we are unable to obtain matrix
analogues of closed space-times. Related to this issue is
the absence of solutions having a < 0.5 (or more generally,
|a| < |k|, along with initial conditions ay = a; = 1). For
these cases, a2 decreases to zero as one goes away from the
initial values. (a2 = 0 is analogous to zero radius in the
continuous case; i.e., a cosmological singularity.) As a2
decreases to zero, the k*>/a* term dominates in the
recursion relation (2.42), i.e., the leading term in the
expression for a2_ | goes like —k*/aj; < 0. Then for some
n, a% becomes negative, which is inconsistent with
Hermiticity. Thus, either such solutions do not exist or
there must be raising or lowering operators that kill all
states with a2 < 0. An example of the latter is the discrete
series representation of the de Sitter solutions, which is
discussed in Sec. II B 4.

We note that the analysis leading to recursion relations
(2.41) and (2.42) is only valid for infinite-dimensional
solutions to the matrix equations, and moreover when
the index n spans all positive and negative integers.
Equation (2.36) is not valid if this is not the case.
Alternatively, if n does not span all positive and negative
integers it still may be possible to write

X, =AU, (2.43)
where A and U are diagonal and unitary matrices, respec-
tively, and X° is a diagonal matrix. This is a generalization
of the ansatz (2.36). Both (2.36) and (2.43) imply that
X, X_ commutes with X°, and so they are consistent with
the definition (1.1) of rotational invariance. Then X, X_
and X° have common eigenvalues. In the case where (2.36)
holds they are, respectively, a2 and xV. Even if (2.36) does
not hold, it may still be possible that the recursion relations
(2.41) for the eigenvalues x and a2 of X° and A2,
respectively, are valid after restricting the values of the
label 7 in some fashion. For example, we find this to be the
case for the discrete series of the de Sitter solutions, as is
discussed in Sec. II B 4.

We next review well-known examples of rotationally
invariant matrix model solutions, which are exact solutions
of the recursion relations (2.42).

3. Noncommutative cylinder [17,38,39]

A trivial solution of the recursion relation (2.42) is

0

1) = —2an + x§, (2.44)

a, = dop,
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where k = aaj and n € Z. x{) and aj are real and here are
identified with eigenvalues of X° and A for the non-
commutative cylinder. The solution represents the discrete
version of the constant solution for a (2.22). The non-
commutative cylinder solution Y# = X* is defined by the
commutation relations

X% X.] =2aX,, X, X_]=0, (245)
from which one recovers Poisson brackets (2.24) in the
limit @ = 0. xY and a, in (2.44) are the eigenvalues,
respectively, of X and the square root of X, X_, which
is central in the algebra. The latter is constant in any
irreducible representation of the algebra and is the radius
squared of the noncommutative cylinder. X, and X_ are
raising and lowering operators, respectively, for the eigen-
vectors of XV,

4. Noncommutative dS* [16]

Another solution of the recursion relations is

X9 = —a(n +¢),

az =a’n(n+2e+ 1) +aj, (2.46)
where ¢, and a are real. Now k = 0. This solution can be
identified with noncommutative (or fuzzy) dS”> and it
corresponds to the matrix analogue of the solution
(2.25). The relevant commutation relations for the matrix
solution Y# = X* now define the su(1, 1) Lie algebra
X0, X,]=aX_, X, X_]=-2aX°, (2.47)

and they yield the Poisson brackets (2.28) in the
a — 0 limit.

Irreducible representations of the su(1, 1) Lie algebra are
well known and classified by eigenvalues of the central
operator

R = (X_ X_+X_X,)— (X2, (2.48)

SR

which we denote by —a?j(j + 1), along with €,. R is the
length scale of the noncommutative de Sitter space. States
J» €0, 1) in any irreducible representation can be taken to
eigenvectors of X°, with X and X_ behaving as lowering
and raising operators, respectively,

XO

jae()’ n>1

X.|j.€o.n) = ia(j+ e+ n)|j.eg.n—1),

J-€0,n) = —aley +n)

X_|j, €9, n) = ia(j —ey —n)|j,ep,n+ 1). (2.49)

It follows that

PHYSICAL REVIEW D 93, 064074 (2016)
X, X_

jreo.n) = a*((eg +n)(eg +n+1)
—j(i+1)

Js€0s1). (2.50)
If we assume (2.36), or more generally (2.43), then we can
identify X, X_ with A2, with eigenvalues a2 > 0. Then
comparing (2.46) with (2.50) gives

ag = a*(eg(eo +1) = j(j + 1)) (2.51)
The inequality (2.40) in this case leads to
1y’ Iy’ 2.52
_ > (74 = .
<eo+n+2> _<J+2>, (2.52)

for all n.

Nontrivial representations are known to fall into three
categories: principal, supplementary, and discrete series.
For the principal and supplementary series, neither j + ¢
nor j — ¢, are integers, so that no states |, €y, n) are killed
by either X, or X_. There are then no restrictions on the
integers n labeling the states. One takes j = —% + ip, with
p real, for the principal series, which identically satisfies
(2.52). j is assumed to be real for the supplementary series.
Then if we choose —% <€y <%, we need that |j + 1| <
|€() + % ‘

Finally, for the discrete series one has that either j + ¢,
or j—e¢q are integers. For the former, we can choose
Jj+ €y =0. Then from (2.49), X, kills |j,—j,0), which
then serves the role as the bottom state for the irreducible
representation D (). In this case 7 is restricted to positive
integers, including 0. The inequality (2.52) is satisfied for
j <0. The resulting spectra for X° and X, X_ is given by

xy = a(j—n),
a:=a*(n+1)(n-2j),
n=01,2, ... (2.53)

The time takes on only negative eigenvalues, assuming
a > 0. Similarly, if one chooses j— ¢, =0, then from
(2.49), X_ Kkills |j, j, 0). The latter serves the role as the top
state for the irreducible representation D~ () and in this
case n is restricted to negative integers, including 0. The
inequality (2.52) is again satisfied for j < 0. The spectrum
for X, X_ is the same as in the previous case (2.53), while
there is a sign flip for x9, i.e., the signs are now all positive.
We note that (2.36) is not valid for the discrete solutions
since the n does not span all integers. [The recursion
relations (2.41) are still valid, however, provided that we
now restrict the integer n in these relations to n > 1 for
D*(j), and n < —1 for D™(j).] Furthermore, its generali-
zation (2.43) does not hold in general either. Only for j =
—3 can we write X, in the form (2.43). For D (—1) the
matrices A and U are given simply by
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1,

30 |

10 | ! . o
o'. |'. p=10 ¢
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FIG. 3. Noncommutative de Sitter solutions. Plots of the
eigenvalues x9 and a,, for the discrete series D‘(—%) and for
the principal series with p = 10 and 20. a = 1 and €5 = —% are
chosen in all cases.

Apm = a(n + 1)5n,m7 Upm = i6p1.m- (254)

We remark that the existence of a bottom (top) state for
the discrete series, where there is a corresponding minimum
value for the radial eigenvalues a,, means that there is an
initial (final) state. It is thus a discrete analogue of a
cosmological singularity.

Plots of the eigenvalues x!) and a,, of the matrices X° and
A, respectively, are given in Fig. 3 for the discrete series

1

D~(—3), as well as for the principal series with p = 10

and 20.

5. The question of finite-dimensional solutions

In the above example, it is well known that there are no
finite-dimensional solutions of noncommutative de Sitter
space since there are no finite-dimensional unitary repre-
sentations of the SU(1, 1) group. More generally, one can
ask whether or not there exist nontrivial finite-dimensional
matrix solutions of the equations of motion (2.2). This
question is relevant for knowing whether or not there are
matrix solution analogues of the closed space-time cos-
mologies. The latter are expected to emerge upon taking the
N — oo limit of the N x N matrix solutions, along with
initial and final singularities on the resulting space-time
manifold. So for example, one can ask if there is a matrix
analogue of the closed space-time solution (2.19) of the
commutative equations of motion (2.7).

As stated above, if a2 tends to zero, it becomes necessary
to terminate the series generated by the recursion relations
(2.42) in order to prevent a2 from becoming negative.
There must then exist a bottom or top state, which would

PHYSICAL REVIEW D 93, 064074 (2016)

correspond, respectively, to an initial or final singularity in
the continuum limit. Any matrix analogue of a closed
space-time solution must have both a bottom and top state,
and thus the matrix solution should be finite dimensional.
In this regard, we have not been able to find any nontrivial
finite-dimensional matrix solutions to (2.2), and thus here
we do not have matrix model analogues of the closed
space-time solutions of Sec. Il A; i.e., all the solutions of
(2.16) with v < 1.

Although we do not have a proof that there are no
nontrivial N x N solutions, for arbitrary finite N, to the
matrix equations (2.2), it is easy to show that no nontrivial
solutions exist for the simplest case of N = 2. In that case
we can set X* equal to a linear combination of Pauli
matrices, one of which, say X°, we can take up to a factor to
be o3. (Terms in X* which are proportional to the identity
matrix trivially solve the equations of motion.)

X'=06; X'=uo; X*>=v0,
where u; and v; are real. Here we are not making any
additional restrictions such as rotational invariance. Upon
substituting into the equations of motion (2.2) one gets

usu; + v3v; — (U + 0%)5;3 — ae;u;vp = 0,

i vu; — 0363 — (U2 = 1)v; — ae;jau; =0,

ﬁ . 51],' - M35i3 - (7)2 - l)u, + aeij3vj = 0

The only real solutions are u; = u3d;3, v; = v36;3, but these
are trivial solutions since then all X* are proportional to o3.
Thus there are no nontrivial 2 x 2 matrix solutions of the
equations of motion (2.2).

6. The question of stability

Issues related to the stability of the rotationally invariant
solutions to (2.2) were examined in [18]. More specifically,
[18] was concerned with small perturbations about the
solutions to (2.18). Leading order effects were examined
upon perturbing in the noncommutative parameter ©, or
equivalently a. The perturbations about the solutions were
expressed in terms of an Abelian gauge field and scalar
field (or non-Abelian gauge fields and N scalar fields if one
expands about a stack of N coinciding branes). This could
be done in general with the use of an appropriate Seiberg-
Witten map [40] on the noncommutative space-time asso-
ciated with the solution. Gauge transformations correspond
to area preserving coordinate transformations on the two-
dimensional surface, while the scalar field is associated
with perturbations normal to the surface. At leading order
in O, the resulting perturbed action yielded the usual
dynamics for a scalar field coupled to the gauge field on
the two-dimensional commutative manifold. Since gauge
fields are nondynamical in two-space-time dimensions they
can be eliminated leaving only the scalar field degree of
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freedom. For all values of the parameter v appearing in the
commutative theory, the remaining scalar field was found
to be tachyonic.

The persistence of tachyonic modes and the absence
of any finite-dimensional solutions appear to be generic
features of the Lorentzian IKKT-type matrix model whose
dynamics follows from the action (2.1). On the other hand,
they no longer are the case when additional terms are
included in the action. For example it was recently found in
[19] that finite-dimensional matrix solutions exist when a
quadratic, or mass, term is added to the matrix model
action. With the same quadratic term the scalar field
resulting from perturbations about the rotationally invariant
solutions can have a positive mass squared, thus ensuring
stability of the commutative field theory. We more gen-
erally explore the consequences of including the quadratic
term in the following section.

III. INCLUSION OF A QUADRATIC TERM

We now add a quadratic, or mass, term to (2.1). The total
matrix model action is then

s
S (Y) = S(Y) + 2—g2TrYﬂY”

:—1T ——1 Y, Y, |[YH, Y] —<ia Y"Y"Y’1
2 I 1{ W v“ ’ ] 3l e/w/{
+§ WY

where /3 is a real constant and we now denote the coefficient
of the cubic term by & in order to distinguish it from the
noncommutative parameter a appearing in the rotationally
invariant classical solutions of Sec. II B. The matrix
equations of motion now read

(3.1)

[[Y,.Y,]. Y] —iae, ,[Y*. Y] = —pY,.

(3.2)
Upon comparing with the previous section, the (i) 2+ 1
Lorentz symmetry of the background space, as well as
(iii) the unitary gauge symmetry, is preserved by the last
term, but (ii) translation symmetry is broken when g # 0.

This system contains new solutions, as well as some of
the previous solutions (even when f # 0). Before discus-
sing the matrix solutions, we once again find it convenient
to first examine solutions in the commutative limit of the
matrix model.

A. Commutative limit

We first write down the modification of the commutative
equations of Sec. I A. Now a much larger family of
solutions exist. We shall give a (mostly) qualitative dis-
cussion of these solutions.

The commutative limit of the matrix model action can
once again be expressed using the Poisson bracket (2.3) on
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some two-dimensional manifold M. In order for the cubic
term in the action to survive in the limit, we again need for
its coefficient to be linear in the noncommutativity param-
eter ©, i.e., @ —» 4+0v0. The quadratic term in the action will
survive in the limit provided that B goes like @7, i.e.,
f — w®?, with w finite. Then (2.4) is replaced by

S.(y) :gIE/MZ du(z,0) (i{y,uyu}{y",y”}

v w

+ 3wy "'} +§y,4y”>, (3.3)

where du(r,0) = drdo/h is once again the invariant

integration measure on M,. Not surprisingly, translational

invariance is broken when @ # 0. The resulting equations

of motion are now
{{ywyu}vyy}_veﬂup{yp’yp} = wyy. (34)

Upon substituting the rotationally invariant expression

(2.12) into (3.4), we get the following equations for a and
h, both of which are assumed to be functions of only 7:

(ad'h)'h + h* — 2vh = w,

2h(h —v)d'a+ a*h'h = wr, (3.5)
the prime again denoting a derivative in 7. It follows that
h*g — w(a® — 7%) is a constant of integration, where once
again g is the determinant of the induced metric. We then
get an explicit formula for A, and hence the integration
measure

¢ —w(a* —1?)

h= AR )
(1-d?*)a?

(3.6)

¢y being the constant of integration. Here we see that the
measure is not simply expressed in terms of metric, except
for the case @ = 0 where we recover the result (2.11) of the
previous section. For all @ and v, i can be eliminated from
the differential equation for a, which can be written

a”__+___(1_a/2)_ﬁ

a a da a

2 1 2 l
a v ® <1> _o (37)

generalizing (2.16). The breaking of time translation
symmetry when @ # 0 implies the absence of a conserved
energy, and consistent with that, we have not found a
generalization of the quantity (2.17) which is conserved
when o = 0.

There is now a large family of solutions, including those
discussed in 2.1 when @ = 0. Among them are some exact
solutions, all of which have 4 equal to a constant value:

(1) There are two distinct dS? solutions to (3.5) of the
form (2.25) when v> + 2@ > 0 and w # 0. (Here we
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assume v and w are finite.) They yield the following
constant values for h:

1
hi:—(l)i

3 0> + 2w).

(3.8)
The solution is degenerate when v* + 2w = 0, and no
de Sitter solution exists for v> + 2w < 0.

(2) A dS? solution exists to the equations of motion in the
limit v, @ — oo, with ¢ finite and nonzero. In this
limit, the kinetic energy (or Yang-Mills) term is absent
from the action (3.3). In this case

(0]

h=——.
20

(3.9)

If both the kinetic energy term and the quadratic term
are absent from the action and only the totally
antisymmetric term remains, i.e., v — oo and 2 — 0,
then there are only trivial solutions to the equations of
motion, {x*, x*} = 0. In the matrix model, all matrices
X*# commute in this case. This result does not general-
ize to higher dimensions where one can have non-
trivial solutions of the equations of motion when only
a totally antisymmetric term appears in the action, as
we show in Sec. VD 2.

(3) Another solution, which exists only when @ # 0,
is a sphere, (x!)> + (x?)? 4+ (x°)> = 1, embedded in
three-dimensional Minkowski space-time [19]. The
solution is

a(t)>’=1-7, h=2v, -1<7<1, (3.10)
which is only valid for @ = —4v?. (More generally, by
introducing another real parameter it is deformed to an
ellipsoid embedded in three-dimensional Minkowski
space-time.) The invariant measure obtained from the
induced metric is

1-272

2 _
ds= = 5

dr* + (1 —7%)do?, (3.11)

_1—7

which differs from that of the Euclidean sphere. The

metric tensor does not have definite signature; it is
i 1 1 i

Lorentzian for 5 <7< and Euclidean for

1
o
singularity in the Ricci scalar, and unlike with the

curvature of a Euclidean sphere, the Ricci scalar is not
constant and it is negative

<|r| < 1. The latitudes with |z| = 5 produce a

2

R=—— .
(1-27%)?

(3.12)

The solution represents a closed space-time cosmol-
ogy with the initial and final singularity occurring at

PHYSICAL REVIEW D 93, 064074 (2016)

10+

a(T)

—10 +

FIG. 4. Numerical solutions to (3.5) forv =0 and w = 1, 1.5,
1.8, 2 and 2.5. The boundary conditions are a(0)=1
and a'(0) = 0.

the latitudes with |z| = \/% where the spatial radius is

not zero. The solution can be expressed in terms of the
su(2) Poisson bracket algebra.

The Poisson brackets of the solutions define three-
dimensional Lie algebras and it is straightforward to find
their matrix analogues. One gets noncommutative de Sitter
space-time for both solutions 1 and 2, which we discuss in
the next subsection, while for 3 the result is a Lorentzian
fuzzy sphere [19]. We note that there are also no cylindrical
space-time solutions, a = constant, when @ # 0.

In general, solutions to (3.5) are labeled by four
independent parameters: v, w, c¢; [the integration constant
in (3.6)] and the value of @’ at some 7 = 7. (The value of a
at a given 7 merely determines the overall scale.) The
solutions can be obtained numerically and some novel
results appear when w # 0. In Fig. 4 we plot 7 versus a(z)
for v = 0 and different values of w. A closed space-time
results for @ <1, a dumbbell shaped curve [with two
maxima for a(r)] appears for 1 <@ <2 and an open
space-time for @ > 2. Another example, depicted in Fig. 5,
shows that by starting from initial conditions associated
with a rapid inflationary period, one can get a smooth
transition to a noninflationary phase. There we take a = 1
and ¢’ = 50 at some initial time 7, = 0.01, along with the
following choices for the remaining parameters: v =
I, = —0.5 and ¢; = —2500. We then find that by starting
with large values for the expansion and deacceleration
rates, a'(7)/a(r) and —a"(r)/a(r), respectively, at 7 = 7,
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a'(t)fa(r)
20 +
mz?ﬂ-xltﬂ
10
at)
: : T
1.0 1.5
_10 L
a"(t)fa(r)
20+t
FIG. 5. Numerical solution for v =1, = —-0.5 and ¢| =

—2500, with initial conditions a(0.01) =1 and &’(0.01) = 50.
Plots are given for a(z), a’(7)/a(z) and a”(7)/a(r), and show that
d'(z)/a(r) and —a" (z) /a(r) decrease rapidly to zero as 7 increases
from the initial value 7 = 0.01. We also plot the effective mass-
squared m2; of the scalar field, whichis associated with perturbations
normaltothe surface (see Sec. IV B). The plotindicatesthatm%; > 0.

these quantities go rapidly to zero as 7 increases from the
initial value.

B. Rotationally invariant matrix solutions

1. Recursion relations

When $ # 0, the right-hand sides of the matrix equations
of motion (2.34) no longer vanish and substitution of the
ansatz (2.36) into the equations of motion (3.2) yields

(X°(F) = X°(7 = A) — @)A()? — (X°( + A)
— XO() — @)A(F + A)? + XO(3) = 0,

(A(T—A)> + A1+ A)? =2A(1)%) + (XO(7)

N =

-X(i-A)-a)?-a*-p=0. (3.13)
So unlike in Sec. B 1, (X°(7) = X°(7 = A) — @)A(7)? is
not invariant under discrete translations 7 — 7+ nA,
n = integer, except for f = 0. The recursion relations
(2.41) for the eigenvalues (2.39) are now generalized to

a)ay = (X)_y = x) = &)az_, + px) =0,

o_,0 _
(xn xn+1

(“%H + “3;—1 —2a3) + (x) — x2+1 - 5’)2 - -p=0.

N[ =

(3.14)
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Once again, starting with any two neighboring eigen-
values for A% and one time eigenvalue x! one can use the
recursion relations to generate a matrix solution. As before
solutions are only valid providing all a2 > 0. This means
that either n spans all positive and negative integers or the
series is terminated at some n [and then (2.36) no longer
holds]. The latter was the case for the discrete series of the
noncommutative de Sitter solution. We discuss noncom-
mutative de Sitter solutions of the equations of motion (3.2)
in Sec. I B2. For finite-dimensional matrix solutions
there must be both a largest and smallest value of n. In
Sec. III B 3 we show that finite matrix solutions exist for
p # 0, and they contain the Lorentzian fuzzy sphere [19].

2. Noncommutative dS?

When f # 0, and a*> + 2/ > 0, there exist two distinct
solutions to the recursion relations (3.14) of the form
(2.40), i.e.,

Xy = —as(n+ &),
az =da’in(n+2e+ 1)+ aj, (3.15)
where
L[ [~
aizz a+ (04 +2ﬂ . (316)

They are associated with two distinct noncommutative
de Sitter solutions. In the commutative limit (& — 00,
f — @®?) they go to the two de Sitter space-times
described in Sec. III A, with @y — ®h, and A, given in
(3.8). In both cases X* span an su(1, 1) Lie algebra (2.47)
with noncommutative parameters o = a.. The two non-
commutative solutions coincide when &> + 2 = 0. In the
limit # — 0, one of them (@, — @) reduces to the solution
of Sec. B4, while the other (¢_ — 0) becomes the
vacuum solution. Once again, nontrivial representations
fall into the three categories, principal, supplementary, and
discrete series, and they can be constructed as in Sec. II B 4
for each of the two solutions.

The noncommutative dS? relations (2.47) also solve the
matrix equations (3.2) in the limit , @ — oo, with g finite.
This corresponds to a matrix action where the kinetic
energy (or Yang-Mills) term is absent. The noncommuta-
tive dS? solution in this case has

(3.17)

and is the matrix analogue of (3.9).

3. Finite-dimensional matrix solutions

When f # 0, there exist finite-dimensional matrix sol-
utions of the equations of motion (3.2), which are
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associated with the su(2) algebra. For this we express
the matrices X* as a linear combination of J;, which are
N x N Hermitean matrices spanning the su(2) algebra,
[Ji.Jj| = i€e;Jy. Here i =1, 2, 3 are Euclidean indices.
We consider the following linear combination:

X0 =23,

Xl :21)1.]1, X2 :2(1)2J2+U3J3).

(3.18)
X are a solution to the equations of motion (3.2) when

2
U3

%)
a=1-——,
1+ 02

B=—4v3, (3.19)

V) = —&1)1.

Hermiticity requires all coefficients v; to be real and thus
p <0 and @*> < 1. Given that J; define an irreducible
representation of su(2), the time eigenvalues for this
solution are
2m=-N+1,-N+3,....N—-1. (3.20)
Like with the fuzzy sphere embedded in three-dimensional

Euclidean space [11,31], the matrices X* span the su(2)
algebra. Here the su(2) generators are given by

1 1 1
Ji 22—01)(1, J2=2—U2(X2—U3X0), J3 ZEXO,
(3.21)

for v;,v, #0 and X* solve the Lorentzian, rather than
Euclidean, matrix equations.

The above solutions are not in general rotationally
invariant; i.e., (1.1) may not apply for these solutions,
and therefore neither the ansatz (2.36) nor (2.43) in general
hold. An exceptional case is v3 = 0. After setting f =
—4av? and doing a rescaling we can write

X'=\/-pJ,. X2P=—\/-BJ,.

(3.22)

X0 =2aJ;,

For this case, X,X_ commutes with X°. We can then
identify the matrix A2 with —3(J° —J2 —J;). The N-
dimensional irreducible representations for X* satisfying
(3.22) define Lorentzian fuzzy spheres and were discussed
previously in [19]. The commutative solution is recovered
by taking the N — oo limit, along with a, f — 0. For this

we need to keep both aN and /—pN finite, with \é—? - ay,
in the limit.

IV. STABILITY ANALYSIS

Here we examine small perturbations about the rotation-
ally invariant solutions obtained in the previous two sections.
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After substituting the perturbations back into the matrix
action and taking the commutative limit we obtain a scalar
field coupled to a gauge field on the space-time manifold
associated with the commutative solution. Upon eliminating
the gauge fields one gets an effective mass term for the scalar.
As stated earlier, the effective mass squared is negative for the
systems studied in Sec. II, as was shown in [18]. The result
changes when the quadratic term is included in the matrix
model action. We show that the effective mass squared is
positive for arange of @ # 0 ensuring the stability of the field
theory in the commutative limit.

We begin in Sec. IVA with the specific example of
noncommutative de Sitter space, which is a solution of the
matrix model, with or without the inclusion of the quadratic
term (cf. Sec. IIB 4 and III B 2). A general analysis which
is valid for all rotationally invariant solutions is carried out
in Sec. IV B. It relies on finding the appropriate Seiberg-
Witten map for the system.

A. Noncommutative dS>

Here we expand the matrices Y* about the noncommu-
tative de Sitter solution X*, which satisfy the su(1,1)
commutation relations (2.47). Taking the expansion param-
eter to be the noncommutative parameter a, one can write

Y# = X¥ — aRA*, (4.1)
at leading order. R is a distance scale, with R? being the
value of the central operator in (2.48). As in [11], the
infinite-dimensional Hermitean matrices A* are functions
of X#. A* can be regarded as noncommutative potentials.
This is since infinitesimal gauge transformations (iii) of the
form U = 11 + iaRA, where A is an infinite-dimensional
Hermitean matrix with infinitesimal elements, lead to the
gauge variations

SA* = —i[A, XV] + iaR[A, A*]. (4.2)
Following [11] we define noncommutative field strengths
F,, according to

@R°F,, = [Y,.Y,] + iae,, Y*. (4.3)

They transform covariantly, 6F,, = +iaR[A,F,]. F,,
vanishes when it is evaluated on the noncommutative de
Sitter solution Y# = RX*, where X* satisfies (2.47).

We next express the matrix model action in terms of A,
and F,,. We do this for the action (2.1) in Sec. IVA'T and

then consider the quadratic term in IV A 2.

1.=0

Upon substituting (4.1) and (4.3) into the action (2.1)
we get
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F;wA/l

4R2 R2
S(v) =23 Tr{—ZFWF"” -

g F U

' 1
+ éew [AF, XV)AP + 6A,,Aﬂ} +S(X). (4.4)

The result can be reexpressed on the two-dimensional de
Sitter manifold, with embedding coordinates x* satisfying
(x1)? + (x?)? = (x°)?> = R?, upon using the appropriate
star product for de Sitter space [16]. The latter can be
expanded in the noncommutative parameter a. At lowest
order, the star commutator of the symbols of the functions
F(X) and G(X) goes to +ia/R times the Poisson bracket of
F(x) and G(x), i.e., +%{F(x),G(x)}. Then the commu-
tative limit of the action (4.4) may be written as an integral
of symbols according to

500 =50 = T [l (14,001 - fa})

c

R
—Eeﬂm{A”,x”}Al}, (45)

where du is the invariant measure over de Sitter space
which we now specify. Instead of using (2.12), we find it
more convenient to use a different parametrization of the
surface. Following [16], we take

X tann
x!' | =R]| secncoseo |, (4.6)
x? secysino

where {~5 <7 <%,-7 <06 <x} and we have included
the distance scale. For the integration measure we take

du = dndoR?/ cos? 5. The induced metric tensor resulting
from (4.6) is

RZ

_ 47
cos’n (47)

—9m = Yoo e = 0.

The fundamental Poisson brackets are {,o} = cos’7,
which is consistent with the su(1,1) Lie algebra,
{x*,x*} = Re"x;,.

Like in [11], we introduce a pair of tangent vectors K¢,
a = n, o on the manifold defined by

2
cos“n
= G“heﬂyix’“abx’l.

Ka

I R2 (48)

Kj along with the normal vector x, form the orthogonal
basis. Moreover,
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by — pR2~ab
KeK™ = R2g,

n — KO —
Kyx' = Kjx* =0,

€, K™K x* = Reos?n. (4.9)
Additional identities are
0Kl OKS 1
A= = —tan K] — - x,,
on Oc AR = R
oK% 0K
H H
= —— = —tanynKy,
o o T
Ox R Ox R
L= K] —t=——Ks. (4.10)
on cos“n Jdo  cos’p

We now expand A, (1, ) in the above basis and define U(1)
gauge potentials (A,, A,) and a scalar field ¢ on de Sitter
space:

1
RA/I ('77 0) = Aa(r]’ G)KZ + “411(771 0>Kz + Eqb(n, G)xlr

(4.11)
Then using the above identities
{Aw xv} - {Aw xﬂ}
" X Mu
= ‘FH(FK”KZ- + ¢€ﬂv/1§ + (al’]¢ - AG) EKg
X
+ (00 = A) Kb = (u=>0), (4.12)

where F,, = 0,A, — 0,.A, is the U(1) field strength on
the de Sitter manifold. Substituting (4.11) and (4.12) into
the commutative limit (4.5) of the action gives

a*R?

1 1
5 /dnda{—icoszn(]:m,y+§(8,7¢)2

c

S(X)-S(X) -

L 0.02 4207,

2V7° 7 cos’n

‘R? R? 1
_f‘gz / dnda\/%{fﬂbf“”—iaarﬁ@“qﬁ

(4

2 1
+\/T—g¢fﬂa_ﬁ¢2}i (413)

where g is the determinant of the induced metric (4.7). The
mass squared for the scalar field appearing in the action is
positive, m? = 2/R?. However, the gauge field is non-
dynamical on a two-dimensional space-time and can be
eliminated, which leads to the effective field Lagrangian

— 1 a 1 2
Lo = Eaagba ¢+ R2¢ . (4.14)
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We then get a switch of sign for the mass squared of the
scalar field, and so the scalar field is tachyonic. More
generally, tachyonic excitations were shown to occur for
all spherically symmetric solutions of the matrix model
described in Sec. II [18].

We note that the kinetic energies of the gauge and scalar
fields in (4.13) have opposite signs. This appears to be a
generic feature of the Lorentzian matrix model [18,19], and
is not totally unexpected since the matrix model action,
specifically the Yang-Mills term, is not positive definite.
This situation is harmless in two space-time dimensions
since the gauge field can be eliminated. However, the same
does not apply in higher dimensions, and this issue is yet to
be resolved.

2.#0

We now include the quadratic term in the total action
(3.1). As stated in Sec. III B 2, there exist two noncommu-
tative de Sitter solutions (2.47) when &> + 2/ > 0 (and one
when @ + 2 = 0). They correspond to @ = @, as given in
(3.16). There is also one noncommutative de Sitter solution
in the limit f, @ — oo, with g finite. In this case, o = + %

An expansion (4.1) in the action (3.1) around one of the
de Sitter solutions gives

4R2 R2
S (Y) = a92 Tr{—ZFWF”” — iyRe,, F* A’

3 —
+ Eyeuwl [A”, XU}AA + yAﬂA”} + Stolal (X)’

(4.15)

where y = % - % and F,, is again defined by (4.3). We now

repeat the previous procedure to obtain the commutative
limit of the action. g and 01732 go to finite values in the
commutative limit, respectively, + 7 and }’1% and hence so
does y. One now gets

Stotal(Y) - Stotal (X)
a*R* [ dndo (1
- [ A s) — (o

1 o 0
+ (E_Z>R€MM{A”, )CZI}A/1 + <1 —E>R2AﬂA”}
2

4 p2 R2 1
[ ndoy=a{ " £ - 0,000

]

in the commutative limit after applying (4.11) and (4.12).
The kinetic energy terms are unaffected by the deformation
parameter 3, and the previous result (4.13) for the remain-
ing terms are recovered when 47 — —+v corresponding to

-

(4.16)
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@ — 0. Upon eliminating the nondynamical gauge field,
one gets the following effective field Lagrangian:

1 1 v v
Lo = —=0,0p0" —(2—=)(3-2-|¢> 4.17
eff ) ud) ¢ + R2 < h> ( /’l)¢ ( )
generalizing (4.14). Thus the mass squared now depends
on 7, which from (3.8) has two possible values,

2 (~1+/1+2). It is positive for

3
7<+2<2,

S<+s (4.18)

and so the system is stabilized for this range of parameters.
The value @ = 0 corresponds to v/h — +1 or co and hence
it is not included in this range. This is consistent with the
result of the previous subsection that the mass squared is
negative when the quadratic term is not included in the
matrix model. The corresponding values for @ are obtained
using @ = 2h(h —v). The scalar field is massless for the

special values (2,5%) = (4+3,—3) and (+2,-1).

B. General analysis using a Seiberg-Witten map

Here we consider perturbing about arbitrary solutions to
the matrix equations (3.1). Since in general we do not have
exact solutions, we cannot follow the previous procedure,
which requires defining a noncommutative field strength
that vanishes for zero perturbations. An alternative pro-
cedure is to expand the action about the commutative
solution up to second order in the noncommutative
parameter ©. The perturbations can be expressed in terms
of commutative gauge fields and a scalar field upon
applying the appropriate Seiberg-Witten map on the two-
dimensional target manifold M,. The map was found in
[18] and is reviewed in Appendix A. The commutative
gauge fields correspond to perturbations along the tangent
directions of M,, while the scalar field is associated with
perturbations normal to the surface. In [18], the procedure
was applied to the rotationally invariant manifolds which
were solutions to the equations of motion (2.7). These
equations followed from the action (2.4) which did not
include a quadratic term. There we found that for all
rotationally invariant solutions, the effective dynamics for
the scalar field gave a tachyonic mass. This indicates an
instability with respect to perturbations normal to the
surface. Here we include the quadratic term in the matrix
model action, i.e., we start with (3.1), and repeat the
stability analysis for the rotationally invariant solutions
to equations of motion (3.4). Just as in Sec. IV A 2, we find
that when /8 # 0, the effective mass squared for the scalar
field can be positive for a certain range of parameters.

Asin Secs. IVA 1 and IV A 2, we denote perturbations of
the embedding coordinates by A”. They are perturbations
about the commutative space-time solutions, as well as
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functions on the noncommutative manifold. Assuming
the existence of a general rotationally invariant star
product one can write the perturbations as functions on
a smooth manifold parametrized by 7 and e, and so
A* = A¥(z,€'). The perturbation parameter shall again
be identified with the noncommutativity parameter ©,
and thus

Y= X + OA. (4.19)

The perturbations (4.19) induce nonvanishing fluctuations
in the induced metric tensor at first order in ®, and thus
affect the space-time geometry. As in the previous sub-
section, A, transform as noncommutative gauge potentials.
Up to first order in ®, the infinitesimal gauge variations of
A, are given by

8A, = {A.x,} + Of{A.A,}. (4.20)

Using the Poisson brackets (2.3), gauge variations at zeroth
order in ® are along the tangential directions of M,

A, = —h(0.AD,x, — 9,A0.x,) + O(©).  (4.21)

We shall choose & = h(z), which is consistent with all the
solutions in Secs. Il A and III A.

Using a Seiberg-Witten map [40], the noncommutative
potentials A, can be reexpressed in terms of commutative
gauge potentials, denoted by (A,, A,), on M., along with
their derivatives. Since the noncommutative potentials A,
have three components and the commutative potentials
have only two, an additional degree of freedom, associated
with a scalar field ¢ should be included in the
map: A, = A,[A;, A,.¢]. The Seiberg-Witten map is
defined so that commutative gauge transformation,
(A, A;) = (A, + 0.4, A, + 0,4), for arbitrary functions
A on M,, induce noncommutative gauge transformations
for A,, which are given by (4.20) for infinitesimal gauge
transformations. A in this case is a function of 4, along
with commutative potentials and their derivatives, A =
A4, AL, ALl

The Seiberg-Witten map consistent with (2.3) and (2.12)
was obtained in [18] up to first order in ® and is written
down explicitly in Appendix A, cf., (A1)-(A3). In this
regard the first order map is sufficient for our purposes
since we wish to expand the action §,., and hence also y*, up
to second order in ®. The task is to thus substitute (4.19),
along with the map (A1)—(A3) into the action (3.3). After
some work we find

PHYSICAL REVIEW D 93, 064074 (2016)
? 5 5 (1
S.(y) = —— [ dedoh(z)’g* | 5 F . F™
9c 2
1 a 1 2 2
_Eaa¢a ¢+7(1)‘7:m¢_5m (T)¢ +Sc(x)’
(4.22)
where indices a, b, ... = 7, ¢ are raised and lowered with
the induced metric associated with the invariant interval

(5.7). The time-dependent coupling coefficient y(z) and
mass m(t) are given by

10 = s (<o + 0a(e) (1))

(4.23)

Here we see a common feature for these systems, which is
that the kinetic energies of the gauge and scalar fields have
opposite signs. Upon eliminating the gauge field using its
equation of motion, F* + y(z)¢ = constant/(h(z)*g?),
and substituting back into (4.22), we now get the effective
action

5510 == [ dvaonts)'a? (~30,00° =Y
+5e (x), (4.24)

where the mass squared for the scalar field gets modified to

mege(7)* = m(7)* + gy(z)?

_ 2 () =y @ @a(®)
e (2 G- -5

x (%)’(g”hwh(r) ~ 4v)

samoli5))

The result for m?%; is in general a function of the time
parameter 7 and it can be positive, negative or zero. It is
negative when @ = 0 for all spherically symmetric solu-
tions. This follows from the Lorentzian signature of the
metric, g < 0. The result agrees with what was found
in [18].

We get the following results for the three exact solutions
found in Sec. III A:

(1) y, m* and m%; are constants for the de Sitter solution

(2.25) and (3.8) with v and w finite. In this case
(4.23) and (4.25) yield

(4.25)
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—m2=2(2-2
y=m ( h>,
[ v
m =2 (2 - E) (—3 + 2%)‘ (4.26)

Of course this case has already been discussed in
Sec. IVA. The result agrees with the mass squared
appearing in (4.17), which as we saw can be
positive, negative or zero. (Here we set R = 1.)

(2) For the dS? solution (3.9) obtained in the limit o,
@ — oo, with ¢ finite, the result of the perturbations
is a BF Lagrangian with no kinetic energy terms,

Lar = Fuath 5. (4.27)

Thus both the gauge field and scalar field are
nondynamical, with the equations of motion giving
F . = ¢ = constant. The result for the field theory
action can also be seen from (4.16), since the Kinetic
terms do not contribute in the limiting case. Of
course the result is not surprising since there are no
Yang-Mills terms in the matrix action.

(3) For the case of the sphere embedded in Minkowski
space-time (3.10), we get

1427
T T -2
2 3-272
(1-27%)>"
1—72 4274
mgff = 4m . (428)

The latter is negative in the region with Lorentzian
signature and hence the scalar field is tachyonic. As
alluded to in Sec. IIT A, this solution is a special case
of a one-parameter family of solutions associated
with ellipsoids in Minkowski space-time. m%; is
positive for some range of the parameter, corre-
sponding to stable dynamical systems [19].

For all the remaining solutions m2; can be computed
numerically. In the case of the numerical solution shown
in Fig. 5 depicting the transition from a rapid inflationary
to a noninflationary phase, we find that m2; > 0 for all 7.
The result for m2; is also plotted in Fig. 5. We can then
conclude that the solution is stable for leading order
perturbations.

V. THE FIVE-DIMENSIONAL MATRIX MODEL

We now consider five Hermitean matrices Y#, with
indices u,v,...=0, 1, 2, 3, 4, which are raised and
lowered with the five-dimensional Minkowski space-time
metric n = diag(—1, 1, 1, 1, 1). In analogy with Sec. III, we
demand that the dynamics for Y# is invariant under 4 + 1

PHYSICAL REVIEW D 93, 064074 (2016)

Lorentz transformations and unitary gauge transformations,
but not necessarily translations. The Yang-Mills and
quadratic terms in the matrix action (3.1) generalize
straightforwardly to the five-dimensional case. The totally
antisymmetric cubic term Chern-Simons type in (3.1)
can be replaced by a fifth order term. This term has been
introduced previously in FEulidean matrix models
[12,41,42]. Then we can write the five-dimensional matrix
action according to

1 1
Stotal(Y) = ?TI‘ <_Z [Y/u YDHY'M’ YD]

4 p
+ S A5y VY YYOYT 2 Y”Y/‘> . (5.1)

where €j1,34 = | and g, as and f are real constants. The
resulting equations of motion are

(Y, Y] YY) + 485€,,,, Y Y Y Y = —pY,.

(5.2)
An exact solution to these equations was found for the
Euclidean metric and # = 0 and it was called the fuzzy four
sphere [12,41,42]. An analogous construction should be
possible in Minkowski space-time to obtain a noncommu-
tative four-dimensional de Sitter space. Other nontrivial
solutions to this model are not known; however, we can
show that large families of solutions exist after taking the
commutative limit of this matrix model. This is done in
Sec. VA. One of the solutions is four-dimensional de Sitter
space, but it differs from the commutative limit of the
Lorentzian counterpart of the four-sphere. We consider
perturbations about the de Sittter solution in Sec. V B.
Finally in Sec. V C, we propose an ansatz for rotationally
invariant solutions to the five-dimensional matrix model.

A. Solutions in the commutative limit

In order to take the commutative limit, it iS convenient
to write the fifth order term in the trace (5.1) using the
COMMULALOr, 1 as€,,,;,Y*[Y”,Y*|[Y?,Y°]. Then we can
easily apply the usual procedure to get the commutative
theory. We replace matrices Y# by coordinate functions y*,
now defined on a four-dimensional manifold M,, and
matrix commutators by i® times the corresponding Poisson
bracket on M,. ® once again denotes the noncommuta-
tivity parameter. If all three terms in the action are to
survive in the limit we need that a5 goes to a finite value,
as — vs and, as before, f — @®?, with v5 and o finite. The
limiting action in that case is

1 1
Scyz—/ du (—y,yy Yy
00 =z [, (3 Dm0

[ w
- gseummy"{y”, Y. ) + 5%&”) . (5.3)
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where du, denotes the invariant integration measure, on
M,. The equations of motion resulting from variations of
W are

{{yw yl/}’ yy} + DSGpwlpa{yy’ yﬁ}{yp7 yd} = wy/t' (54)
Infinitesimal gauge variations again have the form
Sy* = O{A,y*}, where A is an infinitesimal function
on M4.

We denote coordinates on a local patch of M, by 7, ¢

and &, i,j,... =1, 2, 3.7 is timelike, while ¢ and & are
spacelike, the latter spanning a unit two-sphere
(EN2 + (£2)? + (£)* = 1. A rotationally invariant ansatz

for solutions y* = x#(,0, ') to the equations of motion
(5.3) 1s

x T
x| = a(r)ésine (5.5)
x* a(z)coso

This is an obvious generalization of (2.12). The spatial
coordinates x', x2, x*, x* span a three-sphere of radius a(z)
at time slice,

¥+ (xY? = d?(7), (5.6)
where X*> = x'x!, and the isometry group is SO(4). For this
one assumes 0 < ¢ < 7, with 6 = 0, 7 corresponding to the
poles. The invariant interval on the surface is

ds* = —(1 —d'(7)*)de* + a(r)?*(do?* + sin® adséz), (5.7)

where ds?92 is the invariant interval on the two-sphere and
de* + sinzadsé2 is the invariant interval on the three-
sphere. The resulting Ricci scalar and Einstein tensor are
nonvanishing, indicating the presence of a gravitational
source. They are, respectively,

6(1 - d'(z)* + a(r)a"(z)

R = 5.8
@21 =) 33)
and
L3 _(1-d(P 2@ ()
T a(n)? o (1-d'(r)?)?
Gy = Sin’6G,,, Gyp = sin’osin®0G,,, (5.9)

0 and ¢ being the usual spherical coordinates on the two-
sphere.

It remains to define a symplectic structure on the four-
dimensional space-time manifold. Although there is no
nonsingular Poisson structure on the three sphere, we can
write Poisson brackets which are consistent with three-
dimensional rotation symmetry, i.e., corresponding to
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rotations among the three spatial coordinates x’. The
fundamental Poisson brackets are

{o.7} = h(z,0) {&.&} = Kkeipd", (5.10)
where « is constant. The Jacobi identity is trivially satisfied.
Here, unlike for the two-dimensional case discussed in
Secs. IT A and IIT A, we allow for % to be a function of ¢ as
well as z. This ansatz along with (5.5) will allow for
nontrivial solutions to the equations of motion.

Below we examine three different families of solutions to
the equations of motion (5.4). In each case only two out of
the three terms in the action (5.3) contribute:

(1) We first consider the limiting case where both

w,vs — oo, with # and « finite and nonvanishing.

In this limit the ﬁrst term in the action (5.3) (i.e., the
Yang-Mills term) does not contribute. We examined
the analogous example in the three-dimensional
matrix model (case 2 in Sec. IITA) where the
Yang-Mills term does not contribute. The equations
of motion are then
05€uulpa{yy’yl}{yp’y6} = wyy. (5.11)
They are solved by a(7)? = 72 + 1 which defines
the four-dimensional de Sitter space dS*
(102 +X2+ () =1. (5.12)

The Poisson structure on this space is determined
by the two parameters % and k. The solution for

h(z,0) is

® cscio

h(z,0) = ~Sxvs ale)”

(5.13)

From (5.13), the Poisson brackets of the embedding
coordinates x* are

o xix*
8kvs (x2):

{02t} = -

.} =

c fata = sféf,s’if
o 1

WUST):CE, {xi,xj} =KV .;C)zel‘jkxk.

(5.14)

It can be checked that the Poisson bracket relations
are consistent with the de Sitter space condition
(5.12). The Poisson brackets are invariant under the
action of the three-dimensional rotation group,
although they do not preserve all the isometries of
de Sitter space. More specifically, SO(4,1) is
broken to SO(3) x L,, where L, is the two-
dimensional Lorentz group.
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2

3

This solution is the four-dimensional analogue of
the previous dS? solution (3.9) to the equations of
motion (3.4) in the limit v, @ — oo, with ¢ finite.
Unlike the case with dS2, the Poisson brackets of the
coordinate functions x* on dS* are not associated
with a finite-dimensional Lie algebra, and so its
matrix analogue of the commutative solution is
nontrivial. By changing the background metric to
n = diag(—1,1,1,1,—1) we can obtain a four-
dimensional anti-de Sitter space and by switching
the background metric to n = diag(1,1,1,1,1) we
recover a four sphere. The solutions are given
explicitly in Appendix B.

Here we set k = vs = 0 and take & = h(z). Now the
second term in the action (5.3) does not contribute to
the dynamics. The Poisson brackets are noninvert-
able in this case, and the equations of motion
trivially reduce to the two-dimensional system
(2.15) with o = 0; i.e. A(7) and a(z) should satisfy

(ad'h)'h + h* = o,
2h*d'a + a*h'h = wr. (5.15)

There is a one-parameter (not including integration
constants) family of solutions which can be obtained
numerically. Solutions for different values of @
were already plotted in Fig. 4. We recall that o,
0 <0 < 2n, was periodic in Secs. II-IV. Here o
parametrizes the longitudes on the three-sphere and
ranges from O to 7, where ¢ = 0 and 7z denote the
poles and correspond to coordinate singularities.

Finally we consider @ = 0,x # 0. Now the third
term in the action (5.3) does not contribute. If we set

h(t,0) = f(z)sin’c, (5.16)

then the solution to (5.4) with space-time index
u=0is

f(z) = 2kvsa(z)? + a(CTl)Z’ (5.17)

where c¢; is an integration constant. The remaining
equations of motion, u = i,4, are solved when a(z)
satisfies

d(2)? = <"Jf’<(:)>>2 .y (5.18)

This implies that |a’(7)| cannot be less than one. So,
for instance, a(z) cannot have turning points and
there can be no closed space time solutions. More-
over, from (5.7) the induced metric has a Euclidean
signature, even though the background metric is
Lorentzian. Solutions of this form have no
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two-dimensional analogues. They simplify in some
limiting cases:
(1) In the case vs — 0, one gets

2

a(z)? = :—%a(r)6 +1,
flr) = oLk (5.19)

a(z) is then expressible in terms of inverse elliptic

integrals.

(i) The limit k — 0, ¢; #0 gives a linearly ex-
panding (or contracting) universe

(iii) Another simplifying limit is ¢; — 0, leading to

1
a(r)? =
(7) 4vsa(t)? +1,
f(z) = 2kvsa(r)?, (5.21)

which can be easily integrated

a(r) = % ([ (214 ) — vlg’ (5.22)

where ¢, is an integration constant. This solution
describes an open space-time. Here we must restrict
the time domain to |27 + ¢,| > 1/|vs|. The solution
for a(z) goes asymptotically to 7 and it is singular in
the limit v5 — 0, as well as k — 0.

In general, solutions of (5.17) and (5.18) are
parametrized by k, vs and the integration constant
¢y. (The initial value for a just determines the overall
scale.) Some examples of numerical solutions for
a(z) are plotted in Fig. 6 for different values for vs
and ¢, and fixed x = 1. In one example, ¢; = 0 and
vs = 5, there is an initial rapid inflation followed
by a linear expansion, which is very similar to the
solution plotted in Fig. 5. In contrast, the example,
¢y = l and v5 = 0, a linear expansion is followed by
a rapid inflation.

B. Perturbations about dS*

Here we consider the four-dimensional de Sitter sol-
utions (1 in Sec. VA) which resulted upon taking the limit

, 05 — 00, wWith ” finite. The solutions have a Poisson

structure which is determined by two finite nonvanishing

w

parameters and «. In this subsection we expand about

the commutative dS* solutions, expressing perturbations in
terms of commutative gauge and scalar fields. This requires
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FIG. 6. Numerical solution for (5.17) and (5.18) for x = 1 and
three different sets of values for vs and ¢, . 7 is plotted versus a(z),
with initial condition a(0)~0 in all cases. For the choice of
¢y =1 and vs = 1, one gets an approximate linear expansion.
The choice of ¢; =0 and v5 = 5 has an initial rapid inflation
followed by a linear expansion, while the choice ¢, = 1 and v5 =
0 has an initial linear expansion followed by a rapid inflation.

finding the appropriate Seiberg-Witten map, which is given

explicitly in Appendix C.
We again write the embedding coordinates y* according
to (4.19) where © is the perturbation parameter and the
|

) ®
S.(y) 0</w/—gdfdddgdfﬁ<—§S€”Mpayﬂ{yu’yﬁ}{yﬂ’yd} —|—§yﬂyﬂ).

After removing all of the total derivatives we arrive at the
following simple expression for the leading order (i.e.,
quadratic) terms in the action S..(y) (up to a proportionality
constant)

o F,P
e’ | /—gdrdodbdp | ———~2——
/ garde ¢<05 a(r)’sin’c
Fop®
N i A 12;<<1>2) , (5.25)
sin @

where F,;, = 0, A, — Op A, are the commutative field
strengths. This generalizes the effective Lagrangian in
(4.27). Just as in that example, no kinetic energy terms
appear for the scalar and gauge fields, which is not
surprising since there were no kinetic energy term for y*
in (5.24). (We therefore do not have to be concerned with
the issue of the kinetic energy terms having opposing signs
in this case.) The scalar field couples to the radial
component of the electric and magnetic fields. The field
equations imply that ® is frozen to a constant value, while
the field strengths are constrained by
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perturbations A# are now functions on dS*. Locally then A¥
are functions of 7, ¢ and coordinates on S2, which we take
to be the usual spherical coordinates # and ¢, 0 <0 <«
and 0 < ¢ < 2z. The action (5.1) is gauge invariant, at least
up to first order in ®. So A, can be regarded as non-
commutative gauge potentials up to first order in ®. A
Seiberg-Witten map can be constructed on dS*, so that A,
can be reexpressed in terms of commutative gauge
potentials A, a =17,0,0, ¢, and a scalar field . As in
Sec. IV B, in order to produce the leading order correction
to the action we need to obtain the Seiberg-Witten map up
to first order. The result is given in (B2) and (B3) of
Appendix C.

We next substitute the expression for y*, (4.19), along

with (B2) and (B3), into the action S.(y). For the
integration measure we take
di — dus  sin@drdodfdg
Ha = h(z,6) h(z,0)
8
= - =Sdrdedody,  (5.23)
®

where du is the invariant measure on the sphere, h(z, 6) is
given in (5.13) and g is the determinant of the metric on
dS*. Thus

(5.24)

[

fT(T F(
@ 5 + 8«2 ,9/)

= 24k D.
vs a(z)*sin’o sin @ .

(5.26)

So for example, in the absence of an electric field, the
perturbations give rise to a magnetic monopole source with
charge equal to - [ FpsdOndd =32 [sin0dOndp = 32.
The monopoles spontaneously break the de Sitter group
symmetry down to the three-dimensional rotation group,
due to the same symmetry breaking that is present in the
Poisson brackets on the surface (5.14).

C. The question of rotationally invariant
matrix solutions

In Sec. IIB 1 we wrote down an ansatz for rotationally
invariant matrices for the three-dimensional matrix model
and their resulting equations of motion. Here we propose to
do the same in the five-dimensional case. Rotational
symmetry in this case is applied to the three matrices
X',i=1, 2, 3 (and not also X,). This is consistent with
the SO(3) symmetry of the solutions in Sec. VA of the
commutative equations of motion. We show that the five
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matrix equations (5.2) reduce to three upon taking into
account rotational symmetry, and in a special case reduce to
the matrix equations of Sec. III.

A natural choice for the matrix analogues of the ansitse
(5.5) and (5.10) is

Yo r® 11
Yi = u ® ji (527)
Y4 v ® 11

where 7, u, v are Hermitean matrices and j; generate the
fuzzy sphere

UirJj] = iaxe;j i (5.28)
Without loss of generality, we can choose its radius to be

one, j;j; = 11. Upon substituting into the five matrix
equations (5.2) one gets that ¢, u, v must satisfy

—[[t.u],u] = [[t.v],v] +4iasax[u®,[u,v]] , = —pt,
—[[u. ], 8]+ [[u, v],v] —diasax[u®,[1,v]] .
+diasax|[u,v),[t,u]] +202K*u* = —pu,
—[[v.2. 8+ [[v,u], u] +4iasax[u?,[t,u]] , = —pv,
(5.29)

where [, ], denotes the anticommutator.

While we have not found general solutions to these matrix
equations, the system simplifies when k = 0, or equivalently
a = 0. In that case the equations reduce to those of the three-
dimensional system (3.2) with (¢,u,v) = (Y°,Y', ¥?) and
a = 0. Therefore the recursion relations (3.14) can be
applied in this case to numerically generate the spectra of
matrices satisfying (2.36). The commutative limit of such
solutions corresponds to solutions 2 of Sec. VA.

D. Alternative background metrics

We remark that all of the previous solutions to the
commutative equations have analogs when one changes the
signature of the background metric 7. As an example, here
we consider the four-dimensional de Sitter solution dS* to
the equations of motion (5.11). These equations were
associated with the limit where both w,vs — oo, with 1%;

and « finite and nonvanishing. If we now switch to the
Euclidean background metric n = diag(1,1,1,1,1) we
recover an S* solution to the equations of motion. If
instead we replace the background metric by 5 =
diag(—1, 1,1, 1,—1) we recover AdS*. A fuzzy four-sphere
was obtained previously to a matrix model [12,41,42].
However, its commutative limit differs from that of our
solution. In fact, Poisson brackets for the former do not
close among the coordinates. The AdS* solution we obtain
has a nontrivial Poisson structure. The Poisson brackets are

PHYSICAL REVIEW D 93, 064074 (2016)

also nontrivial at the AdS* boundary for generic cases of
the constants. There is an exceptional case, however, where
the lowest order noncommutativity vanishes at the boun-
dary, but not in the interior. It corresponds to the limit
where both « and @ vanish.

We first discuss the $* solution and then AdS*.

1. 8¢
For the case of the Euclidean metric #5 =
diag(1,1,1,1,1) we can keep the ansatz (5.5), only now
7 is a spacelike coordinate. The equations of motion have
the solution a(z)> =1-17> for =1 <7 <1 with h(z,0)
given by (5.13). This is the solution for §*

(x0)? + %+ (M) =1, (5.30)

with Poisson brackets

4 0

@ x'x

0 iy ? xix 4 iy _
{x%.x'} Bvs G2 {x*x'} Brvs ()7
o 1 o =
{x0,x%} = " Bkos V2 {x', o} = kv et
x

(5.31)

They break the SO(5) rotational symmetry to
SO(3) x SO(2). This result differs from the commutative
limit of the fuzzy four-sphere [12,41,42]. The algebra for
the latter does not close among the embedding coordinates.
Conversely, the matrix analogue of the system (5.30) and
(5.31), if it exists, is not the fuzzy four-sphere.

2. Aas?
A global parametrization of AdS* is

x° sinz cosh o
x| = sinho& |, (5.32)
x* coszcosho

where once again <§i ,i =1, 2,3, span the unit two-sphere
(EN2 + (£%)? + (£2)? = 1. The background metric is now
n = diag(—1,1,1,1,-1) and so

—(x9)? + ¥ - (x*)? = -1. (5.33)
The induced metric on the surface is given by
ds* = —cosh® 6d7® 4 do* + sinh® ods3,. (5.34)

dsg,2 being associated with the unit two-sphere. The time-
like parameter 7 is periodic and closed timelike curves exist
on this space. Equation (5.32) solves the equations of
motion (5.11) upon taking the fundamental Poisson brack-
ets to be (5.10), with h(z, o) given by
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0) 1

h(r,0) =

= . 5.35
8kwvs sinh® ¢ cosh & (5:35)

The resulting Poisson brackets of the coordinates x* of the
embedding space are

P4 i0
0 iy _ @ X'x 4oy @ XX
{x%, %'} Brvs (1)1 {x*,x'} Brvs ()1
o 1 o -
{x%,x%) = —%ﬁ, {x',x'} =V xzeijkxk.
(5.36)
They break the SO(3,2) space-time symmetry

t0 SO(3) x SO(2).
The result can be reexpressed in terms of Fefferman-

Graham coordinates (z, %, ¢!, ¢?), which only cover a local

patch of AdS* [43]. The map from (7,6, &) to (z,£°, &', &?)

is given by

¢' =zsinhoé!,

{9 =zsinzcosho, {? = zsinhoé?,

1
—=coszcosho — & sinho. (5.37)
4

In terms of these coordinates the induced metric is
given by

o d2? = (d0%)® + (d¢')? + (dg?)?

ds > , (5.38)
Z
while the Poisson brackets are mapped to
{z, CO} = ﬁz%saha(?ctnha cost—1),
{z,¢"} = kz? sinh o€ (P — &chchsaé«o(:a’
8kvs
{CO, Ca} = kzsinh ae“bé’oé’b - izzcsch3a§“,
8Kkvs
{¢1, ¢} = —xz3sinh?o(sinh o — &€ cosh 6 cos 7),
(5.39)

where a,b =1, 2.

The boundary at infinity corresponds to z — 0, or
equivalently ¢ — co with ze? finite. In that limit, (5.37)
reduces to

. 2
Zef% S sing, ZeTolt 5 g
z z

~e™® > cost— &, (5.40)
z
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These equations are solved by

e (O + 2R~ L0 + (1 + L0,
cosT — %e‘”(l (20 + agay,

1
£ = e (1= (O + 2. (5.41)

We can consistently take the limit z — 0 on the Poisson
brackets (5.39) since z has zero Poisson brackets with the
coordinates on the boundary ({0, ¢!, ¢?). The remaining
Poisson brackets at z — 0 are

(0.6} = greenene,

1
{¢1.04 = —greet(l+ (€% 4¢9¢),  (5.42)

with given ze” in (5.41). A central element in the algebra
is C=(1-(£%?+¢9*)/¢° and the Poisson bracket is
then nonsingular on the two-dimensional surfaces with
C = constant corresponding to symplectic leaves.

All Poisson brackets vanish at the boundary in the limit
k — 0. Then for h(z,0) in (5.35) to be well defined, we
would also need to send % — 0. Only the totally antisym-

metric term in the action (5.3) survives in this case, and the
equations of motion reduce to

epyﬂpa{yyv yl}{yp’ y”} =0. (543)
A general solution is
(X0 x7} = —pxixt,  {xhx) = pala,
{x%,x*} = —px?, {x',x/} =0, (5.44)

where p can be any function of x2. These Poisson brackets
are consistent with the AdS* constraint (5.33) and the
Jacobi identity. They agree with (5.36) in the limitx, ® — 0
for p ~ 1/(32). If we express x* using the parametrization
(5.32), then the Poisson brackets (5.44) result from taking
{6,7} = ptanho and {&, &} = 0. The Poisson brackets
(5.44) generalize to any dimension d > 2 although they
may not in general solve a matrix model equation. Once
again, they can be reexpressed in terms of Fefferman-
Graham coordinates. They vanish upon being projected to
the AdS boundary z — 0. Therefore in this case the
boundary is commutative (at least at lowest order), with
space-time symmetry corresponding to the full three-
dimensional Poincaré group, while the interior of AdS is
noncommutative.
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VI. CONCLUDING REMARKS

In the Introduction we wrote down a general definition
(1.1) of rotationally invariant matrices embedded in three-
dimensional space-time, and in Sec. II we obtained recur-
sion relations for such matrices which solve the Lorentzian
matrix model equations of motion. These recursion rela-
tions allow one to generate discrete versions of open two-
dimensional universes. For a matrix analogue of a closed
space-time solution, we need to require the existence of
bottom and top states, i.e., there must be both a minimum
and maximum time eigenvalue. If the recursion relations
are valid for such a solution, the recursion procedure must
then terminate at the minimum and maximum time
eigenvalues. Matrix solutions in this case would be finite
dimensional. Here and in [19], we obtained finite-
dimensional matrix  solutions  corresponding  to
Lorentzian fuzzy spheres, which resolve cosmological
singularities. Here we showed that infinite-dimensional
solutions to the toy matrix model corresponding to the
discrete series representations of the de Sitter group also
resolve cosmological singularities. In both of these exam-
ples, singularities in the induced metric emerge after taking
the continuum (or commutative) limit. The commutative
limit also allowed for other space-times with desirable
features, such as a solution which transitions from a rapid
initial inflation to a noninflationary phase. The quadratic
term in the matrix model action studied in Sec. Il played an
important role for finding the novel solutions to the
Lorentzian matrix model. It was also shown to be useful
for stabilizing the leading order field theory which resulted
from perturbations about the classical solutions.

Some of the matrix solutions describing two-
dimensional space-times in the commutative limit general-
ize in a straightforward way to higher-dimensional
space-time geometries, while others do not. In Sec. V
we saw that solutions to the commutative limit with v = 0
have an obvious generalization to four dimensions. (This
was case 2 in Sec. VA.) Since they do not require a totally
antisymmetric term in the action, analogous solutions exist
in any dimension d. Another example of a solution which
generalizes to d > 2 is the de Sitter solution. This is the
case where the matrix model has no kinetic energy term.
In the commutative limit, the two-dimensional solution is
given by (2.26) and (2.28), while its four-dimensional
counterpart (case 1 in Sec. VA) is given by (5.12) and
(5.14). The corresponding S* and AdS* solutions along
with their attached Poisson structures were given explicitly
in Sec. VD. The Possion brackets of the $* solution
differed from the commutative limit of the fuzzy four-
sphere obtained in [12,41,42]. This is obvious because
the commutation algebra of the coordinates for the fuzzy
four-sphere does not close. On the other hand, due to the
nontrivial nature of our Poisson brackets for the d =4
commutative solutions, the matrix model analogues of
these solutions are not straightforward to obtain, unlike
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the case with d = 2. Concerning our AdS* solution, we
found that the general Poisson brackets (5.36) are nonzero
when projected to the boundary. The exceptional case
corresponds to the limit where both x and @ vanish. In this
case the boundary remains commutative, at least at lowest
order, where the space-time symmetry is the full three-
dimensional Poincaré group. The corresponding matrix
action in this case consists only of the totally antisymmetric
term, €,,,,,, [TY*Y” Y*Y?Y°. These results could have inter-
esting implications for the AdS/CFT correspondence.

In addition to the solutions which generalize from d = 2,
there are some solutions to the higher-dimensional theories
which have no d = 2 analogue. This was true for case 3 in
Sec. VA. Concerning the different families of d = 4 space-
time manifolds obtained in Sec. VA, it may be possible to
find other solutions to the commutative equations, and even
the matrix equations. For example, we can use the fact that
fuzzy coset models are higher-dimensional generalizations
of the fuzzy sphere [36]. The latter was shown in [19] to
solve the three-dimensional Lorentzian matrix model, and
so it is natural to ask if the former solve higher-dimensional
Lorentzian matrix models. More specifically, fuzzy CP?
may solve the five-dimensional model. In the commutative
limit, the solutions would yield cosets manifolds embedded
in Minkowski space-time.

Another possibility for finding more solutions, at least
in the commutative limit, is to modify the ansatz (5.5) in
Sec. V, which for any time slice describes S°. For example,
we can let the spatial coordinates x', x2, x>, x* instead span
§? x S'. For this we can introduce a second radial quantity
b(z) and replace (5.5) by

X0 7
x| = | (a(z)sine + b(z))& (6.1)
xt a(r) coso

Here ¢ is a periodic parameter, 0 < ¢ < 2z. Its canonical
conjugate will have a regularly spaced spectrum in the
noncommutative version of the theory, similar to that of the
operator 7 in (2.38). This ansatz is a generalization of (5.5),
since it reduces to it in the limit » — 0. SO(3) is an
isometry for this system, and this three-dimensional rota-
tion symmetry is preserved if we once again impose the
Poisson brackets (5.10).

While the focus of this article has been to search for
classical solutions to toy matrix models which give rise to
cosmological space-times in the continuum limit, one can
have for matrix analogues of other solutions for general
relativity, such as black hole solutions [14]. The eigenval-
ues of such a matrix solution give a lattice description of a
black hole. Bounded solutions would necessarily give a
resolution of the black hole singularity. It would be of
interest to demonstrate how to recover black hole metrics,
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along with their singularities, from the induced metric upon
taking the continuum limit.

We examined perturbations about the rotationally invari-
ant solutions to the three-dimensional Lorentzian matrix in
Sec. IV, and the de Sitter solution of the five-dimensional
model in Sec. V B. In the commutative limit the result is a
gauge theory coupled to a scalar field theory. The gauge
fields are associated with longitudinal perturbations, while
the scalar fields denote perturbations normal to the space-
time surface. A persistent feature of the emergent field
theory is that the kinetic energies of the gauge and scalar
fields have opposite signs. This presents no obstacle to the
two-dimensional field theories, since the gauge fields are
nondynamical and can be eliminated from the action. The
result is an effective field theory for the remaining scalar
field which for different choices of the parameters can be
massive, massless, or tachyionic. It was also not an issue for
perturbations about the four-dimensional de Sitter solution,
as the kinetic energy vanished in that case. This system led
to magnetic monopoles on the surface. For higher dimen-
sional matrix solutions, the difference in signs in the kinetic
energy terms remains an issue which requires a creative
solution.
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APPENDIX A: 2D ROTATIONALLY INVARIANT
SEIBERT-WITTEN MAP

Here we review the general Seiberg-Witten map up to first
order in ® on a two-dimensional rotationally invariant
surface [18]. It is required to be consistent with (2.3) and
(2.12). At lowest order in ®, contributions to the non-
commutative potentials A, come from the commutative
gauge potentials (A,, A,) along the tangent directions to
the surface, and the scalar field is associated with perturba-
tions normal to the surface. Also at lowest order, the
noncommutative gauge parameter A can be identified with
the commutative gauge parameter 4. The next order is
obtained by demanding consistency with (4.20). The result
is

A, =AY + 04l + 0(©?)

y2
A =AO +0AD 4+ 0@, (A1)

S
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=
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A0 = () (%a,w(rm%) T d(2)h(2) A, (a(2))
__Agé‘,(a’(r)h(r)a(r)qﬁ))

AL = h(e)e (310,44,

Fia(r)h(v) AT o £ ih(7)a(r) A
+1(2) A0y (a()p) — A;0.(h(7)a(z)p)

#3000 (A1) 42) = 3a(6)h(s) A2

AW = k(1) A,0,4 (A3)
where Agf) = Aﬁ”) j:Ag") and F,, = 9, A, — 0,A, is the
U(1) gauge field on the surface.

APPENDIX B: SEIBERG-WITTEN MAP ON ds$*

Here we obtain the Seiberg-Witten map up to first
order in the noncommutativity parameter for the four-
dimensional de Sitter solution of Sec. V.

We first obtain the zeroth order result. This is easy to
determine by comparing the gauge transformation proper-
ties of the commutative gauge potentials A,, a = 7,0,0, ¢
with those of the noncommutative potentials A, using the
Poisson brackets (5.10). The gauge variations of the former
are simply 6.4, = 0,4, 1 being an infinitesimal commuta-
tive gauge parameter on dS*, while the latter is given by
(4.20), where A is an infinitesimal noncommutative gauge
parameter. The result is

BA, = —h(9,A,x, — 0,0, x,)
K
—+ w ((%A&,,xﬂ - 84,/\89)6”)

+05AY) + 0(0?), (B1)
where i = h(z, o) is given in (5.13). Then at zeroth order in
© the commutative gauge potentials are tangent to dS*,
while an additional degree of freedom & is associated with
perturbations normal to the surface. Thus the zeroth order
result for A, and A is given in

A, = —h(A0,x, — A,0.x,)

y

K

+ w (.Aga[ﬁx” - A,ﬁagx,,) + <I>xﬂ
+04Y) + 0(©?)

A =21+0A0 +0(8?). (B2)

For the first order terms, Af,l) and AV, we demand
consistency with (4.20). A solution is

064074-25



A. CHANEY, LEI LU, and A. STERN

PHYSICAL REVIEW D 93, 064074 (2016)

3 7
AV = d.x, (% (R2A2 + KPsin2o A2,) + %‘laf (Z A§> - Sh—" (AgF g + AyDp A, ))
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where we define A% = A2 + .Aé /sin? 0. F,, = 0, A, — O, A, are the commutative field strengths. In obtaining (B3) we
have used the explicit expression for the de Sitter solution, a> = 72 + 1.
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