
Measurement of the decay B → Dlνl in fully reconstructed events and
determination of the Cabibbo-Kobayashi-Maskawa matrix element jVcbj

R. Glattauer,19 C. Schwanda,19 A. Abdesselam,57 I. Adachi,12,9 K. Adamczyk,46 H. Aihara,64 S. Al Said,57,27 D. M. Asner,51

T. Aushev,39 R. Ayad,57 T. Aziz,58 I. Badhrees,57,26 A. M. Bakich,56 V. Bansal,51 E. Barberio,37 B. Bhuyan,15 J. Biswal,22

G. Bonvicini,70 A. Bozek,46 M. Bračko,35,22 F. Breibeck,19 T. E. Browder,11 D. Červenkov,4 V. Chekelian,36 A. Chen,43

B. G. Cheon,10 K. Chilikin,38 R. Chistov,38 K. Cho,28 V. Chobanova,36 Y. Choi,55 D. Cinabro,70 J. Dalseno,36,59

M. Danilov,38 N. Dash,14 J. Dingfelder,2 Z. Doležal,4 A. Drutskoy,38 D. Dutta,58 S. Eidelman,3,49 H. Farhat,70 J. E. Fast,51

T. Ferber,7 A. Frey,8 B. G. Fulsom,51 V. Gaur,58 N. Gabyshev,3,49 A. Garmash,3,49 R. Gillard,70 Y. M. Goh,10

P. Goldenzweig,24 B. Golob,32,22 D. Greenwald,60 J. Haba,12,9 P. Hamer,8 T. Hara,12,9 J. Hasenbusch,2 K. Hayasaka,41

H. Hayashii,42 W.-S. Hou,45 C.-L. Hsu,37 T. Iijima,41,40 K. Inami,40 G. Inguglia,7 A. Ishikawa,62 H. B. Jeon,30 D. Joffe,25

K. K. Joo,5 T. Julius,37 K. H. Kang,30 E. Kato,62 T. Kawasaki,48 C. Kiesling,36 D. Y. Kim,54 J. B. Kim,29 J. H. Kim,28

K. T. Kim,29 M. J. Kim,30 S. H. Kim,10 Y. J. Kim,28 K. Kinoshita,6 P. Kodyš,4 S. Korpar,35,22 P. Križan,32,22 P. Krokovny,3,49

T. Kuhr,33 A. Kuzmin,3,49 Y.-J. Kwon,72 I. S. Lee,10 L. Li,53 Y. Li,69 J. Libby,16 Y. Liu,6 D. Liventsev,69,12 P. Lukin,3,49

J. MacNaughton,12 M. Masuda,63 D. Matvienko,3,49 K. Miyabayashi,42 H. Miyata,48 R. Mizuk,38,39 G. B. Mohanty,58

S. Mohanty,58,68 A. Moll,36,59 H. K. Moon,29 R. Mussa,21 E. Nakano,50 M. Nakao,12,9 T. Nanut,22 Z. Natkaniec,46

M. Nayak,16 N. K. Nisar,58 S. Nishida,12,9 S. Ogawa,61 S. Okuno,23 C. Oswald,2 P. Pakhlov,38 G. Pakhlova,39 B. Pal,6

H. Park,30 T. K. Pedlar,34 L. Pesántez,2 R. Pestotnik,22 M. Petrič,22 L. E. Piilonen,69 C. Pulvermacher,24 J. Rauch,60

E. Ribežl,22 M. Ritter,36 A. Rostomyan,7 H. Sahoo,11 Y. Sakai,12,9 S. Sandilya,58 L. Santelj,12 T. Sanuki,62 V. Savinov,52

O. Schneider,31 G. Schnell,1,13 A. J. Schwartz,6 Y. Seino,48 K. Senyo,71 O. Seon,40 M. E. Sevior,37 V. Shebalin,3,49

T.-A. Shibata,65 J.-G. Shiu,45 B. Shwartz,3,49 A. Sibidanov,56 F. Simon,36,59 Y.-S. Sohn,72 A. Sokolov,20 E. Solovieva,39

M. Starič,22 T. Sumiyoshi,66 U. Tamponi,21,67 Y. Teramoto,50 K. Trabelsi,12,9 V. Trusov,24 M. Uchida,65 Y. Unno,10

S. Uno,12,9 P. Urquijo,37 Y. Usov,3,49 C. Van Hulse,1 P. Vanhoefer,36 G. Varner,11 K. E. Varvell,56 V. Vorobyev,3,49

A. Vossen,17 C. H. Wang,44 M.-Z. Wang,45 P. Wang,18 Y. Watanabe,23 E. Won,29 H. Yamamoto,62 Y. Yamashita,47 Y. Yook,72

Z. P. Zhang,53 V. Zhilich,3,49 V. Zhulanov,3,49 and A. Zupanc22

(Belle Collaboration)

1University of the Basque Country UPV/EHU, 48080 Bilbao
2University of Bonn, 53115 Bonn

3Budker Institute of Nuclear Physics SB RAS, Novosibirsk 630090
4Faculty of Mathematics and Physics, Charles University, 121 16 Prague

5Chonnam National University, Kwangju 660-701
6University of Cincinnati, Cincinnati, Ohio 45221

7Deutsches Elektronen–Synchrotron, 22607 Hamburg
8II. Physikalisches Institut, Georg-August-Universität Göttingen, 37073 Göttingen
9SOKENDAI (The Graduate University for Advanced Studies), Hayama 240-0193

10Hanyang University, Seoul 133-791
11University of Hawaii, Honolulu, Hawaii 96822

12High Energy Accelerator Research Organization (KEK), Tsukuba 305-0801
13IKERBASQUE, Basque Foundation for Science, 48013 Bilbao

14Indian Institute of Technology Bhubaneswar, Satya Nagar 751007
15Indian Institute of Technology Guwahati, Assam 781039
16Indian Institute of Technology Madras, Chennai 600036

17Indiana University, Bloomington, Indiana 47408
18Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049

19Institute of High Energy Physics, Vienna 1050
20Institute for High Energy Physics, Protvino 142281

21INFN—Sezione di Torino, 10125 Torino
22Jožef Stefan Institute, 1000 Ljubljana

23Kanagawa University, Yokohama 221-8686
24Institut für Experimentelle Kernphysik, Karlsruher Institut für Technologie, 76131 Karlsruhe

25Kennesaw State University, Kennesaw Georgia 30144
26King Abdulaziz City for Science and Technology, Riyadh 11442

27Department of Physics, Faculty of Science, King Abdulaziz University, Jeddah 21589
28Korea Institute of Science and Technology Information, Daejeon 305-806

29Korea University, Seoul 136-713
30Kyungpook National University, Daegu 702-701

PHYSICAL REVIEW D 93, 032006 (2016)

2470-0010=2016=93(3)=032006(14) 032006-1 © 2016 American Physical Society



31École Polytechnique Fédérale de Lausanne (EPFL), Lausanne 1015
32Faculty of Mathematics and Physics, University of Ljubljana, 1000 Ljubljana

33Ludwig Maximilians University, 80539 Munich
34Luther College, Decorah, Iowa 52101
35University of Maribor, 2000 Maribor

36Max-Planck-Institut für Physik, 80805 München
37School of Physics, University of Melbourne, Victoria 3010
38Moscow Physical Engineering Institute, Moscow 115409

39Moscow Institute of Physics and Technology, Moscow Region 141700
40Graduate School of Science, Nagoya University, Nagoya 464-8602
41Kobayashi-Maskawa Institute, Nagoya University, Nagoya 464-8602

42Nara Women’s University, Nara 630-8506
43National Central University, Chung-li 32054
44National United University, Miao Li 36003

45Department of Physics, National Taiwan University, Taipei 10617
46H. Niewodniczanski Institute of Nuclear Physics, Krakow 31-342

47Nippon Dental University, Niigata 951-8580
48Niigata University, Niigata 950-2181

49Novosibirsk State University, Novosibirsk 630090
50Osaka City University, Osaka 558-8585

51Pacific Northwest National Laboratory, Richland, Washington 99352
52University of Pittsburgh, Pittsburgh, Pennsylvania 15260

53University of Science and Technology of China, Hefei 230026
54Soongsil University, Seoul 156-743

55Sungkyunkwan University, Suwon 440-746
56School of Physics, University of Sydney, NSW 2006

57Department of Physics, Faculty of Science, University of Tabuk, Tabuk 71451
58Tata Institute of Fundamental Research, Mumbai 400005

59Excellence Cluster Universe, Technische Universität München, 85748 Garching
60Department of Physics, Technische Universität München, 85748 Garching

61Toho University, Funabashi 274-8510
62Tohoku University, Sendai 980-8578

63Earthquake Research Institute, University of Tokyo, Tokyo 113-0032
64Department of Physics, University of Tokyo, Tokyo 113-0033

65Tokyo Institute of Technology, Tokyo 152-8550
66Tokyo Metropolitan University, Tokyo 192-0397

67University of Torino, 10124 Torino
68Utkal University, Bhubaneswar 751004

69CNP, Virginia Polytechnic Institute and State University, Blacksburg, Virginia 24061
70Wayne State University, Detroit, Michigan 48202

71Yamagata University, Yamagata 990-8560
72Yonsei University, Seoul 120-749

(Received 14 October 2015; published 25 February 2016)

We present a determination of the magnitude of the Cabibbo-Kobayashi-Maskawa matrix element jVcbj
using the decay B → Dlνl (l ¼ e; μ) based on 711 fb−1 of eþe− → ϒð4SÞ data recorded by the Belle
detector and containing 772 × 106 BB̄ pairs. One B meson in the event is fully reconstructed in a hadronic
decay mode, while the other, on the signal side, is partially reconstructed from a charged lepton and
either a Dþ or D0 meson in a total of 23 hadronic decay modes. The isospin-averaged branching fraction
of the decay B → Dlνl is found to be BðB0 → D−lþνlÞ ¼ ð2.31� 0.03ðstatÞ � 0.11ðsystÞÞ%.
Analyzing the differential decay rate as a function of the hadronic recoil with the parametrization of
Caprini, Lellouch, and Neubert and using the form-factor prediction Gð1Þ ¼ 1.0541� 0.0083 calculated
by FNAL/MILC, we obtain ηEWjVcbj ¼ ð40.12� 1.34Þ × 10−3, where ηEW is the electroweak correction
factor. Alternatively, assuming the model-independent form-factor parametrization of Boyd, Grinstein,
and Lebed and using lattice QCD data from the FNAL/MILC and HPQCD collaborations, we find
ηEWjVcbj ¼ ð41.10� 1.14Þ × 10−3.
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I. INTRODUCTION

The magnitude of the Cabibbo-Kobayashi-Maskawa
[1,2] matrix element jVcbj can be determined from inclu-
sive semileptonic decays to charm final states B → Xclνl
[3] and from exclusive decays B → D�lνl [4,5] and
B → Dlνl [6]. Exclusive and inclusive measurements
differ by about two to three standard deviations, where
the current world averages determined by the Heavy
Flavor Averaging Group [7] yield jVcbjB→D�lνl ¼ ð38.94�
0.76Þ × 10−3 and jVcbjB→Xclνl ¼ ð42.46� 0.88Þ × 10−3.
The inclusive and exclusive (from B → D�lνl) determi-
nations of jVcbj are thus known with a precision of about
2%. Determinations of jVcbj with the decay B → Dlνl
are currently less precise with a world average of
jVcbjB→Dlνl ¼ð39.45�1.67Þ×10−3; the 4% error is domi-
nated by the experimental uncertainty. The main motivation
of our study is to improve the determination of jVcbj
from B → Dlνl and thereby clarify the experimental
knowledge of jVcbj.
The kinematics of the decay B → Dlνl are described

by the recoil variable w, defined as the product of the
4-velocities of the B and Dmesons. This quantity is related
to the squared 4-momentum transfer to the lepton-neutrino
system q2 ¼ ðPl þ PνÞ2,

w ¼ VB · VD ¼ m2
B þm2

D − q2

2mBmD
; ð1Þ

where VB and VD are the four-vector velocities of the B and
D meson, respectively, and mB and mD are their nominal
masses [8]. The minimum value of w ¼ 1 corresponds
to zero recoil of the D meson in the B rest frame; the
maximum value of w corresponds to no 4-momentum
transfer to the lepton-neutrino system (q2 ¼ 0):

wmax ¼
m2

B þm2
D

2mBmD
≈ 1.6: ð2Þ

Using the latest measurements of B and D meson masses
[9], this results in wmaxðB�Þ ¼ 1.59209� 0.00010 for
charged B mesons and wmaxðB0Þ ¼ 1.58901� 0.00011
for neutral B mesons.
In the heavy-quark effective theory description of the

B → Dlνl decay rate, the leptonic and hadronic currents
factorize up to a small electroweak correction [10],

dΓ ∝ G2
FjVcbj2jLμhDjc̄γμbjBij2; ð3Þ

where GF is the Fermi coupling constant. The hadronic
current is conventionally decomposed in terms of the vector
and scalar form factors fþðq2Þ and f0ðq2Þ as

hDjc̄γμbjBi ¼ fþðq2Þ
�
ðPB þ PDÞμ −

m2
B −m2

D

q2
qμ
�

þ f0ðq2Þ
m2

B −m2
D

q2
qμ: ð4Þ

In the limit of negligible lepton masses, the differential
decay rate does not depend on f0ðq2Þ and can be written as
dΓ
dw

¼ G2
Fm

3
D

48π3
ðmB þmDÞ2ðw2 − 1Þ3=2η2EWjVcbj2jGðwÞj2;

ð5Þ
in which the form factor GðwÞ [11] is given by

GðwÞ2 ¼ 4r
ð1þ rÞ2 fþðwÞ

2; ð6Þ

where r ¼ mD=mB and ηEW is the electroweak correction
that, at leading order, is 1.0066 [12]. While the measured
decay rate depends only on fþ, theoretical calculations are
also available for f0 and can be included in the determi-
nation of jVcbj by using the kinematic constraint at
maximum recoil wmax ≈ 1.6,

f0ðwmaxÞ ¼ fþðwmaxÞ: ð7Þ
Different parametrizations of the form factor GðwÞ are

available in the literature. A model-independent one that
relies only on QCD dispersion relations has been proposed
by Boyd, Grinstein, and Lebed (BGL) [14],

fiðzÞ ¼
1

PiðzÞϕiðzÞ
XN
n¼0

ai;nzn; i ¼ þ; 0 ð8Þ

where

zðwÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
wþ 1

p
−

ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffi
wþ 1

p þ ffiffiffi
2

p ; ð9Þ

PiðzÞ are the “Blaschke factors” containing explicit poles
(e.g., the Bc or B�

c poles) in q2 and ϕiðzÞ are the “outer
functions,” which are arbitrary but required to be analytic
without any poles or branch cuts. The ai;n are free
parameters, and N is the order at which the series is
truncated. Following Ref. [15], we choose PiðzÞ ¼ 1 and

ϕþðzÞ ¼ 1.1213ð1þ zÞ2ð1 − zÞ1=2
× ½ð1þ rÞð1 − zÞ þ 2

ffiffiffi
r

p ð1þ zÞ�−5; ð10Þ
ϕ0ðzÞ ¼ 0.5299ð1þ zÞð1 − zÞ3=2

× ½ð1þ rÞð1 − zÞ þ 2
ffiffiffi
r

p ð1þ zÞ�−4: ð11Þ
With this choice of the outer functions, the unitarity bound
on the coefficients ai;n takes the simple form

XN
n¼0

jai;nj2 ≤ 1; ð12Þ

for any order N.
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The most commonly used form-factor parametrization is
the one of Caprini, Lellouch, and Neubert (CLN) [13]. It
reduces the free parameters by adding multiple dispersive
constraints and spin- and heavy-quark symmetries:

GðzÞ ¼ Gð1Þð1− 8ρ2zþ ð51ρ2 − 10Þz2 − ð252ρ2 − 84Þz3Þ:
ð13Þ

The free parameters are the form factor at zero recoil Gð1Þ
and the linear slope ρ2. The precision of this approximation
is estimated to be better than 2%, which is close to the
current experimental accuracy of jVcbj.
The paper is organized as follows. In Sec. II, we explain

the details of our analysis procedure. In Sec. III, we present
our results and their systematic uncertainties. Finally, in
Sec. IV, we interpret the differential B → Dlνl decay rate,
ΔΓ=Δw, to extract a value of ηEWjVcbj.

II. EXPERIMENTAL PROCEDURE

A. Data sample

The analysis is based on the entire Belle ϒð4SÞ
data sample of 711 fb−1, which corresponds to 772 million
BB̄ events. The Belle detector, located at the KEKB
asymmetric-energy eþe− collider [16], is a large-solid-
angle magnetic spectrometer that consists of a silicon
vertex detector (SVD), a 50-layer central drift chamber
(CDC), an array of aerogel threshold Cherenkov counters
(ACC), a barrel-like arrangement of time-of-flight scintil-
lation counters (TOF), and an electromagnetic calorimeter
comprised of CsI(Tl) crystals (ECL) located inside a
superconducting solenoid coil that provides a 1.5 T mag-
netic field. An iron flux-return located outside of the coil is
instrumented to detect K0

L mesons and to identify muons
(KLM). Electron candidates are identified using the ratio of
the energy detected in the ECL to the track momentum, the
ECL shower shape, position matching between track and
ECL cluster, the energy loss in the CDC, and the response
of the ACC. Muons are identified based on their penetration
range and transverse scattering in the KLM detector. In the
momentum region relevant to this analysis, charged leptons
are identified with an efficiency of about 90%, and the
probability to misidentify a pion as an electron (muon) is
0.25% (1.4%) [17,18]. Charged kaons and pions are
identified by a combination of the energy loss in the
CDC, the Cherenkov light in the ACC, and the time of
flight in the TOF. Further details on the Belle detector and
reconstruction procedures are given in Ref. [19].
In this analysis, we use a sample of generic simulated BB̄

Monte Carlo (MC) events equivalent to about five times the
Belle data, generated with EvtGen [20]. Full detector
simulation based on GEANT3 [21] is applied. Final-state
radiation is simulated with the PHOTOS package [22]. The
decay B → Dlνl is simulated using the HQET2 model of
EvtGen, which is based on the CLN parametrization.

The main background to B → Dlνl is the decay
B → D�lνl, which is also modeled using the CLN
form-factor parametrization. Semileptonic decays involv-
ing orbitally excited charmed mesons, B → D��lνl, are
simulated using the model of Leibovich-Ligeti-Stewart-
Wise [23]. Charmless semileptonic decays are modeled by
a mixture of known exclusive decays and an inclusive
model for b → u semileptonic transitions. We adjust a
number of parameters in the MC to match the most recent
experimental values [9]. Corrected parameters include the
ϒð4SÞ width into BþB− and B0B̄0, the branching fractions
of the hadronic D meson decay modes used in the
signal reconstruction (see Sec. II C), the B → D�lνl and
B → D��lνl branching fractions and form factors, and
both the branching fractions of known exclusive charmless
B decays and the total inclusive B → Xulνl rate.
Hadronic events are selected based on the charged track

multiplicity and the visible energy in the calorimeter. This
selection is described in detail in Ref. [24]. To suppress
events from eþe− → qq̄ continuum, we require the ratio of
the second to the zeroth Fox-Wolfram moment R2 to be less
than 0.4 [25].

B. Hadronic tagging and tag calibration

The first step in the analysis is the reconstruction
of the hadronic decay of one B meson (Btag) in the
ϒð4SÞ event. The Belle algorithm for full hadronic
reconstruction [26] forms charged Btag candidates from
17 final states [27] (D�0π−, D�0π−π0, D�0π−π−πþ, D0π−,
D0π−π0, D0π−π−πþ, D�0D�−

s , D�0D−
s , D0D�−

s , D0D−
s ,

J=ψK−, J=ψK−πþπ−, D0K−, Dþπ−π−, D�0π−π−πþπ0,
J=ψK−π0, and J=ψK0

Sπ
−) and neutral Btag candidates

from 15 final states (D�þπ−, D�þπ−π0, D�þπ−πþπ−,
Dþπ−, Dþπ−π0, Dþπ−πþπ−, D�þD�−

s , D�þD−
s , DþD�−

s ,
DþD−

s , J=ψK0
S, J=ψK−πþ, J=ψK0

Sπ
þπ−, D0π0, and

D�þπ−π−πþπ0). To reconstruct the above B decays, along
with the subsequent hadronic decays of D�0, D�þ, D0, Dþ,
D�þ

s , and Dþ
s and lepton-pair decays of the J=ψ , the

algorithm investigates 1104 different decay topologies.
The selection of each decay chain is optimized using the
neural network framework NeuroBayes [28] and results
in a multivariate classifier otag. Values of otag range from
0 to 1, where zero corresponds to backgroundlike events
and unity to signal-like events. Only candidates with otag >
10−3 are retained for further analysis. In addition to the
selections already applied in the Belle full-reconstruction
algorithm, we require the beam-energy constrained mass
Mbc of the Btag candidate to be greater than 5.24 GeV,

where Mbc is defined as Mbc ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
beam − ~p2

B

p
. Here, Ebeam

and ~pB are the beam energy and the 3-momentum of the B
candidate in the ϒð4SÞ frame. If the signal B candidate,
described in the next section, is charged (neutral), we retain
only charged (neutral) Btag candidates. If an event has more
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than one possible Btag candidate, we retain the candidate
with the highest value of otag.
The Belle full-reconstruction tag requires calibration of

its efficiency with data. Since the default Belle tag
calibration [29] uses B → Dlνl decays, it cannot be used
in this analysis. We therefore derive an independent
calibration based on fully reconstructed events in which
the other B meson decays semileptonically (B → Xlνl). In
addition to the selections already applied on Btag, we
require an identified lepton (e or μ) amongst the particles
not used in the Btag reconstruction. The impact parameter
relative to the eþe− interaction point of the lepton in the
plane perpendicular to the beam (along the beam) must be
less than 0.5 cm (2 cm). The electron (muon) momentum in
the laboratory frame is required to be greater than 0.3 GeV
(0.6 GeV), and the polar angle relative to the beam axis of
the lepton momentum in the same frame must lie in the
range 17–150° (25–145°). In electron events, we attempt to
recover QED bremsstrahlung by searching for a photon
within a 5° cone around the lepton direction. If such a
photon is found, it is merged with the electron. If more than
one photon satisfies this criterion, the photon closest to the
lepton direction is chosen.
Separate calibration coefficients are derived for the 17

charged and 15 neutral Btag modes. We further divide each
calibration sample into 15 equidistant bins in log10ðotagÞ
in the region between −3 and 0. In each calibration sample
and in each log10ðotagÞ bin, we count the number of events
in the data and in the MC simulation (after scaling to the
data luminosity and applying all corrections mentioned
in Sec. II A). We use the ratio of these yields as the
calibration factor of the particular Btag mode in the
log10ðotagÞ bin. In total, 480 calibration coefficients are
derived in this way. Overall, the calibration factor is
around 0.8, with 90% of the calibration factors lying
between 0.5 and 1.1.

C. Signal reconstruction

The B → Dlνl signal is reconstructed from the particles
remaining in the event after excluding the charged tracks
and photon candidates used in the reconstruction of Btag.
We require charged particles to have an impact parameter
with respect to the interaction point of less than 0.5 cm
(2 cm) in the plane perpendicular to the beam (along the
beam), except for pions from K0

S → πþπ− decays. Photon
candidates in the event must have an energy greater than
50 MeV in the barrel region (32° < θ < 130°). In the
forward (backward) end cap defined by 17° < θ < 32°
(130° < θ < 150°), we require Eγ > 100ð150Þ MeV.
Among the particles remaining in the event, we search

for identified electrons or muons for which we apply the
momentum and polar-angle requirements described in
Sec. II B. We also recover QED bremsstrahlung by the
algorithm described earlier.

Excluding the Btag particles and the charged lepton, we
search among the remaining particles in the event for Dþ

decays into ten final states (K−πþπþ, K−πþπþπ0, K0
Sπ

þ,
K0

Sπ
þπ0, KþK−πþ, K0

SK
þ, K0

Sπ
þπþπ−, πþπ0, πþπþπ−,

and K−πþπþπþπ−) and D0 decays into 13 final states
(K−πþ, K−πþπ0, K−πþπþπ−, K0

Sπ
þπ−, K0

Sπ
þπ−π0, K0

Sπ
0,

KþK−, πþπ−, K0
SK

0
S, π

0π0, K0
Sπ

0π0, K−πþπþπ−π0, and
πþπ−π0). The branching fractions of the charged and
neutral D decay modes comprise 28.9% and 40.1% of
the total rate, respectively [9].
Neutral pions are reconstructed from photon pairs. We

require the invariant mass of the two photons to lie within
15 MeV of the nominal π0 mass (about 2.5 times the
experimental resolution). All π0 candidates satisfying this
criterion are sorted according to the energy of their most
energetic γ. If two pions share the most energetic γ, they
are sorted by the energy of the second γ in the pair. Starting
from the most energetic combination, a π0 candidate is
removed if either of its photons has been used in a higher-
ranked pion. We further require the opening angle of
the two photons to be below 60° in the eþe− center-of-
mass frame.
K0

S mesons are reconstructed from their decay to two
charged pions. We require the invariant two-pion mass
to lie in the range 0.482–0.514 GeV (a window of about
four times the experimental resolution around the nominal
mass). Different selections are applied depending on
the momentum of the K0

S candidate in the laboratory frame:
For low (p < 0.5 GeV), medium (0.5 ≤ p ≤ 1.5 GeV),
and high momentum (p > 1.5 GeV) candidates, we require
the impact parameters of the pion daughters in the plane
perpendicular to the beam to be greater than 0.05, 0.03, and
0.02 cm, respectively. The angle in the plane perpendicular
to the beam between the vector from the interaction point
to the K0

S vertex and the K0
S flight direction is required to

be less than 0.3, 0.1, and 0.03 rad for low, medium, and
high momentum candidates, respectively; the separation
distance of the two pion trajectories in the direction
of the beam at their intersection point must be below
0.8, 1.8, and 2.4 cm, respectively. Finally, for medium
(high) momentum K0

S candidates, we require the flight
length in the plane perpendicular to the beam to be greater
than 0.08 cm (0.22 cm).
The invariant mass of a D candidate is required to lie

within �3 standard deviations of the nominal D0 or Dþ
mass. We determine the width of the signal peak by fitting
the reconstructed D mass distribution separately in each
channel.
We further reduce the combinatorial background by

requiring no unused charged particles in the event. The
total energy in the event remaining in the ECL after
excluding Btag, the charged lepton, and the D candidate
must be below 1 GeV. The probability to reconstruct
multiple combinations of Btag, the identified lepton, and
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theD candidate in the same event is very low (< 2%) so we
do not apply a best-candidate selection in this analysis.

D. Signal yield extraction

For the remainder of the analysis, we split the sample of
selected events according to the lepton type and the charge
of the Btag candidate. Hereafter, we refer to these sub-
samples as B0 → D−eþνe, B0 → D−μþνμ, Bþ → D̄0eþνe,
and Bþ → D̄0μþνμ.
In each subsample, we extract the B → Dlνl signal

yield from the distribution of the missing mass squared,

M2
miss ¼ ðPLER þ PHER − PBtag

− PD − PlÞ2; ð14Þ

where PHER and PLER are the 4-momenta of the colliding
beams and PBtag

, PD, and Pl are the 4-momenta of the Btag,
D, and charged-lepton candidates, respectively. For the
signal, the only missing particle is the neutrino of the B →
Dlνl decay, and the missing-mass-squared distribution
thus exhibits a prominent peak at zero. We determine the

yield of this component by using a fit that accounts for the
following contributions to the observed M2

miss distribution:
(i) B → Dlνl signal: Events that contain a B → Dlνl

signal decay,
(ii) B → D�lνl background: Events that contain a

semileptonic B-meson decay to either a D�þ or a
D�0 meson,

(iii) Other backgrounds: All events that do not fall in the
aforementioned categories.

The resolution of the M2
miss signal peak in real data is

slightly worse than predicted by the MC simulation. We
therefore add an additional Gaussian smearing of ð30�
3.6Þ MeV2 to the signal component in the MC, determined
by comparing the signal peak width in the data and MC.
The fit uses the binned extended maximum likelihood

algorithm by Barlow and Beeston [30] with MC templates
obtained from simulation and takes into account the
uncertainties of both data and MC templates. This fit is
performed separately in ten equal-size bins of w in
the range from 1 to 1.6. The bin width of Δw ¼ 0.06 is
about an order of magnitude larger than the resolution in w
of about 0.005. Note that the kinematic end point of
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FIG. 1. Fit to the missing mass squared distribution in three bins of w for the Bþ → D̄0eþνe subsample. Points with error bars are the
data. Histograms are (from top to bottom) the B → Dlνl signal (green), the B → D�lνl cross-feed background (red), and other
backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the Bþ → D̄0μþνμ subsample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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the w distribution is slightly below the upper boundary of
the last bin; the yield in the last bin drops for this reason.
In every w bin, the B → Dlνl and B → D�lνl compo-
nents are allowed to float, while the other background
component is small and is fixed to the MC expectation.
Only in the last bin (1.54 < w < 1.6) is the B → D�lνl
component also fixed. The results of the fit in selected
bins of w are shown in Figs. 1–4 for the Bþ → D̄0eþνe,
Bþ → D̄0μþνμ, B0 → D−eþνe, and B0 → D−μþνμ sub-
samples, respectively.

III. RESULTS AND SYSTEMATIC
UNCERTAINTIES

A. Results

In each of the four subsamples, we determine the
differential decay width as a function of w using

ΔΓi

Δw
¼ ΔΓi;MC

Δw
τMC

τ

Ni

Ni;MC
; i ¼ 0;…; 9: ð15Þ

Here, ΔΓi;MC=Δw is the differential B → Dlνl width
expected in the ith bin of w assuming the values of the
CLN parameters used in the MC,

ΔΓi;MC

Δw
¼ 1

Δw

Z
wi;max

wi;min

dΓCLN

dw
dw; ð16Þ

where wi;min and wi;max are the boundaries of the ith bin.
Depending on the subsample, τ is the Bþ or B0 lifetime
(τB0 ¼ 1.519 ps and τBþ ¼ 1.638 ps, respectively [9]), and
τMC is the corresponding quantity in the MC simulation.
Finally, Ni is the B → Dlνl signal yield measured by the
missing-mass-squared fit in the ith bin of w, and Ni;MC is
the same quantity in the MC simulation after scaling to the
data luminosity and applying all corrections mentioned in
Sec. II A.
The results ofΔΓi=Δw for the subsamplesBþ → D̄0eþνe,

Bþ → D̄0μþνμ, B0 → D−eþνe, and B0 → D−μþνμ are
shown in Table I and show very good consistency. The full
correlationmatrix of the systematic errors in differentw-bins
in the subsample results are determined with the approach
described in Sec. III B and can be found in Ref. [31]. The
weighted average of the differential rates is calculated by
taking into account the full experimental correlations of all
four individual measurements. The resulting central values,
uncertainties, and correlations are summarized in Table II.
Similarly, we calculate the branching fractions of the
decays Bþ → D̄0eþνe, Bþ → D̄0μþνμ, B0 → D−eþνe, and
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FIG. 4. Same as Fig. 1 for the B0 → D−μþνμ subsample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.
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B0 → D−μþνμ from the measured differential widths using
the expression

B ¼ τB
X
i

ΔΓi: ð17Þ

Here, τB is the corresponding B meson lifetime,
and ΔΓi are the measured values of ΔΓi=Δw times the
Δw used in the ith bin. The results are quoted in Table III.
We also quote combined results for charged and neutral
B meson decays and for all four subsamples combined.
The ratio Rμ=e

D ¼ BðB → DμνÞ=BðB → DeνÞ is found to
be 0.995� 0.022ðstatÞ � 0.039ðsystÞ.

B. Systematic uncertainties

We use a toy MC approach to estimate systematic
uncertainties of the values ofΔΓi=Δw and their correlations.

For a given systematic error component, we vary one or
several parameters in the MC simulation according to a
Gaussian distribution with a width corresponding to the
systematic uncertainty under study. This altered MC sample
is then used to repeat the entire analysis procedure, resulting
in an updated value of ΔΓi=Δw. Repeating this procedure
1000 times, we obtain a distribution of ΔΓi=Δw values
corresponding to this specific systematic error component.
The distribution is fitted with a Gaussian function, and the
width σi of the Gaussian function is taken as the estimate
of the contribution of this error component to the total
systematic uncertainty. The corresponding correlation ρi;j
between ΔΓi=Δw and ΔΓj=Δw is calculated as

ρi;j ¼
hðΔΓi

Δw − hΔΓi
ΔwiÞð

ΔΓj

Δw − hΔΓj

ΔwiÞiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðΔΓi

Δw − hΔΓi
ΔwiÞ2i

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðΔΓj

Δw − hΔΓj

ΔwiÞ2i
q ; ð18Þ

TABLE I. The values of ΔΓi=Δw with the statistical and systematic uncertainties in the Bþ → D̄0eþνe, Bþ → D̄0μþνμ,
B0 → D−eþνe, and B0 → D−μþνμ subsamples. i, wi;min and wi;max are the w-bin number, lower edge, and upper edge of the bin,
respectively. The value of wmax is 1.59209 for the subsamples with a charged B meson and 1.58901 for the subsamples with a neutral B
meson. The ΔΓi=Δw results are statistically uncorrelated among bins and samples. The systematic correlations between bins and
samples are given in Ref. [31].

ΔΓi=Δw [10−15 GeV]

i wi;min wi;max B0 → D−eþνe B0 → D−μþνμ Bþ → D̄0eþνe Bþ → D̄0μþνμ

0 1.00 1.06 0.30� 0.31� 0.06 0.81� 0.47� 0.07 0.72� 0.67� 0.12 1.33� 0.42� 0.09
1 1.06 1.12 4.41� 0.85� 0.22 3.63� 0.72� 0.17 3.84� 0.81� 0.24 4.28� 0.70� 0.24
2 1.12 1.18 9.06� 1.14� 0.44 7.73� 1.04� 0.37 7.64� 0.90� 0.41 7.52� 0.92� 0.41
3 1.18 1.24 11.81� 1.28� 0.58 13.47� 1.42� 0.67 11.20� 1.01� 0.61 11.76� 0.97� 0.62
4 1.24 1.30 13.73� 1.35� 0.67 14.11� 1.42� 0.70 14.68� 1.11� 0.80 17.54� 1.18� 0.93
5 1.30 1.36 19.92� 1.51� 0.97 20.09� 1.59� 0.98 20.15� 1.15� 1.06 20.67� 1.20� 1.08
6 1.36 1.42 25.45� 1.70� 1.26 24.63� 1.73� 1.21 24.20� 1.22� 1.25 24.45� 1.28� 1.27
7 1.42 1.48 30.45� 1.78� 1.47 29.48� 1.85� 1.42 28.92� 1.25� 1.50 26.93� 1.28� 1.39
8 1.48 1.54 31.57� 1.73� 1.50 30.31� 1.93� 1.46 30.90� 1.22� 1.57 29.85� 1.36� 1.50
9 1.54 wmax 35.81� 1.88� 1.68 34.62� 2.19� 1.63 34.42� 1.24� 1.73 32.83� 1.44� 1.63

TABLE II. The values of ΔΓi=Δw obtained in different bins of w after combination of the Bþ → D̄0eþνe, Bþ → D̄0μþνμ,
B0 → D−eþνe, and B0 → D−μþνμ subsamples. The columns are (from left to right) the bin number, the lower and the upper edges of the
ith bin, the value of ΔΓi=Δw in this bin with the statistical and systematic uncertainties, and the correlation matrix of the systematic
error. The value of wmax ¼ 1.59055 is the average of the values for charged and neutral B mesons.

ρij;syst

i wi;min wi;max ΔΓi=Δw [10−15 GeV] 0 1 2 3 4 5 6 7 8 9

0 1.00 1.06 0.68� 0.21� 0.05 1.000 0.682 0.677 0.663 0.654 0.656 0.664 0.648 0.608 0.560
1 1.06 1.12 3.88� 0.38� 0.18 1.000 0.976 0.974 0.969 0.972 0.972 0.961 0.933 0.900
2 1.12 1.18 7.59� 0.50� 0.35 1.000 0.991 0.987 0.990 0.989 0.980 0.959 0.929
3 1.18 1.24 11.42� 0.58� 0.54 1.000 0.993 0.993 0.990 0.980 0.961 0.934
4 1.24 1.30 14.59� 0.64� 0.69 1.000 0.996 0.992 0.985 0.972 0.952
5 1.30 1.36 19.49� 0.69� 0.91 1.000 0.996 0.991 0.979 0.956
6 1.36 1.42 23.66� 0.76� 1.10 1.000 0.995 0.981 0.952
7 1.42 1.48 27.56� 0.79� 1.27 1.000 0.992 0.968
8 1.48 1.54 29.52� 0.80� 1.34 1.000 0.985
9 1.54 wmax 33.37� 0.86� 1.50 1.000
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where the average indicated by the brackets is taken over the
toy MC sample. To reduce the effect of outliers, toy MC
eventswhere onevalue ofΔΓi=Δw lies outside of the interval
�3σi are removed. The elements of the covariancematrix are
then calculated as ρi;jσiσj. The full systematic error matrix is
obtained by adding the covariancematrices corresponding to
the individual error components linearly. This is equivalent to
the quadratic addition of the systematic error components of
ΔΓi=Δw. The individual systematic error components are
described in the following.

(i) Tag correction.—This error component is estimated
in two steps: we apply all the corrections to the MC
mentioned in Sec. II A and vary these within their
respective uncertainties. This results in systematic
uncertainties in the 480 tag correction coefficients
introduced in Sec. II B. Finally, we propagate the
uncertainties in the tag correction coefficients to the
values of ΔΓi=Δw. The statistical uncertainties in
the tag corrections are varied independently, while
the systematic errors on the coefficients are con-
servatively assumed to be 100% correlated.

(ii) Charged track reconstruction.—We assume a
0.35% reconstruction uncertainty for each charged
particle in the final state. This uncertainty is added
linearly for each charged particle on the signal side,
as the charged particle reconstruction on the tag side
is already corrected by our tag calibration. This
uncertainty is propagated to ΔΓi=Δw using the toy
MC approach.

(iii) Branching fractions and form factors.—We adjust
the branching fraction and the CLN form factor (FF)
of the decay B → D�lνl—the main cross-feed
background—in the MC [7,9]. Also, for semilep-
tonic decays to orbitally excited D meson states
B → D��lνl, we correct both the rate and the form

factor [9,23]. For theDmeson decays, only the bran-
ching fractions are adjusted [9]. The error compo-
nent corresponding to charmless semileptonic
decays B → Xulνl contains both the uncertainty
in the inclusive b → ulν rate [7] and in the known
exclusive decays (B→ πlν;ρlν;ωlν;ηlν;η0lν) [9].

(iv) Signal shape.—This error component corresponds
to the uncertainty in the smearing parameter of the
signal shape correction described in Sec. II D.

(v) B lifetime.—The lifetimes of B0 and Bþ are needed
in Eq. (15) to determine ΔΓi=Δw. We use the
following central values and uncertainties: τðB0Þ ¼
1.519� 0.005 ps and τðBþÞ¼ 1.638�0.004 ps [9].

(vi) Particle identification.—Due to the use of the tag
calibration sample, the uncertainty in the charged-
lepton identification cancels. A remaining particle-
identification uncertainty arises from kaon and
pion identification, which is estimated using a data
sample of D�þ → D0πþ decays. The misidentifica-
tion probability of pions as electrons or as muons
is also adjusted in MC simulation by using real
D�þ → D0πþ events.

(vii) Luminosity.—This component includes the uncer-
tainty in the measurement of the Belle data lumi-
nosity (1.4%) and the uncertainty in the branching
fraction of ϒð4SÞ → BB̄ [9]. The luminosity meas-
urement uses Bhabha events, and its uncertainty is
dominated by the accuracy of the event generator
used.

The systematic uncertainties in ΔΓi=Δw are itemized in
Table IV. Since the signal is suppressed at zero recoil, the
zeroth bin has the largest relative uncertainty. The system-
atic uncertainties of the branching fractions in Table III are

TABLE III. Branching fractions of the decays Bþ → D̄0eþνe,
Bþ → D̄0μþνμ, B0 → D−eþνe, and B0 → D−μþνμ. The
branching fractions of Bþ → D̄0lþνl (B0 → D−lþνl) are the
weighted averages of the Bþ → D̄0eþνe and Bþ → D̄0μþνμ
(B0 → D−eþνe and B0 → D−μþνμ) branching fraction results.
The last row of the table corresponds to the branching fraction of
all four subsamples combined, expressed in terms of the neutral
mode B0 → D−lþνl assuming the lifetime τB0 ¼ 1.519 [9]. The
first error on the yields and on the branching fractions is
statistical. The second uncertainty is systematic.

Sample Signal yield B (%)

B0 → D−eþνe 2848� 72� 17 2.44� 0.06� 0.12
B0 → D−μþνμ 2302� 63� 13 2.39� 0.06� 0.11
Bþ → D̄0eþνe 6456� 126� 66 2.57� 0.05� 0.13
Bþ → D̄0μþνμ 5386� 110� 51 2.58� 0.05� 0.13
B0 → D−lþνl 5150� 95� 29 2.39� 0.04� 0.11
Bþ → D̄0lþνl 11843� 167� 120 2.54� 0.04� 0.13
B → Dlνl 16992� 192� 142 2.31� 0.03� 0.11

TABLE IV. Itemization of the systematic uncertainty in
ΔΓi=Δw in each w bin. Refer to the main text for more details
on the systematic error components.

σðΔΓi=ΔwÞð%Þ
0 1 2 3 4 5 6 7 8 9

Tag correction 3.0 3.2 3.3 3.4 3.4 3.4 3.4 3.3 3.3 3.2
Charged tracks 1.7 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6
BðD → hadronicÞ 2.0 1.8 1.8 1.8 1.8 1.8 1.8 1.9 1.9 1.9
BðB → D�ð�ÞlνÞ 1.3 0.8 0.8 0.9 0.8 0.7 0.5 0.2 0.2 0.4
BðB → XulνÞ 0.4 0.1 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0
FFðB → D�lνÞ 0.4 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.2
FFðB → D��lνÞ 2.5 1.2 0.9 0.7 0.5 0.5 0.7 0.5 0.1 0.4
Signal shape 5.0 0.8 0.6 0.5 0.5 0.4 0.3 0.3 0.2 0.1
Lifetimes 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
π0 efficiency 0.9 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.7
K=π efficiency 1.1 0.9 0.9 0.9 0.9 0.9 0.9 1.0 1.0 1.0
KS efficiency 0.4 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
Luminosity 1.4 1.4 1.5 1.4 1.4 1.4 1.4 1.4 1.4 1.4
Total 7.3 4.7 4.7 4.7 4.7 4.6 4.7 4.6 4.5 4.5
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estimated by using the same toy MC approach and the same
error components.

IV. DISCUSSION

A. CLN parametrization interpretation

The usual approach used in the literature [7] to interpret
theΔΓ=Δw distribution is to perform a fit to the CLN form-
factor parametrization (Eq. (13)), determine ηEWGð1ÞjVcbj,
and obtain ηEWjVcbj by dividing by Gð1Þ. We do so here
and determine the overall normalization ηEWGð1ÞjVcbj and
the parameter ρ2 of the CLN form-factor parametrization
by minimizing the χ2 function

χ2 ¼
X
i;j

�
ΔΓi

Δw
−
ΔΓi;CLN

Δw

�
C−1

ij

�
ΔΓj

Δw
−
ΔΓj;CLN

Δw

�
; ð19Þ

where ΔΓi=Δw is the measured value from Table I or II
and ΔΓi;CLN=Δw is the partial width calculated using
Eqs. (5) and (13):

ΔΓi;CLN

Δw
ðηEWGð1ÞjVcbj; ρ2Þ ¼

1

Δw

Z
wi;max

wi;min

dΓCLN

dw
dw: ð20Þ

The total covariance matrix C is the sum of the diagonal
statistical error matrix Cstat and the systematic covariance
matrix Csyst, calculated from the systematic errors and
correlations presented in Sec. III. For the fit on the
combined sample, we use the averaged nominal masses
of charged and neutral mesons (mB ¼ 5.27942 GeV
and mD ¼ 1.86723 GeV).
The result of the fit is shown in Fig. 5. The results in

terms of ηEWGð1ÞjVcbj and ρ2 are given in Table V and
Fig. 6, separately for the Bþ → D̄0eþνe, Bþ → D̄0μþνμ,
B0 → D−eþνe, and B0 → D−μþνμ subsamples and for the
combined spectrum. Assuming the form-factor normaliza-
tion Gð1Þ derived in Ref. [15],

Gð1Þ ¼ 1.0541� 0.0083; ð21Þ

we obtain ηEWjVcbj ¼ ð40.12� 1.34Þ × 10−3.

B. Model-independent BGL fit

Recent lattice data at nonzero recoil [15,32] allow us
to perform a combined fit to the BGL form factor. We
proceed as in the previous section and minimize the χ2

function

χ2 ¼
X
i;j

�
ΔΓi

Δw
−
ΔΓi;BGL

Δw

�
C−1

ij

�
ΔΓj

Δw
−
ΔΓj;BGL

Δw

�

þ
X
k;l

ðfLQCDþ;0 ðwkÞ − fBGLþ;0 ðwkÞÞ

×D−1
kl ððfLQCDþ;0 ðwlÞ − fBGLþ;0 ðwlÞÞ: ð22Þ

Again, ΔΓi=Δw is taken from Table II, and ΔΓi;BGL=Δw is
the partial width calculated using Eqs. (5), (6), and (8),
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 / 
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FIG. 5. Fit to the measured ΔΓ=Δw spectrum of the decay
B → Dlνl, assuming the CLN form-factor parametrization
[Eq. (13)]. The points with error bars are the data. Their
respective uncertainties are shown by the vertical error bars;
the bin widths are shown by the horizontal bars. The solid curve
corresponds to the result of the fit. The shaded area around this
curve indicates the uncertainty in the coefficients of the CLN
parameters.

TABLE V. Result of the fit to the measured ΔΓ=Δw spectrum of the decay B → Dlνl using the CLN form-factor parametrization
[Eq. (13)]. The CLN parameters ηEWGð1ÞjVcbj and ρ2 are given for the Bþ → D̄0eþνe, Bþ → D̄0μþνμ, B0 → D−eþνe, and B0 →
D−μþνμ subsamples and for all four subsamples combined (based on the combined sample shown in Table II). The value of ηEWjVcbj is
obtained assuming the form-factor normalization in Eq. (21). “Correlation” denotes the measured correlation between the overall
uncertainties of ηEWGð1ÞjVcbj and ρ2.

Bþ → D̄0eþνe Bþ → D̄0μþνμ B0 → D−eþνe B0 → D−μþνμ B → Dlνl

ηEWGð1ÞjVcbj [10−3] 42.31� 1.94 45.48� 1.96 41.84� 2.14 42.99� 2.18 42.29� 1.37
ρ2 1.05� 0.08 1.22� 0.07 1.01� 0.10 1.08� 0.10 1.09� 0.05
Correlation 0.81 0.77 0.85 0.84 0.69
ηEWjVcbj [10−3] 40.14� 1.86 43.15� 1.89 39.69� 2.05 40.78� 2.09 40.12� 1.34
χ2=ndf 2.19=8 2.71=8 9.65=8 4.36=8 4.57=8
Prob. 0.97 0.95 0.29 0.82 0.80
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ΔΓi;BGL

Δw
ðηEWjVcbj; aþ;nÞ ¼

1

Δw

Z
wi;max

wi;min

dΓBGL

dw
dw: ð23Þ

The error matrix C includes the statistical and systematic
uncertainties in the measurements of ΔΓi=Δw. The data are
fit together with predictions of lattice QCD (LQCD), which
are available for the form factors fþðwÞ and f0ðwÞ at
selected points in w. The second sum runs over all LQCD
predictions included in the fit, and the corresponding error
matrix D contains the LQCD uncertainty in these predic-
tions. We use lattice data obtained by the FNAL/MILC and
HPQCD collaborations [15,32]. Both LQCD calculations
are dominated by their systematic errors. The correlation
between them is expected to be small since the collabo-
rations use different heavy-quark methods, lattice non-
relativistic QCD [33] for HPQCD and the Fermilab method
[34] for FNAL/MILC. We therefore assume the two LQCD
results to be uncorrelated in our fits.
Note that LQCD yields results for both the fþ and f0

form factors, while the experimental distribution ΔΓi=Δw
depends on fþ only. Using the kinematic constraint from

Eq. (7), we can include the LQCD results for f0 into the fit,
allowing us to better constrain fþ. Following Ref. [15],
we implement this constraint by expressing a0;0 in terms of
the other aþ;n and a0;n coefficients. FNAL/MILC obtains
values for both the fþ and the f0 form factors at w values of
1, 1.08, and 1.16. The full covariance matrix for these six
measurements is available in Table VII of Ref. [15].
The form factors determined by HPQCD are based on a

different form-factor parametrization by Bourrely, Caprini,
and Lellouch (BCL); see Ref. [35]. BCL use an expansion
in a conformal mapping variable to offer perturbative QCD
scaling also at higher q2 values. The formulas and pole
choices used by HPQCD can be seen in Eqs. (A1) to (A6)
of Ref. [32]. As a result of their fit, they provide the

coefficients að0Þ0 , að0Þ1 , að0Þ2 , aðþÞ
0 , aðþÞ

1 , and aðþÞ
2 , together

with their 6 × 6 covariance matrix (Table VII of Ref. [32]).
To be able to include these results in the same fit as
the FNAL/MILC points, we transform the coefficients
into the form-factor values of fþ and f0 at w ¼ 1, 1.08,
and 1.16,

0
BBBBBBBBB@

f0ð1Þ
f0ð1.08Þ
f0ð1.16Þ
fþð1Þ

fþð1.08Þ
fþð1.16Þ

1
CCCCCCCCCA

¼ M

0
BBBBBBBBBBBB@

að0Þ0

að0Þ1

að0Þ2

aðþÞ
0

aðþÞ
1

aðþÞ
2

1
CCCCCCCCCCCCA

; ð24Þ

where M is a block-diagonal 6 × 6 matrix. Denoting the
covariance matrix of the HPQCD a-parameters by CovðaÞ,
the error matrix of the form-factor values becomes
MCovðaÞMT . The HPQCD results in terms of the fþ
and f0 form factors at w ¼ 1, 1.08 and 1.16, together with
their correlation coefficients, are given in Table VI.
Table VII shows the result of the BGL fit to experimental

and LQCD data (FNAL/MILC and HPQCD) for different
truncation orders of the series (N ¼ 2, 3, 4). To implement
the unitarity bound [Eq. (12)], we constrain the cubic and
quartic coefficients in Eq. (8) to 0� 1 in the fits withN ¼ 3

2ρ
0.9 0.95 1 1.05 1.1 1.15 1.2 1.25 1.3

η
| G

(1
) 

cb
|V
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μν+μ
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D→+B

eν+e-D→0B

μν+μ-D→0B

lνDl→B

FIG. 6. Result of the fit assuming the CLN form-factor
parametrization [Eq. (13)]. The error ellipses (Δχ2 ¼ 1) of
ηEWGð1ÞjVcbj and ρ2 are shown for the fit to the Bþ →
D̄0eþνe, Bþ → D̄0μþνμ, B0 → D−eþνe, and B0 → D−μþνμ
subsamples and to the combined sample.

TABLE VI. Lattice QCD results obtained by the HPQCD Collaboration [32], expressed in terms of fþ and f0 form-factor values at
w ¼ 1, 1.08, and 1.16.

Correlation coefficients

Central value fþð1Þ fþð1.08Þ fþð1.16Þ f0ð1Þ f0ð1.08Þ f0ð1.16Þ
fþð1Þ 1.178� 0.046 1.000 0.989 0.954 0.507 0.518 0.525
fþð1.08Þ 1.082� 0.041 1.000 0.988 0.582 0.600 0.615
fþð1.16Þ 0.996� 0.037 1.000 0.650 0.676 0.698
f0ð1Þ 0.902� 0.041 1.000 0.995 0.980
f0ð1.08Þ 0.860� 0.038 1.000 0.995
f0ð1.16Þ 0.821� 0.036 1.000
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and N ¼ 4 by adding measurement points of aþ;i≥3 and
a0;i≥3 to the χ2. This follows the method in Ref. [15] and
results in a constant number of degrees of freedom. For
N ≥ 3, the fit stabilizes, and we get a reasonable goodness
of fit. We thus choose this truncation order as our preferred
fit. The fit result in terms of ΔΓ=Δw and fþ;0 is shown for
N ¼ 3 in Figs. 7 and 8, respectively. Our baseline result for
ηEWjVcbj for the combined fit to experimental and lattice

QCD data is thus ð41.10� 1.14Þ × 10−3. This is slightly
more precise than the fit result using the CLN form-factor
parametrization (2.8% vs 3.3%) due to the additional input
from LQCD. The additional lattice points are also the
dominant cause of differences in the resulting values. We
have verified the stability of this ηEWjVcbj value by
repeating the fit with different sets of lattice QCD data
(Table VIII), and the differences between the results are
well below one standard deviation.

V. SUMMARY

We study the decay B → Dlνl in 711 fb−1 of Belle
ϒð4SÞ data and reconstruct about 5200 B0 → D−lþνl and
11,800 Bþ → D̄0lþνl decays. We determine the differ-
ential width ΔΓ=Δw of the decay as a function of the recoil
variable w ¼ VB · VD.
The branching fractions of the decays Bþ → D̄0eþνe,

Bþ → D̄0μþνμ, B0 → D−eþνe, and B0 → D−μþνμ are
obtained. The isospin-averaged branching fraction
BðB0 → D−lþνlÞ is determined to be ð2.31� 0.03ðstatÞ�
0.11ðsystÞÞ%.1 1.1 1.2 1.3 1.4 1.5 1.6

w
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 / 
dw
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FIG. 7. Differential width of B → Dlνl and the result of the
combined fit to experimental and lattice QCD (FNAL/MILC and
HPQCD) data. The BGL series [Eq. (8)] is truncated after the
cubic term. The points with error bars are Belle and LQCD data
(only results for fþ are shown on this plot). For Belle data, the
uncertainties are represented by the vertical error bars and the bin
widths by the horizontal bars. The solid curve corresponds to the
result of the fit. The shaded area around this curve indicates the
uncertainty in the coefficients of the BGL series.
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FIG. 8. Form factors of the decay B → Dlνl and result of the
combined fit to experimental and lattice QCD (FNAL/MILC and
HPQCD) data. The BGL series [Eq. (8)] is truncated after the
cubic term. The points with error bars are Belle and LQCD data.
The solid curve is the fþ form factor, and the dashed curve
represents f0. The shaded areas around these curves indicate the
uncertainty in the coefficients of the BGL expansion.

TABLE VII. Result of the combined fit to experimental and
lattice QCD (FNAL/MILC and HPQCD) data for different
truncation orders of the BGL series [Eq. (8)]. Note that the
value of a0;0 is not determined from the fit but rather inferred
using the kinematic constraint [Eq. (7)].

N ¼ 2 N ¼ 3 N ¼ 4

aþ;0 0.0127� 0.0001 0.0126� 0.0001 0.0126� 0.0001
aþ;1 −0.091� 0.002 −0.094� 0.003 −0.094� 0.003
aþ;2 0.34� 0.03 0.34� 0.04 0.34� 0.04
aþ;3 � � � −0.1� 0.6 −0.1� 0.6
aþ;4 � � � � � � 0.0� 1.0

a0;0 0.0115� 0.0001 0.0115� 0.0001 0.0115� 0.0001
a0;1 −0.058� 0.002 −0.057� 0.002 −0.057� 0.002
a0;2 0.22� 0.02 0.12� 0.04 0.12� 0.04
a0;3 � � � 0.4� 0.7 0.4� 0.7
a0;4 � � � � � � 0.0� 1.0

ηEWjVcbj 40.01� 1.08 41.10� 1.14 41.10� 1.14

χ2=ndf 24.7=16 11.4=16 11.3=16
Prob. 0.075 0.787 0.787

TABLE VIII. Result of the combined fit to experimental data
and different sets of lattice QCD data. The BGL series [Eq. (8)] is
truncated after the cubic term.

Lattice data ηEWjVcbj [10−3] χ2=ndf Prob.

FNAL/MILC [15] 40.96� 1.23 6.01=10 0.81
HPQCD [32] 41.14� 1.88 4.83=10 0.90
FNAL/MILC HPQCD [15,32] 41.10� 1.14 11.35=16 0.79

R. GLATTAUER et al. PHYSICAL REVIEW D 93, 032006 (2016)

032006-12



We interpret our measurement of ΔΓ=Δw in terms of
ηEWjVcbj by using the currently most established method,
i.e., by fitting ΔΓ=Δw to the CLN form-factor parametri-
zation and by dividing ηEWGð1ÞjVcbj by the form-factor
normalization at zero recoil Gð1Þ to obtain ηEWjVcbj.
Assuming the value Gð1Þ ¼ 1.0541� 0.0083 [15], we find
ηEWjVcbj ¼ ð40.12� 1.34Þ × 10−3. Recent lattice data also
allow to perform a combined fit to the model-independent
form-factor parametrization by BGL. We find ηEWjVcbj ¼
ð41.10� 1.14Þ × 10−3 with the lattice QCD data from
FNAL/MILC [15] and HPQCD [32].
Assuming ηEW ¼ 1.0066� 0.0016 [12], our results

correspond to a value of jVcbj ¼ ð39.86� 1.33Þ × 10−3

for the fit using the CLN form-factor parametrization and
Gð1Þ, and jVcbj ¼ ð40.83� 1.13Þ × 10−3 for the fit using
the BGL parametrization and lattice data.
These results supersede the previous Belle measurement

[36]. Compared to the previous analysis by BABAR [6], we
reconstruct about five times more B → Dlνl decays; this
results in a significant improvement in the precision of the
determination of ηEWjVcbj from the decay B → Dlνl to
2.8%. The value of ηEWjVcbj extracted with the combined
analysis of experimental and LQCD data is in agreement
with both jVcbj extracted from inclusive semileptonic
decays [3] and jVcbj from B → D�lνl decays [4,5]. The
measured branching fractions are higher although still
compatible with those obtained by previous analyses [6].
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