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Nonequilibrium fixed points in longitudinally expanding scalar theories:
Infrared cascade, Bose condensation, and a challenge for kinetic theory

J. Berges,l’2 K. Boguslavski,l’* S. Schlichting,3 and R. Venugopalan3
'Institut fiir Theoretische Physik, Universitdit Heidelberg, Philosophenweg 16, 69120 Heidelberg, Germany
*ExtreMe Matter Institute (EMMI), GSI Helmholtzzentrum fiir Schwerionenforschung GmbH,
Planckstraf3e 1, 64291 Darmstadt, Germany

3Brookhaven National Laboratory, Physics Department, Building 510A, Upton, New York 11973, USA
(Received 3 September 2015; published 5 November 2015)

In [Phys. Rev. Lett. 114, 061601 (2015)], we reported on a new universality class for longitudinally
expanding systems, encompassing strongly correlated non-Abelian plasmas and N-component self-
interacting scalar field theories. Using classical-statistical methods, we showed that these systems share the
same self-similar scaling properties for a wide range of momenta in a limit where particles are weakly
coupled but their occupancy is high. Here we significantly expand on our previous work and delineate two
further self-similar regimes. One of these occurs in the deep infrared (IR) regime of very high occupancies,
where the nonequilibrium dynamics leads to the formation of a Bose-Einstein condensate. The universal IR
scaling exponents and the spectral index characterizing the isotropic IR distributions are described by an
effective theory derived from a systematic large-N expansion at next-to-leading order. Remarkably, this
effective theory can be cast as a vertex-resummed kinetic theory. The other novel self-similar regime occurs
close to the hard physical scale of the theory, and sets in only at later times. We argue that the important role
of the infrared dynamics ensures that key features of our results for scalar and gauge theories cannot be

reproduced consistently in conventional kinetic theory frameworks.
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I. MOTIVATION AND OVERVIEW

A. Universality far from equilibrium

In a recent letter, we demonstrated universal behavior,
in a wide range of momenta, for self-interacting scalars
and non-Abelian plasmas when they are longitudinally
expanding [1]. This is remarkable because the scattering
processes controlling the dynamics of scalar and gauge
field theories are in principle very different from one
another. The universal behavior is observed for systems
with sufficiently high occupancy f >> 1 in the limit of weak
coupling 1 < 1. Here 4 denotes the quartic self-interaction
for scalar fields; for non-Abelian plasmas, it is replaced by
the gauge coupling ~a,. We showed that the far-from-
equilibrium dynamics of the different systems in the high-
occupancy limit is governed by a common nonthermal
fixed point with the same dynamical scaling exponents that
control the time evolution of characteristic longitudinal
and transverse momentum scales. Even detailed properties
of the different systems, such as the single-particle dis-
tributions in the given momentum range, turn out to have
identical profiles. This opens up the possibility of studying
important aspects of the dynamics of such complex systems
using the simplest representative field theory of the
corresponding universality class in a well-controlled
weak-coupling limit.
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B. Classical-statistical field theory

A major motivation for these studies are experiments
colliding heavy nuclei in the ultrarelativistic high-energy
limit. In the early stages of such a collision, highly occupied
gluon fields with typical momentum Q are expected to be
formed [2—-16]. Since the typical occupancies ~1/a,(Q) are
large, the gauge fields can be strongly correlated even for a
small gauge coupling a,(Q). In such highly occupied
systems, dynamical quantum corrections are suppressed
at weak coupling, and the nonequilibrium quantum dynam-
ics in this transient regime can be accurately mapped onto a
classical-statistical problem.' The latter can be solved using
real-time lattice simulation techniques [17-35].

The classical-statistical field description is limited to the
early stages of the evolution, since the typical occupancies
decrease at later times. It is well known that classical
dynamics cannot describe the late-time evolution towards
thermal equilibrium due to the Rayleigh-Jeans divergence,
nor can it isotropize in the presence of rapid longitudinal
expansion. The latter property has been confirmed in
classical-statistical simulations of the Yang-Mills theory
in Refs. [21,22], as well as in classical kinetic theory
simulations® of gauge [38] and scalar theories [39].

'In this regime, quantum corrections are suppressed by 1 order of
the coupling constant even in the anisotropically expanding theories.

Stated differently, isotropization/thermalization from classical
simulations introduces spurious UV divergencies. In that event,
the results no longer describe the corresponding quantum field
theory dynamics [36,37].
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C. Effective kinetic theory

Kinetic theory can in principle describe the late-time
behavior of systems if the typical occupancies are not too
large (f <« 1/4) and if their typical momenta are much
larger than the in-medium screening scale mp, such that
p*> > mp~2 [, f(p)/p, where [ denotes the phase space

integration. While these conditions for kinetic theory are
not fulfilled for f ~ 1/ at early times, both kinetic theory
and classical-statistical field theory can in principle give
equally valid descriptions for a wide range of typical
perturbative occupancies 1 < f < 1/4 [40-42].

A number of weak-coupling thermalization scenarios
of gauge theories, based on kinetic frameworks, have
been developed over the years. These differ primarily in
how infrared momentum modes below the scale mj, are
treated [43-49], leading to very different paths whereby
thermalization is achieved. Since classical-statistical
field theory accurately captures the physics of the non-
perturbative infrared (IR) regime, it was successfully
employed in Refs. [21,22] to single out the kinetic
description of [43]—henceforth referred to by the acro-
nym BMSS. As we shall discuss shortly, this result is
surprising and requires a deeper understanding of the
underlying dynamics.

We should nevertheless first observe that our results
suggest that a comprehensive strategy for weak-coupling
thermalization is to start with classical-statistical field
theory at early times and to continue later with an
appropriate kinetic theory, passing from one regime to
the other in the time window where both descriptions are
valid. This program has led to significant progress in our
understanding of the thermalization process of expanding
non-Abelian plasmas as summarized in Refs. [38,50,51].
The effective kinetic theory description of Ref. [38]
accurately reproduces the classical-statistical results in
the expected regime for weak coupling and sufficiently
large momenta. This concerns even detailed properties
such as the scaling and shape of the single-particle
distribution in that range. If applied to stronger cou-
plings, the kinetic descriptions show significant devia-
tions from classical-statistical behavior because of the
additional quantum corrections [38,39] that now become
of the same order as the classical contributions. Before
extending the results to stronger couplings, it is crucial
to fully understand the well-controlled weak-coupling
regime.

D. Puzzles

The result from classical-statistical simulations, demon-
strating that BMSS provides the correct kinetic description,
was unanticipated. This is because a consistent kinetic
description of expanding non-Abelian plasmas would sug-
gest that plasma instabilities [52-56] should qualitatively
modify the evolution even at late times [44,46,47,52,57].
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FIG. 1 (color online). Comparison of the evolution of the
longitudinal-to-transverse pressure ratio in longitudinally ex-
panding scalar and gauge theory. While parametric estimates
suggest a scaling as P /Py~ (7/79)">/3 in both cases, the
observed decay of the longitudinal pressure is significantly

slower due to large infrared contributions to the longitudinal
pressure. This puzzle is elaborated on further in the text.

However, classical-statistical simulations of Refs. [21,22]
suggest that plasma instabilities play no significant role
beyond the very early stages. While a microscopic under-
standing of the absence of late-time instabilities remains an
open question, this observation has been incorporated in the
kinetic description of Ref. [38].

A further interesting puzzle for longitudinally expanding
systems concerns the ratio of the longitudinal pressure to
the transverse pressure, P; /Py, whose value is a measure
of the degree of isotropization in the system. In kinetic
theory, for non-Abelian gauge theories, small-angle scat-

tering dominates for proper times 7 < 0~'a; 2. Parametric
estimates a la BMSS would then give

kinetic

P ()
_L MY ()23, (1)
Py

However, despite the fact that kinetic and classical-
statistical descriptions seem to agree well for momenta
above the screening scale [38,50], the field theoretic
simulations of the non-Abelian plasma [21,22] show
significant deviations from the kinetic theory scaling of
Eq. (1). This is demonstrated in Fig. 1, where the behavior
of the gauge theory [22] is shown for isotropic initial
conditions.

In contrast to the gauge theory case, the matrix element
for self-interacting scalars shows no preference for either
small- or large-angle scattering. Despite this difference,
kinetic theory simulations of the expanding scalar theory
[39] obtain exactly the result shown in Eq. (1). This
agreement with the gauge theory is surprising and not
evident from analytical considerations so far. Be that as it
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may, the classical-statistical simulations for the scalar theory
shown in Fig. 1 deviate significantly from this kinetic theory
result for large initial occupancy.

Since the pressure is a bulk quantity, which sums over all
momentum modes, an immediate conclusion from the
observed discrepancy is that the infrared regime leads to
significant contributions to P, /P;. The scalar example is
useful because the influence of infrared dynamics on the
evolution of bulk quantities can be studied without the
gauge ambiguities of Yang-Mills theories.

E. Infrared dynamics and Bose condensation

There are a number of studies suggesting that there are
important corrections from infrared modes or Bose con-
densates at transient stages of the thermalization process for
non-Abelian plasmas as well [48,58-64]. However, a
nonperturbative analysis explaining the classical-statistical
simulations results is challenging for the gauge theory. As
noted, the situation is very different for scalar field theories.
In this case, a detailed analytical understanding can be
achieved directly based on the underlying quantum field
theory. The observed universality between longitudinally
expanding scalars and non-Abelian plasmas [1] in a wide
range of momenta could possibly be put to use to obtain
further valuable insights into the gauge theory dynamics.

One may also try to simulate infrared effects within
kinetic frameworks for scalar field theories. One popular
kinetic description for scalar field theory, recently imple-
mented for a longitudinally expanding system [39], approx-
imates the infrared regime by a zero mode that is coupled to
a two-to-two scattering kernel. Starting from large initial
occupancies, this description gives the scaling Eq. (1) in the
weak-coupling limit. Approximating the infrared dynamics
by a single zero mode in a kinetic description can be a crude
approximation. A defect of such an approach, known for
systems in a fixed box, is that condensation occurs within a
finite time even for infinite volumes [65,66]. Since any
coherent mode cannot spread out faster than the speed
of light, this result is an artifact of the approximation.
Fortunately, the proper scaling of the condensation time
with the volume can be understood in quantum field theory
based on systematic large-N expansions [67,68]. At next-
to-leading order (NLO) the IR dynamics is described
by an effective, vertex-resummed kinetic description. This
vertex-resummed kinetic description accurately reproduces
the results from classical-statistical simulations [69], as has
been shown before for nonexpanding systems.

F. Content of this work

We will analyze longitudinally expanding N-component
scalar field theories both numerically using classical-
statistical simulations and analytically using large-N meth-
ods. We investigate the distribution function f(p), whose
fixed-point scaling form is shown schematically in Fig. 2,
with different characteristic momentum ranges. There is a
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FIG. 2 (color online). Schematic scaling form of the scalar
occupation number distribution f as a function of (transverse)
momentum. Classical-statistical field theory is valid for f > 1.
Kinetic theory is restricted to f < 1/4 if interactions are
sufficiently localized in momenta. In scalar field theory, a
“vertex-resummed” kinetic description from a 1/N-expansion
at NLO can also describe the IR momentum range.

[f~1//\] [1/)\>>f>>1]

T

Momentum:

Distribution function:

log(p)

significant range of momenta above a characteristic screen-
ing scale, with large but still perturbative occupancies,
where 1/4 > f(p) > 1. This is the regime where compar-
isons to standard kinetic theory can apply. We note,
however, that such comparisons are predicated on the
interactions being sufficiently local in momenta. That this
is the case is not assured, and understanding whether our
results can be explained using kinetic theory is an important
objective of our work.

In order to arrive at a deeper understanding of the
dynamics sketched in Fig. 2, we will expand significantly
on our previous work [1]. We will study in detail a further
scaling regime at hard momenta that was only discussed
cursorily in our previous work. The scaling form of the
distribution function exhibits an additional infrared regime
with nonperturbative occupancies ~1/A. As noted, this
regime is not well described by standard kinetic theory nor
in prescriptions assuming an additional single zero mode.
Most importantly, it turns out to have significant support in
integrals for bulk quantities such as the longitudinal
pressure P;. Remarkably, for the scalar field theory, we
will show that the effective vertex-resummed Kkinetic
description from a 1/N-expansion at NLO describes the
physics over the entire IR momentum range.

After specifying the model and parameters in Sec. II, we
will determine in Sec. III the universal exponents and
scaling functions of the nonthermal fixed point of the
longitudinally expanding scalar theory. We show that the
system at low momenta behaves as a nonrelativistic super-
fluid Bose gas with an isotropic distribution function but
distinct scaling exponents due to expansion. In particular,
we analyze how condensation occurs and find that the
condensation time increases with volume. We further
compute the properties of the scaling regimes at higher
momenta and verify their insensitivity to variations of the
initial conditions and microscopic parameters. We discuss
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the impact of the different momentum ranges on the energy
and pressure evolution of the expanding fluid in Sec. I'V.
We demonstrate that the deviations from standard kinetic
descriptions indeed arise from the infrared regime contrib-
uting significantly to the longitudinal pressure evolution for
large initial occupancies. In Sec. V, we estimate for the
longitudinal pressure the nature of the quantum corrections
and the time at which these become relevant for the
evolution. A summary is provided in Sec. VI. Some
technical aspects of the computations are outlined in the
Appendixes A, B and C.

II. SCALAR FIELD THEORY WITH
LONGITUDINAL EXPANSION

We will consider here the nonequilibrium dynamics of
scalar field theories with longitudinal expansion. This is
most conveniently done in terms of Bjorken spacetime
coordinates using the (longitudinal) proper time 7, longi-
tudinal rapidity # and transverse coordinates x; = (x!, x?).
The relation to Minkowski coordinates x” and x? is given

by
7=1/(x")% = (x*), 1 = atanh <j§—z> (2)

The spacetime metric in Bjorken coordinates takes the form

9 (7) = diag(1,~1.~1,~2%), 3)

which characterizes one-dimensional expansion in the
longitudinal direction with the expansion rate 1/7.

Within this setup, we will consider a massless N-
component scalar field theory with O(N) symmetry and
quartic interaction defined by the classical action,

A

S[(p] = /d4x (% (augoa)gﬂb(ay(pa) - m

<¢a¢a>2). 4)

Summation over the a = 1,2, ..., N scalar field compo-
nents is implied here, and the integration proceeds over
[d*x = [ ded®xrdn\/—g(x), with \/—g(x) = 7 resulting
from the metric determinant g(x) = det(g,,(x)).

In the corresponding quantum theory, the fields are
replaced by scalar Heisenberg field operators ®,(x7,7,7),
and we denote their expectation value by

¢a(1) = <(I)a(XT» ’777>> (5)

for spatially homogeneous systems. To make contact with
kinetic descriptions, we shall consider the single-particle
distribution in spatial Fourier space, f(pr,p.,7). This
quantity may be extracted from the connected part of the
anticommutator expectation value [42]
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Fop(Xp = xX7.n—1',7,7)

= S U719 9, (551 ) = D). (6)

The distribution function can be defined using the spatial
Fourier transform® of the equal-time statistical correlation
function F(pr,v,7)=Y N | Fu.(pr.v.7,7)/N, and its tem-
poral derivatives F(py,v,7)=17'0,0.F (py.v,7,7)|,_, and
F(pr.v.7) = (20, + 70, F(pr.v.7.7)|,_/2, according
to [42]

1 .. .
Fpr.pot) +5 =\ F(pr.v. 0 F(pr.v.7) = F(prw. )

(7)

The longitudinal momentum variable is identified* as
p. =v/t.

We employ two different sets of Gaussian initial con-
ditions formulated in terms of the coherent-field expect-
ation value ¢,(zg) and the single-particle distribution
f(pr, p.,70) at the starting time 7. The first set is chosen
to exhibit a large characteristic occupancy with

F(prsp2smo) = %G)(Q —\/Pr+ (fopz)2> (8)

and vanishing coherent field ¢,(zy) = 0,¢.(7y) = 0. Here
the parameters describe the initial occupancy ng, initial
anisotropy &, and the characteristic momentum scale Q of
the distribution at initial proper time. We will refer to this as
“overoccupation” initial conditions.

Our second set of initial conditions are coherent-field
initial conditions, characterized by a large coherent field,

6
¢a (TO) =0y \/;&zl ’ a‘r¢a (TO> = 0’ (9)

and vanishing occupancy f(pz, p.. 7o) = 0. Details of the
numerical implementation of initial conditions are well
documented in the literature [42,70,71] and are summa-
rized in Appendix A.

Both sets of initial conditions admit a rigorous descrip-
tion of the dynamics in terms of classical-statistical field

The Fourier transform is given by

Fap(pr.v:7.7) = / dPxpdnF (g, . 7,7 )T Pt

where the rapidity wave number v is the conjugate momentum
variable to 7.

This choice of variable is motivated by the form of the
longitudinal kinetic term (92¢,)/7* in the field equation (10)
below. In Appendix A, we will explain in greater detail how to
compute the correlation function numerically and shall discuss an
alternative definition of the single-particle distribution that is also
employed in the literature [20,70].
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theory to leading order in the coupling 4 [17,40,41,72-75].
Since we are interested in the weak-coupling limit, with
A — 0T but Af finite for typical momenta, the mapping is
valid at all simulation times.

For the overoccupation initial conditions (8), the
Monte Carlo sampling and solution of the classical field
equation leads to a well-defined continuum limit of the
corresponding quantum theory [76]. A rigorous mapping of
the quantum dynamics with coherent-field initial conditions
(9) actually involves two steps, which is sometimes over-
looked in recent literature. One first separates the field into a
large coherent part and a small fluctuation and linearizes
with respect to the latter. Though small initially, the
fluctuations grow exponentially because of an instability
[71,77]. Once they become larger than unity, but are still
much smaller than the coherent-field part, one uses the
result as the input for a classical-statistical description which
is fully nonlinear. The whole procedure has a well-defined
continuum limit such that one gets the physical quantum
result [17,72,77]. In the following, we will employ the
coherent-field initial conditions of Eq. (9) for finite values
A < 1 and momentum cutoffs only to show that after the
parametric time ~log3/?(1~!), the initial field decays [71]
and one recovers the fluctuation initial conditions of Eq. (8).

We solve numerically the nonlinear classical field
equations of motion,’

1 1

(a% +-0, - 0% —1—283 +%q)2>% =0, (10)
using leapfrog integration. We discretize the equations on
anisotropic lattices of size N x N, with lattice spacings
ar, a,, and use a time step a, which is small compared to all
other dimensional parameters, namely a, < 7, ar. a,t, to
guarantee the stability of the algorithm. We have explicitly
checked that our results are insensitive to changes of the
discretization parameters.

In Fig. 3, we follow the time evolution for coherent-field
initial conditions in Eq. (9). These initial conditions lead to
a parametric resonance instability at early times in the static
case [78-80] as well as the expanding scalar field theory
[71,77] despite the longitudinal expansion. As shown in
Fig. 3, this instability results in rapid particle production
(red circles) and an overoccupation of low-momentum
modes built up on a short time scale (blue triangles) while
the coherent field decays. In this case, we define the
characteristic momentum scale as Q = o, of Eq. (9) and
identify an overoccupied system with a similar form to that
given by Eq. (8). Hence, starting with an overoccupied
single-particle distribution may be regarded as an already
time-evolved system with coherent-field initial conditions.

>The coupling dependence can be conveniently scaled out of
the equations with ¢ — ¢/+/A, thus entering only the initial
conditions.
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FIG. 3 (color online). Snapshots of the occupation number
distribution at vanishing longitudinal momentum at different
times for the coherent-field initial conditions in Eq. (9), with the
coupling constant chosen to be 4 = 107*. Starting with the pure
vacuum (gray) distribution, fluctuations are built up via the
parametric resonance mechanism (red circles) and lead to an

overoccupied system (blue triangles). The latter approaches a
nonthermal fixed point (green rhombi and black squares).

At later times (green rhombi and black squares), the system
approaches a nonthermal fixed point, whose universal
properties we will analyze in the following.

We note that a similar argument can be made in the case of
the longitudinally expanding non-Abelian plasma. Starting
from the Glasma, which consists of strong boost-invariant
color fields [2—6], particles are rapidly produced via plasma
instabilities [81-85] and lead to overoccupation [86].
An overoccupied non-Abelian plasma approaches the non-
thermal fixed point found in Refs. [21,22] in the weak-
coupling limit.

III. NONTHERMAL FIXED POINTS OF
LONGITUDINALLY EXPANDING SCALARS

Classical-statistical field theory efficiently describes the
far-from-equilibrium dynamics of highly occupied many-
body systems. Numerical simulations in this context reveal
that highly occupied systems across a wide range of energy
scales spanning inflationary cosmology [17,19,20], heavy
ion collisions [21-26], ultracold atoms [27-29,31] and, as has
been recently suggested, holographic superfluids [87] display
universal behavior characterized by nonthermal fixed points.

In the vicinity of a nonthermal fixed point, strongly
correlated quantum systems lose their sensitivity to the
initial conditions and other microscopic parameters of the
theory [21,22,36]. The single-particle distribution function
can then be divided into separate scaling regions in
momentum space, each of which follows a self-similar
evolution

f(pr.pet) = fs(P pr.e'p,). (11)
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where 7 is the proper time. Different aspects of the
dynamics can be described in terms of the universal scaling
exponents a, f# and y, and the (proper) time-independent
scaling function fg(pr, p.) [1,20,88].

In general, a nonthermal fixed point can exhibit multiple
scaling regions simultaneously, with a different scaling
behavior realized in each of these separate momentum
regions. Such multiple scaling behavior can emerge as a
consequence of multiple conservation laws, such as the
self-similar transport of a different conserved quantity such
as energy or particle number in one regime compared to
another. Another possible reason includes a change of the
underlying dynamics, for example, from a perturbative to a
nonperturbative mechanism below a characteristic momen-
tum scale. In the context of wave turbulence, each
momentum region is usually referred to as an inertial
range of momenta, with various examples provided in the
literature [20,27,28,36,69,89-92].

Within the classical-statistical simulations of the expand-
ing scalar theory in Ref. [1], we identified three distinct
inertial scaling regimes: i) An inverse particle cascade at
very soft momenta with large occupancies f > 1/4, ii) an
intermediate range of momenta extending dynamically up
to momenta close to the hard-momentum scale Q of the
system, and iii) a hard-momentum regime for momenta
pr 2 Q. In the following, we will expand on the discussion
of the longitudinally expanding scalar theory in Ref. [1]
and present detailed results uncovering the properties of the
three inertial regimes.

Since the nonthermal fixed-point structure is insensitive
to the details of the initial conditions, we will first focus on
the time evolution for a single initial condition and then
verify that the results are insensitive to the initial conditions
(summarized in Table 1) further below for parts of the
attractor. Unless stated otherwise, we consider a four-
component [O(4)] scalar theory with overoccupation initial
conditions, as in Eq. (8), with an initially isotropic system
(ép = 1) and with the occupancy parameter ny = 35 at the
initial time Qt, = 10°. All quantities in this paper are
normalized by appropriate dimensional scales. If not written
explicitly, we imply 7 — /7y and p; — p,;/Q, which also
holds for the scaling behavior introduced in Eq. (11).

Our results for the transverse momentum dependence
of the spectrum at different proper times in the evolution
are compactly summarized in Fig. 4, which shows
snapshots of the single-particle distribution f(pr, p, =
0,7) for vanishing longitudinal momenta. One clearly
observes the emergence of three distinct scaling regimes,
at small, intermediate and high transverse momenta.
We reported in Ref. [1] that the low-momentum
behavior—indicated as i)—is characterized by a strong
infrared enhancement with an approximate p;° power-
law dependence, while the intermediate-momentum
regime—indicated as ii)—features an approximate p7!
power law shown by the gray and black dashed lines.

PHYSICAL REVIEW D 92, 096006 (2015)

TABLE 1. Discretization parameters for different initial
conditions. Unless stated otherwise, these parameters are em-
ployed for all classical-statistical lattice simulations. In the
following, the configurations of the last three lines are referred
to as “Qry = 100,” “O(2) scalars,” and “Coherent-field 1C”
[cf. Eq. (9)], respectively.

Configuration Lattice parameters

o no Qrg N Ny N, Qar  a,/107
05 5 1000 4 128 768 1 5

1 4.5 1000 4 128 768 1 5

1 5 1000 4 128-256 512-4096 0.5-1 2.5-5
1 6 1000 4 128 768 1 5

1 7.5 1000 4 128 768 1 5

1 15 1000 4 192 768 0.67 5

1 35 1000 4 96-384 384-768 0.25-2.5 4-10
1 80 1000 4 128 768 0.4 5

2 15 1000 4 128 768 0.85 5

4 15 1000 4 128 1024 1 5

1 35 100 4 192 1024 0.75 25

1 5 1000 2 192 768 0.5 5
Eq. 9) 1000 4 192; 256 256-768 0.2-0.9 6-20

The inertial ranges of momenta for the scaling regimes 1)
and ii) are seen to shift dynamically towards lower
momenta as a function of time as indicated by the purple
dashed lines in Fig. 4. At late times, an additional scaling
window emerges at momenta py 2 Q. This novel regime
was unanticipated, and we shall discuss it at length shortly.
In this regime—indicated as iii)—the single-particle dis-
tribution becomes approximately independent of the trans-
verse momentum up to very high transverse momenta,
where the spectrum shows a rapid falloff.

b, . rl/170= 5 .
., . t/15=10 a

—
o
w
»

Distribution function: A f(pt,p,=0)

0.1 1
Transverse momentum: p;/Q
FIG. 4 (color online). Dependence of the single-particle dis-
tribution on the transverse momentum (for vanishing longitudinal
momentum p, = 0) at various times. One observes the emer-
gence of three distinct scaling regimes labeled as 1), ii) and iii) and
separated by purple dashed lines. Each regime corresponds to the
inertial range of momenta for a nonthermal fixed point, as

discussed in detail below. The black and gray dashed lines
illustrate the power-law dependence in regimes i) and ii).
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Each of the three momentum regions corresponds to a
different self-similar evolution of the single-particle distri-
bution with the scaling behavior in Eq. (11). The exponents
determine the evolution of the typical amplitude fy, ~ 7% and
of typical momenta py iy, ~ 7% and Pziyp ~ T 7. Moreover,
the signs of # and y provide the effective direction of transport
of particles or energy within the inertial range of momenta.
We will extract the universal exponents and the scaling
function of each scaling region in subsequent sections.

A. Infrared cascade and Bose condensation

We will first present a detailed analysis of the inertial range
at low momenta, marked by i) in Fig. 4 with an approximate
p7° power law in the transverse momentum spectrum. In the
study of scalar field theories with static geometry, such a low-
momentum region is associated with an inverse particle
number cascade of an effectively massive theory and leads to
the formation of a Bose condensate [69,91].

We can similarly investigate the presence of a dynami-
cally generated Bose condensate in the longitudinally
expanding system by studying the finite-volume scaling
of correlation functions of the scalar field. In an approach
similar to that considered previously for the nonexpanding
theory, we examine the properties of the statistical corre-
lation function Fy(7) = F(pr =0,v=0,7) of Eq. (6).
While the fluctuations at finite momenta are essential for
the formation of the condensate via an inverse particle
cascade, a volume-independent correlation function at zero
momentum Fy(7)/(VrL,) = ¢3(z) signals the existence of
a Bose condensate. Our results for this condensate observ-
able are shown in Fig. 5, where we compare the time
evolution for different volumes. Starting from overoccupa-
tion initial conditions, one observes a rapid rise of the zero-
momentum mode at early times. Eventually the condensate
observable becomes volume-independent, thereby signaling
the formation of a condensate. As we noted in our previous
letter [1], the condensate then decreases as F(z) ~ 72/3.

The condensation time 7, can be viewed as the onset time
of volume-independent evolution. In our case, the rescaled
zero mode (7 —1y)*3F, becomes constant in time (as
marked by the constant gray dashed line). While for smaller
volumes the condensate is created during the simulation
time, for larger volumes its formation is not completed.
Nevertheless, from the ordering of the curves one observes
that the condensation time increases with volume. While
conventional kinetic descriptions have a finite condensation
time even for infinite volumes [65,66], the fact that the
condensation time diverges with increasing volume is
expected from causality and is an important feature of
our nonperturbative numerical approach.

We note that for the longitudinally expanding system,
causality also forbids the formation of a Bose-Einstein
condensate if the rapidity range is too large. This is because
atany given time 7, two points which are separated by a larger
rapidity range than Az, = 21In(z,./7y) in the longitudinal
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FIG. 5 (color online). Time evolution of the condensate
observable with overoccupation initial conditions, plotted for
different volumes V = VL, . The lattice spacings for the smallest
volume are Qay = 0.75 and a,, = 5 x 1075 on a 642 x 384 grid.
At sufficiently late times, the results become independent of the
volume, signaling the formation of a condensate. The condensa-
tion time increases with volume. For large volumes, the con-
densate growth follows power laws that are marked by a dashed
black line. A similar late-time behavior is found for other initial
parameters as for an earlier initial time Q7y = 100.

direction are not causally connected. Nevertheless, one may
still observe the emergence of long-range correlations for a
system with sufficiently small rapidity extent Ay < Ap,., and
all our considerations are only valid in the rapidity range
where we do observe condensation.

For nonexpanding systems, both relativistic and non-
relativistic lattice simulations also indicate an increasing
condensation time with volume, as 7, ~ V?/3 [69]. This
results from the condensation behavior F,, ~ */2, a con-
sequence of the inverse particle cascade from the low-
momentum region that populates the zero mode [91-95].

Ascan be seen in Fig. 5 for larger volumes, the condensate
observable in the expanding theory 7*3F(z)/V also
follows an approximate power-law behavior in time. We
expect from analytic considerations detailed in Sec. III B
that the power-law exponent approaches unity at late
times. This leads to an increasing condensation time
with volume 7.~ V, as we will discuss in detail in
Sec. III B. Indeed, the results of Fig. 5 seem to support
this behavior, although with sizable discrepancies at earlier
times and for smaller volumes.® A similar power-law

®Discrepancies from A%/3F,(z)/V ~ At at earlier times with
At =7 — 1 are expected due to finite time effects when the
system is not yet close enough to the nonthermal fixed point.
Such early-time effects can also be observed in the scaling
behavior of other quantities, as shown explicitly in Fig. 9.
Similarly, simulations with small volumes do not show the
power-law behavior at all, because the low-momentum region
is not completely formed and the system is thus too far from the
attractor on the time scales of condensation.
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evolution can also be observed in simulations with different
initial parameters and sufficiently large volume, as seen for
the system with the earlier initial time Qz, = 100 for
comparison.

In the scalar field theory for a static box, both the
condensate and a dynamically generated mass were
observed in lattice simulations [69]. We have also checked
the existence of a dynamically generated mass for the
longitudinally expanding case. In analogy to the static box
case [42,69], we define

F(pT’l/7T)

2?F(pr,v,7) (12)

a)(pﬂ pmr) =

to estimate the effective dispersion relation in the
medium. We find that up to statistical fluctuations,
the dispersion relation is independent of the polar angle
0 = arctan(p;/p.) in the entire momentum space and
only depends on the absolute momentum |p|=
VPt Pl

Our results for w(|p|, 7), averaged over the angle 0, are
shown in Fig. 6 at different times. A comparison with
the (dashed) lines shows that the effective dispersion
relation is well described by a relativistic quasiparticle
dispersion

o(pr. p..7) = \/m*(7) + %, (13)
with a time-dependent effective mass m(z).

The time dependence of m(z) is shown in the inset
of Fig. 6, where we compare the m(z) extracted from
the dispersion relation to the one extracted from the
oscillation frequency w.(z) of the unequal-time corre-
lator at zero momentum F(p; =0,v=0,7,75). Both
measurements agree and show that the dynamically
generated mass decreases as a function of time accord-
ing to

m(t) ~ 77113, (14)

Because of the large occupancy at low momenta [region
1) in Fig. 4], the mass is expected to be dominated by modes
in the infrared scaling region. Using m?> ~ [ d®pf/w to
estimate the evolution of the mass, one has for infrared
modes

2~ —. 15
w2 (15)

Particle-number conservation n ~ z~! (which will be dem-
onstrated later in this section) leads to m ~7"'/3, as
observed in (14). To arrive at Eq. (15), we used
o(p) = m, which is true for the infrared modes with
|p| < m. The contribution of the condensate to the effective
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FIG. 6 (color online). Effective dispersion relation at different
times. Deviations from the @ = |p| behavior show that a mass
gap is generated for low-momentum excitations. The time
dependence of the effective mass is shown in the inset, extracted
from the zero-momentum frequency via \/m? + |p|? fits to the
dispersion relation and by measuring the oscillation frequency of
the zero-momentum mode. The effective mass decreases accord-
ing to a 7~'/3 power law.

mass scales in the same way. In contrast, one can estimate
the contribution from the harder-momentum regions ii) and
iii) in Fig. 4 as m},q ~ [ d®pAf/w ~ 77!, which is sub-
leading because of its faster decay in time.

We note that this is quite different from thermal
equilibrium, where the effective mass is dominated by
hard momenta at the temperature scale. The difference
can be understood as follows: Close to the nonthermal
fixed point, the low-momentum region is enhanced, and
its contribution to the mass decreases more slowly than
at hard momenta, dominating at late times. In contrast,
no such enhancement at low momenta exists in thermal
equilibrium, and all contributions to the mass are
stationary.

To better understand the nature of the inertial range at
low momenta, we analyze the dependence of the single-
particle distribution f(pr, p.,7) on the polar angle
0 = arctan(py/p.). In Fig. 7, we show the phase-space
distribution for different values of @ as a function of the

absolute momentum |p| = /p% + p2. While the spectrum
is highly anisotropic at high momenta, one observes that
the strong enhancement of the infrared region is angle
independent to within the accuracy of the numerical
simulations. Therefore, typical transverse and longitudinal
momenta evolve isotropically, which gives

p=r (16)

for the scaling exponents defined in Eq. (11), in the IR
inertial momentum region.
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FIG. 7 (color online). Distribution function for different polar
angles @ = arctan(py/p.) as a function of the momentum |p| =
\/p:+ p? at different times 7/7yp =5, 10, 20. While the
distribution is highly anisotropic at high momenta, the infrared
sector remains approximately isotropic.

When comparing the values of the mass m(z) in Fig. 6
with the typical momenta for the low-momentum fixed
point in Figs. 4 and 7, we find that the low-momentum
inertial range is always bounded by the effective mass
|p| < m(z). Hence, the dynamics of this region is governed
by nonrelativistic physics with the time-dependent dynami-
cally generated mass m(z). Moreover, from Figs. 4 and 7
one observes that the low-momentum region entirely
involves nonperturbatively large occupation numbers with
at least Af = 5.

We now turn to the universal quantities a, 3, y and the
scaling function f¢(pr, p.) of the low-momentum scaling
region. To access the scaling regime earlier, we increase the
initial amplitude to ny = 125. Since we need to be sensitive

e TUtg= 8
Uty =15 -eee

10° F
10* |

10° | Af
107
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10°
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10° Fro
10°
10 F 0.01 pr/Q 0.4 N
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Rescaled distribution: (r/ro)'a Af

0.1 1
Rescaled momentum: (r/ro)B pr/Q

FIG. 8 (color online). Rescaled distribution function of the
expanding scalar system at low momenta as a function of the
rescaled transverse momentum for different times. Spectra at
different times collapse onto a single curve, demonstrating the
self-similarity of the infrared cascade. For comparison, the
original distributions without rescaling are shown in the inset.
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to the low-momentum region, we use a large lattice with
7682 x 512 lattice points and lattice spacings Qay = 2
and a, = 1.5 x 107

In Fig. 8 we show the rescaled transverse momentum
distribution 7=*f(pr,p, =0,7) as a function of the
rescaled transverse momentum 7”p;. The inset gives the
curves at different times without rescaling for comparison.
With a =1 and f = 2/3, the rescaled curves at different
times lie remarkably well on top of each other. According
to Eq. (11), this reveals a self-similar evolution of the
distribution function fg. If particle number is conserved,
one has tn =tN [d®p/(2x)3f = const, which requires
a—3p = —1 consistent with the values we used. The
movement of the region to lower momenta, as can be seen
in the inset of Fig. 8, is consistent with the positive value of
the exponent > 0 observed and can be interpreted as
being due to an inverse particle cascade feeding the Bose
condensate at zero momentum.

To gain insight into the statistical and systematic errors
for the exponents, we follow Ref. [69] and investigate how
the values of the exponents a and  depend on the reference
time 7,y at which we start our self-similarity analysis. To
this end, we compare the rescaled distribution function at
T,or With the rescaled distribution function at different times
up to 7/t <5, and extract the best values for the
exponents together with an estimate of the error (see
Refs. [22,69] for more details on the method).

In Fig. 9, we show the extracted values for § and the
combination a — 3/ as functions of the reference time. Also
shown are the values —1 and 2/3 as gray dashed lines; the
former corresponds to particle number conservation and the
latter to an elastic scattering process with a resummed
matrix element. (This effective elastic scattering interpre-
tation of the numerical data will be discussed shortly in
Sec. III B.) One finds that both of these quantities approach
the gray lines. We thus have

2 S S S S TR S
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c 05} ]
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Q [
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o
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2 4 6 8 10 12 14 16
Reference time: 1,/ 1,
FIG. 9 (color online). The exponents f and a — 3 extracted at
different reference times 7,.¢. The gray dashed lines correspond to

the values 2/3 and —1 extracted from a scaling analysis within a
vertex-resummed kinetic description.
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FIG. 10 (color online). The normalized fixed-point distribution
f(pr, p. = 0) at time 27,. Also shown is the distribution function
for a two-component scalar field theory in a static box, previously
considered in Ref. [69]. Both spectra can be well described by the
functional form given by Eq. (18) as indicated by the black
dashed line.

2

p=r=3 (17)
in the vicinity of the nonthermal fixed point with an error
estimate of about 10% for # and typically 10%—-15% for
a—3p, as can be determined from the error bars
in Fig. 9.

We can also specify the functional form in the scaling
region as

a=1,

a
(Ipl/b)< + (Ipl/b)"

where the nonuniversal constants @ and b can be fixed
by the constraints Afs(|p|=>b)=a/2 and Af(|p|=0)=
—a(k.+k.)/(4b). In Fig. 10 we show the normalized
distribution function f(pr,p, =0) at 7 =27, as well
as the corresponding distribution function for a two-
component scalar field theory in a static box, discussed
at length in Ref. [69]. The scaling functions of both the
static and the longitudinally expanding systems are given
by Eq. (18). We used the values k. = 0.5 and k., = 4.5 for
the scaling function in the figure, but we observe that k..
slowly grows with time, approaching the value ~5 expected
also for nonrelativistic systems [27,30].

Indeed, Ref. [69] showed that the IR dynamics of a scalar
field theory in a static geometry is governed by effectively
nonrelativistic dynamics with a nonperturbative mechanism
that describes an inverse particle cascade. While the IR
scaling function in Eq. (18) can be observed in both
expanding and nonexpanding scalar systems, the temporal
exponents a = 3/2 and # = 1/2 for the static box in three
spatial dimensions differ from the corresponding values
of a=1 and p=2/3 for the expanding theory. This
difference stems from the different geometry; in the
expanding case, one has a time-dependent effective mass,

Afs(prsp2) = (18)

PHYSICAL REVIEW D 92, 096006 (2015)

and particle-number conservation gives zn = const instead
of n = const for the fixed box. However, these differences
do not alter the underlying dynamics in a fundamental way.
We will show that the IR dynamics of the expanding
system, like that of the static case, is consistent with a
description in terms of a vertex-resummed kinetic theory.

B. Low-momentum region from vertex-resumed
kinetic theory

We will now extract the exponents «, f and y for the
inertial range at low momenta from a vertex-resummed
kinetic theory and show that their values are consistent with
our numerical results. We will subsequently relate these
universal exponents to the dynamics that leads to the
formation of the Bose-Einstein condensate.

1. Universal exponents

The kinetic equation for the distribution function f in the
longitudinally expanding background reads as

(0= 220, ) (pr.peet) = Clpr-pec0). (19)

with the collision integral C[f](p7, p., ) representing the
scattering process and with the redshift term —p_0, f/7
that follows from the boost invariance of the system in the
longitudinal direction [21,47,96].

Since the occupation numbers are nonperturbatively
large in the low-momentum region f = 1/, a perturbative
approach is problematic. However, for an N-component
scalar theory, one can employ a 1/N expansion of the two-
particle irreducible (2PI) effective action [42,68]. To NLO
in this 1/N expansion, the temporal dynamics of the
distribution function can be expressed as a kinetic equation
with the vertex-resummed collision kernel introduced in
Refs. [69,97]. Specifically, in this approach, all corrections
to the coupling constant of the N-component scalar field
theory are included in an effective coupling A, ;. The
collision integral for this effective kinetic description in
the infrared describes an elastic 2<>2 scattering process
with Aeg[f],

Clfl(p1) = /dg%z%[(fl + f2)f3f4
= fifa(f3 + fa)]. (20)

Here we used f; = f(pr,, p.;.7) > 1 with p; = p and
suppressed the arguments of the functionals | dQ><2[f]
and A2 [f]. Their precise forms are written in Appendix C.

To extract the universal scaling exponents of the low-
momentum region, we follow Refs. [20,69] and study the
temporal scaling behavior of each side of Eq. (19). Using
the scaling ansatz in Eq. (11), the left-hand side becomes
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©“Na+pprods + (r = 1)p.0; ) fs(Pr.p.).  (21)
where we have abbreviated py =7’ p; and p,=1p..
Similarly, one can determine the scaling property of the
collision integral

C[f](pTv pzvf) :T”C[ S](p_Tv p_z)’ (22)

where C[fs](pr, p.) is time independent. The exponent
u = u(a, B,y,0) characterizes the scaling behavior of the
collision integral, where we also included the scaling
exponent ¢ of the effective mass m(r) ~ z77. Substituting
Egs. (21) and (22) into Eq. (19) leads to the time-indepen-
dent fixed-point equation for fs(pr, p.).

afS(pT’ pz) +ﬂpT8prS(pT’ pz)
+(r=)p.0, fs(pr, p.) = Clfsl(pr. p2),  (23)

where we have simply relabeled p7 — py and p, — p,,
and to the scaling relation for the temporal exponents

a—1=pu. (24)

A scaling solution of the kinetic equation has to satisfy both
equations simultaneously. A detailed discussion of the
fixed-point equation (23) and its solution is beyond the
scope of this paper. We will focus on the scaling relation in
Eq. (24), since we are primarily interested in the scaling
exponents.

To determine the scaling exponent of the collision
integral p, we first observe that since the inertial range
at low momenta is bounded by the effective mass m(z), the
dispersion relation becomes

p|*
2m(z)’

@(pr, p.,7) =m(z) + (25)

Because the leading mass term cancels in intermediate
steps, one has to determine the scaling property of the
momentum |p|2. As our numerical results in Fig. (7) show,
the momentum distribution in the IR is isotropic. Hence, we
can assume that longitudinal and transverse momenta as
well as the modulus all scale equally with g = y.

The precise form of the exponent p is derived in
Appendix C and reads as

u=a-2p+o, (26)

where the reader will recall that the scaling exponent ¢
controls the temporal evolution of the effective mass. From
the scaling relation in Eq. (24), and using the isotropy
condition, one obtains

l+o
P=r=—5— (27)
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Since our numerical results show that the mass scales with
o = 1/3, the scaling relation deduced from the effective
kinetic theory results in momentum exponents that decrease
with f =y = 2/3, which is consistent with the numerical
result we obtained from classical-statistical simulations.

To determine the scaling exponent o from the vertex-
resummed kinetic theory, we need a second condition.
The form of the elastic scattering kernel in Eq. (19)
suggests that particle number (defined as the integral of f
over phase space) is conserved. One can confirm that
the collision integral (20) vanishes when we integlrate7
N [d®prdv/(27)*C[f] = 0. Further, the corresponding
integral over the left-hand side of Eq. (19) can be
identified with the total time derivative of the distribution
function

i d
(0= 220, ) lpropest) = - f(prfeie). (9
T T

and therefore integrating the kinetic equation (19) leads to

d d’>prdv d
= — R ———— = — . 2
0 dTN/ o) f(pr,v/7,7) L (29)

Thus, zn = const in the IR inertial range; from the self-
similar form of Eq. (11), one then obtains

a=2+y—-1. (30)
With Eq. (27), this leads to
a=(1+30)/2. (31)

Again, plugging in ¢ = 1/3, we obtain @ = 1, which is
again consistent with the result obtained from the
classical-statistical numerical simulations. One may there-
fore conclude that the vertex-resummed kinetic theory
obtained from the NLO 1/N expansion in the IR inertial
range is consistent with first-principles classical-statistical
numerical simulations of the expanding scalar theory.

2. Condensate formation

With the scaling properties of the IR inertial region, we
are now able to further analyze the power-law growth of the
zero mode Fy(r)=F(pr =0,p,=0,7) in Fig. 5 for
sufficiently large volumes. The correlation function F
can be decomposed into a particle and condensate part
according to

Flprowe) = DPEL ) (000 (o)) 0.

(32)

"Recall that v = Tp,.
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For finite momenta, the “particle” part (cf. Appendix B) of
this expression provides an alternative definition of the
distribution function. Our expression in Eq. (32) is essen-
tially the same as the one derived previously for a static box
[69], except for the additional factor 1/7 due to the
expanding metric. We have checked numerically that it
converges to the previous definition in Eq. (7) with increas-
ing accuracy in time.

When considering overoccupation initial conditions (8),
there is no condensate initially, but the inverse particle
cascade populates the zero mode according to the relation

T2/3F ~ f(p =0, T) ~ ,L.(1+(7—1/3 ~ T (33)
O w(p =0)1/3 '

where we have used the scaling exponent of the
mass o = 1/3. Denoting the value of the rescaled zero-
momentum correlator (z/7;)*3Fy(z)/V at the initial time ;
of the self-similar regime as f(p = 0,7;)/(z;m(z;)V) and
its final value at the condensation time 7, as (%(76) =
(t./7))**P(z.)), the condensation time 7. then follows
from the power-law dependence of the zero mode in

Eq. (33) as
~ &%(TC)Tim(Ti) e 1/a
= toa) v e

Hence, we have 7, ~ Ve which is the same relation as for
the nonexpanding theory [69]. Most importantly, it diverges
with increasing volume as 7. ~ V for the expanding theory
close to its attractor.

We can also estimate the number of particles in the
condensate n,. beyond the onset of condensation. By use of
the decomposition in Eq. (32), one finds

ne~a(p = 0)gf ~', (35)

where in the last step we used the scaling properties of the
mass and the condensate. Hence, once a condensate is
created, its particle number is approximately conserved and
its evolution effectively decouples from the rest of the
system. This is certainly not true for times prior to the
formation of the condensate, where the low-momentum
region plays an essential role.

C. Intermediate momenta

We now turn to a more detailed analysis of the
intermediate-momentum sector characterized by the
~1/pr power law in Fig. 4. In contrast to the soft sector,
the spectrum at intermediate momenta is anisotropic; it is
more efficiently described by considering the dependence
on the longitudinal and transverse momenta separately.

Regarding the transverse momentum dependence, we
discussed in Ref. [1] that in this case, there is effectively
neither a particle nor an energy flux in transverse momen-
tum. Instead, the energy and particle number per transverse

PHYSICAL REVIEW D 92, 096006 (2015)

momentum mode tdn/dpy and zde/dpy are time inde-
pendent and thus conserved at each transverse momentum
separately. Additionally, zdn/dpy is uniformly distributed
over transverse momenta,

dn dp
MEN TPT/Z_;U(PT,PZ,T) — const,  (36)

up to a rapid falloff for pr = 20.

The local conservation of both energy and particle
number is a general property of the anisotropic scaling
regions of the longitudinally expanding scalar field theory
and has also been observed in Ref. [21] for the non-Abelian
gauge theory. In contrast, there is no single scaling solution
conserving both energy and particle number for isotropic
systems [20]. Instead, only one conservation law constrains
the scaling solution. This has been observed not only for
the scalar theory in a static geometry [20,28,89] but also
within the low-momentum inertial range of the expanding
scalar theory, where local particle-number conservation
leads to an inverse particle cascade.

In the language of the self-similar evolution in Eq. (11),
the local conservation of energy and particle number in the
anisotropic scaling regime gives rise to the scaling relations

a—-y+1=0, p=0. (37)
With these constraints taken into account, the relevant
dynamics in this regime is that of longitudinal momentum
broadening.

Momentum broadening in the longitudinal direction can
be efficiently analyzed in terms of the characteristic
longitudinal momentum scale

— fdpngf(pT’pm T)

B fdpzf<pTa pz’T) (38)

6§<pTv 7)

In Fig. 11, we show the time evolution of (62)(z) [that is,
o%(pr,7) averaged over transverse momenta within the
intermediate inertial range ii)] for various simulation
parameters. The top panel shows the behavior under
variations of the initial overoccupancy n,, while the bottom
panel corresponds to variations of the initial anisotropy &,
and the initial time Q7,, as well as the number of field
components. While for different initial conditions the early-
time dynamics ranges from free streaming to an approx-
imately constant behavior, one clearly observes that the
late-time behavior becomes insensitive to all of these
aspects. Ultimately, all curves follow a universal scaling
behavior in time.

According to Eq. (11), the scaling behavior of o, is
characterized in terms of the scaling exponent y:

ot (pr.7) ~ T (39)
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FIG. 11 (color online). Time evolution of the longitudinal
momentum scale {¢2)(z) for different initial conditions. Top
figure: After a short transient behavior, the dynamics becomes
insensitive to different values of n(, and all curves follow an
approximate 7=%/3 power-law dependence indicated by the black
dashed line. Comparison to the gray dashed free-streaming
(~772%) curve shows the significance of momentum broadening.
Bottom figure: Three of the curves show the insensitivity of the
late-time behavior to variations of the initial momentum
anisotropy &,. The curve labeled “Qzy = 100 corresponds to
a different initialization time and demonstrates the insensitivity of
late-time results to the starting time. The plot labeled “O(2)
scalars” shows the results for two component scalars. Since all the
other curves are for N = 4 scalars, this curve demonstrates that
late-time results are independent of the number of degrees of
freedom.

We have checked that this scaling holds for all transverse
momenta within the inertial range. By performing a
combined analysis of all data sets, we obtain an estimate
of the scaling exponent

2y = 0.66 £ 0.05. (40)

A comparison with the data in Fig. 11 shows that the
observed scaling behavior is very well reproduced by an
approximate 7-*/3 power-law dependence.
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FIG. 12 (color online). Dependence of the single-particle
distribution function on the longitudinal momentum variable v =
7p, at pr = Q/2 for different times of the evolution. Momentum
broadening leads to a redistribution of the spectrum from lower to
higher v.

We can also analyze the dynamics of momentum
broadening on a more microscopic level by directly
considering the single-particle distribution at a typical
transverse momentum pif'. within the intermediate iner-
tial range ii). Our results for the time evolution of the
longitudinal spectrum are presented in Fig. 12, which shows
snapshots of the distribution at pitt = Q/2 for different
times. The spectrum is shown as a function of the rapidity
wave number v =7p, on the horizontal axis, which
effectively amounts to undoing the redshift of longi-
tudinal momenta. While for a noninteracting system the
distribution becomes time independent when plotted
as a function of v, this is clearly not the case for the
longitudinally expanding scalar theory. Instead, Fig. 12
shows a clear broadening of the longitudinal momentum
distribution as a function of time along with a decreasing
amplitude fo(z) = f(pr = pi', p. = 0,7).

Once we take into account the decrease of the overall
amplitude of the distribution according to

folr) ~ 1%, (41)

with @ = —2/3 determined by the scaling relation in
Eq. (37), and normalize the longitudinal momenta by the
typical momentum scale p./o,(pitt, 7), the rescaled dis-
tribution approaches a stationary (time-independent) fixed
point fg(p./o.). This is shown in Fig. 13, where we
present the rescaled distribution f(p; = pitt, p..7)/fo(7)
as a function of the rescaled longitudinal momentum
p./o.(pi", 7). The fact that the results at different times
are indistinguishable confirms that the dynamics of
momentum broadening can be accurately described by a
self-similar scaling behavior, as in Eq. (11).

096006-13



BERGES et al.

1 I Initial conditions: Self- S|mllar|ty
?6 ng= 5,&=1 ~ f\& U= 40
< 08| ng=15,E5=2 { ty= 60 -
= Coherent field & 3\’ tUtg= 80
E o6} O(2) scalars [ X T1y=100 =
/ 3
= 04F /‘ kY
2 kN
£
® rd Fit function: X
3 02} " 2 ‘.
"y Exp(-x~/2) === .
g *&,&i -
o b= 1 1 1 L iy
-3 -2 -1 0 1 2 3

Longitudinal momentum: pz/csz(p¥1t 7)

FIG. 13 (color online). Normalized distribution f¢(p./c,) for
the fixed point at typical intermediate transverse momenta pint.
The rescaled spectra of Fig. 12 for ng =35 and &, =1 at
different times collapse onto a single curve, proving the self-
similarity of the evolution (right labels). As shown, the functional
form of the fixed-point distribution is independent of the initial
conditions (left labels) and can be described by a normalized
Gaussian distribution (black dashed curve).

The functional form of the fixed-point distribution
is well described by a Gaussian distribution of width
o,, which is shown as a black dashed line. One can also
verify explicitly from Fig. 13 that the functional form
of the fixed-point distribution is independent of the initial
conditions as well as the number of field components.
We conclude that the universal properties of the intermedi-
ate-momentum regime can be summarized in terms of the
scaling exponents

a=-2/3,  p=0 y=1/3 (42)
and the scaling function
A p
storpd =tew (- 15). @)
Pr 202

with a nonuniversal constant A.

Remarkably, these features of the intermediate-momen-
tum regime of the expanding scalar theory are identical to
those that we demonstrated previously for expanding
overoccupied non-Abelian plasmas [21,22]. In Ref. [1],
we argued that this agreement provides strong proof of
universality, since the underlying elementary microscopic
dynamics of the two theories are very different. Our results
here significantly strengthen the arguments presented
in Ref. [1].

D. Hard-momentum region

As noted previously, the inertial range of momenta for
the intermediate-momentum regime shifts towards lower
momenta. At late times, an additional scaling regime

PHYSICAL REVIEW D 92, 096006 (2015)

emerges for hard transverse momentum modes, where
the pr spectrum in Fig. 4 becomes approximately inde-
pendent of the transverse momentum. Since the spectrum
in this regime is highly anisotropic (with the typical
longitudinal momenta much smaller than the typical trans-
verse momenta), we will again analyze the transverse and
longitudinal momentum dependence separately. Just as in
the case of the intermediate momentum range, we find that
there is effectively neither a particle nor an energy flux in
the transverse direction. Thus, as was the case in our prior
discussion for the intermediate momentum range, the
relevant dynamics is that of longitudinal momentum broad-
ening, and the scaling relations in Eq. (37) also hold for the
hard-momentum sector.

The momentum broadening in this novel hard sector can
be efficiently described in terms of the hard longitudinal
momentum scale

<(8118/4(pa (Tv Xr, ’7))(8:18”% (Tv Xr, ’7))>
((0upal7, X7, 1)) (¥ @u(7. X1, 1))

Af(e) = (44)

!, x?, n implied

with summation over spatial indices y = x
and where () includes a volume average.

Within the quasiparticle picture [see Eq. (32)] and using
o(pr, p,,7) = |p| for hard momenta, the hard scale A? can

be expressed as

[dpr [dp.p2a(pr.p..T)f(Pr.P..T)
[d*pr [dp.w(pr.p..7)f(pr.P..T)

which is closely related to a transverse momentum integral
of 62(pr). However, a crucial difference is the additional
weighting by the mode energy w, which ensures that A? is
dominated by high-momentum modes.

The time evolution of the longitudinal hard scale is
shown in the upper plot of Fig. 14. One observes that after
an initial transient behavior, the results for different initial
conditions approach a common power-law decay. By use of
Egs. (11) and (37), this scaling behavior is described by
A2 ~ 7% and the dynamical exponent y can be extracted
from the hard scale by taking the logarithmic derivative

Aj(z)= . (45)

_dlog A}

2r(x) = dlogt ~

(46)

The resulting exponent y(z) is shown in the lower plot of
Fig. 14 as a function of time for different initial conditions.
One observes that all curves approach a constant value,

2y =1.05+£0.1, (47)
independent of the initial condition. By use of the scaling

relations (37), we infer from this analysis the approximate
values of the scaling exponents:
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FIG. 14 (color online). Upper panel: Time evolution of the
longitudinal momentum scale at hard transverse momenta for
different initial conditions. At late times all curves approach a
common scaling behavior (black line). Lower panel: The scaling
exponent 2y is extracted from the logarithmic derivative in the
lower panel. The gray lines indicate the value 2y = 1.05 £ 0.1
obtained from an average over all shown simulations.

a=-1/2, B=0, y=1/2. (48)

We note that the larger value of y compared to the
intermediate-momentum sector characterizes the fact that
the momentum broadening is less efficient for high-
momentum modes. Nevertheless, the observed behavior
is distinctly different from free streaming, and significant
momentum broadening occurs throughout the entire time.
Moreover, we can understand the motion of the boundary
between the intermediate and hard sectors (dashed purple
line in Fig. 4) by comparing the decrease of the amplitude
folpr.7) = f(pr, p. = 0,7) in both regions. The larger
value of a in the hard region relative to the intermediate one
implies a slower decrease of its amplitude. Therefore, the
boundary between both sectors moves to lower transverse
momenta and increases the inertial range iii) of hard
transverse momenta.
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FIG. 15 (color online). Normalized fixed-point distribution
fs(p./o.) for the fixed point at hard transverse momenta.
The rescaled spectra at different times collapse onto a single
curve, proving self-similarity of the evolution (right labels).
The functional form of the fixed-point distribution is independent
of the initial conditions (left labels) and can be described
by a normalized hyperbolic secant function sech(xz/2) =
1/cosh(xz/2).

We have also extracted the scaling function fg(p./o.)
following the same procedure outlined in the previous
section. Our results are summarized in Fig. 15, where we
show the normalized distribution function f(pz, p.,7)/
fo(pr,7) as a function of the normalized longitudinal
momentum p_/o,(pr, 7). Our results at different times
agree with each other and demonstrate the emergence of
self-similarity with a time-independent scaling function.
We have also included the results for different hard trans-
verse momenta pr > (, which show that the scaling
function has the same form over the entire inertial range
of momenta.

One observes from Fig. 15 that the functional form of the
scaling function is quite different from the Gaussian shape
observed for the intermediate-momentum fixed point.
Compared to a Gaussian, the distribution in Fig. 15 features
a smaller width and larger tails. This functional form is well
described by a hyperbolic secant sech(xz/2), which is also
shown in the figure.

IV. IMPLICATIONS OF SELF-SIMILARITY
FOR BULK ANISOTROPY

Since the scalar field theory shows a rich dynamical
structure, with different scaling behaviors observed in
different momentum regimes, it is interesting to investigate
how the interplay of the different sectors affects the
evolution of bulk observables. We will focus on the bulk
anisotropy of the system and investigate the time evolution
of the ratio of the longitudinal and transverse pressures.

The energy-momentum tensor of the scalar field theory
is defined as
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T/m‘ = <<aﬂ§0a)(ao‘(pa) - gﬂo“c[(pD' (49)

The transverse and longitudinal pressures are given by
1 T T 1
PT:_/ M’ PLIZ—/ Trmv (50)
V Jxpn 2 TV Jxpm
and the energy density is defined to be ¢ = fxm T../V.
Here we have used the abbreviations [, = [ d*xrdn
and V. =VrL,.
Before we turn to a more detailed discussion of our
results for the ratio P; /Py presented in Figs. 1 and 16, it is

useful to first consider the quasiparticle expression for the
energy-momentum tensor

_ &prdp. pupof(pr.p.7)
T,w(r)—N/ IR TR (51)

with p, 6 = x', x2, 5, and with the rapidity wave number

py =v =1p,. We note that for a proper treatment of the
nonperturbative dynamics at low momenta, further con-
tributions should be taken into account. While the energy
density and the transverse pressure are generally dominated
by the hard excitations of the system, the longitudinal
pressure in particular can receive significant contributions
from the soft sector. We have analyzed this behavior by
performing a comparison of the integrands

JZPT Pr P%f(T’PT,Pz>

dprdp.  (27)* 20(pr, p.,7)

dQPL Pr p%f(’[, Pr, pz) (52)
dprdp.  (27)* @(pr,pz.7)

Our results are shown in Fig. 17, where we show a contour
plot of both quantities. While the integrand of the trans-
verse pressure is peaked around transverse momenta of the
order of the hard scale, the longitudinal pressure receives its
dominant contribution from modes with much softer trans-
verse momenta. This points to the possibility that the
quantities P; and Pr can be dominated by modes from
different inertial ranges of momenta.

The time evolution of the pressure ratio P; /Py is shown
in Fig. 16 (and earlier in Fig. 1) as a function of time. While
in all cases the bulk anisotropy of the system increases as a
function of time, the quantitative behavior on the time
scales observed can be different depending on the initial
conditions. For low enough initial amplitudes ny <6
shown in Fig. 16, one observes an approximate P; /Py ~
772/3 scaling. In this case, a strong infrared enhancement of
the spectrum—corresponding to the scaling regime i)—is
not fully developed during our simulations. Instead, the
observed behavior is consistent with the expectation that
the longitudinal pressure is dominated by modes in the
intermediate transverse momentum regime ii).
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FIG. 16 (color online). Ratio of the longitudinal to transverse
pressure for initial conditions with small initial occupancies .
The ratio P,/P; exhibits an approximate 7~2/3 scaling as
expected from kinetic theory. In contrast, for the larger occu-
pancies shown in Fig. 1, a much slower decay of P;/P; is
observed just as in the case of non-Abelian plasmas.
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FIG. 17 (color online). Contour plot of the contributions [see
Eq. (52)] to the transverse (top) and longitudinal pressure
(bottom) for initial occupancy parameter ny = 35 at time
7/79 = 50. While the transverse pressure is dominated by hard
excitations, one observes that the longitudinal pressure receives
its dominant contributions from intermediate and soft momenta.

In contrast, for the larger values of n, shown in Fig. I,
the strong enhancement at soft momenta [given by
Eq. (18)] is fully developed and has considerable contri-
butions to the longitudinal pressure. In this case, the
combined contributions of soft and intermediate modes
lead to a slower decrease of P; /Py in time. Interestingly,
the approximate scaling behavior observed in this case is
quite similar to results obtained for the non-Abelian
gauge theory also shown in Fig. 1. This result is consistent
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with our earlier observation for the gauge theory case
that modes with relatively small transverse momenta
provide a sizeable contribution to the longitudinal pressure
(cf. Ref. [22]).

V. RANGE OF VALIDITY OF THE
CLASSICAL-STATISTICAL APPROXIMATION

In this section, we will examine the range of validity
of the classical-statistical approximation employed
throughout this paper to study the far-from-equilibrium
dynamics of a longitudinally expanding scalar theory.
Generally the classical-statistical approximation can be
justified when the typical occupancies f of the system
are large, and quantum effects play a negligible role. In
particular, when the initial occupancies are f ~ 1/4 with
A <1, as considered in this paper, quantum effects are
subdominant for times 7qyan ~ 4. Estimating the expo-
nent g requires the evaluation when quantum processes that
are initially suppressed become important with the increas-
ing dilution of the system.

On the level of kinetic equations, the validity of
the classical approximation can be examined by com-
paring the classical and quantum contributions to the
collision integral. One finds that for a perturbative
2«2 scattering process in scalar field theories, the
classical part of the -collision integral8 takes the
form [20,41,42]

2 2
Cetassic[f](P1) = % / dQ*?

((f1 +f2)f3fa—= f1fa(f3+ f4),  (53)

with the corresponding quantum terms

_P(N+2)

Counlf)() =552 [ 2235, fif). (59

While the final-state Bose enhancement factors are
considered to be large in the classical field description,
this is not the case when genuine quantum corrections
are relevant.” One may therefore expect that as long as
the classicality condition

fpr.pz7) > 1 (55)

¥At leading order in 1/N expansion, the prefactor becomes
J2/6N, which is analogous to the prefactor of the vertex-
resummed kinetic equation in (20).

Similar conclusions can be reached also for higher-order
n<m processes and in functional nonequilibrium approaches
beyond kinetic theory [42].
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is satisfied for typical momentum modes, the quantum
corrections in Eq. (54) are suppressed and classical
scattering dominates.

However, as recently argued in Ref. [39], there is
potentially a caveat to this argument when the system is
highly anisotropic. This is because the classical-statistical
approximation restricts the phase space available for each
individual scattering to states which are already occupied,
while the quantum terms allow one to access previously
unoccupied states by a single scattering. Assuming that the
typical longitudinal momenta p, ~ A, of occupied states
are much smaller than the typical transverse momenta pr ~
A7 by afactor of § ~ A, /Ar < 1, one finds that a classical
scattering can only lead to longitudinal momenta on the
order of a few times ~A_. In contrast, the quantum
contribution, while suppressed by occupancy factors, has
a larger phase space and allows for states with longitudinal
momenta up to Ay > A, to be populated by a single
scattering. These could in principle give a large contribu-
tion to the longitudinal pressure.

We will show here that this is not the case in the parametric
domain of validity of the classical regime. We will begin by
first estimating parametrically the importance of “quantum”
large-angle 2<>2 scatterings into previously unoccupied
phase space—in particular, for modes with longitudinal
momenta p, ~ Ay > A,. We will subsequently investigate
whether the dynamics of this process can lead to an earlier
breakdown of the classical-statistical approximation than
suggested by Eq. (55) by estimating the contribution of this
process to the longitudinal pressure.

A. Parametric estimate of quantum
large-angle scattering

We begin by estimating the number density of particles
at large angles, which can be defined in terms of

NLarge—angle(T) ~ / d3pf(pT’ Pz T)’ (56)

[po[>A,

where the integral over p, is limited to modes with
longitudinal momenta p, parametrically on the order of
pr—much bigger than the typical longitudinal momenta
A,. We can estimate the change in time of this quantity by
considering the Boltzmann equation for 2<>2 scatterings,
which, including both classical and quantum contributions,
takes the form

afNLarge—zmgle<T)N/ d3p1/d3p2/d3p3/d3p4
‘pl.:‘>>A:
/12

S S— CY —Da—
X2w,2a)22w32w4 (P1+Pp2—p3—Da)

x[(L+f1)(1+f2)f3f4
= fif2(1+f3)(1+ f4)], (57)
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with the abbreviations f; = f(p;r, p;.7) and similar for
w;. Since we require p; . to be much larger than the typical
longitudinal momentum of all highly occupied states, i.e.
P1.. ~ Ar > A_, longitudinal momentum conservation dic-
tates that another longitudinal momentum is also large,
pa.~ A7y > A, meaning that both particles fall into the
phase space with f, f, < 1. We can thus neglect the
Bose stimulation factors in the gain term [namely,
(I 4+ f1)(1 + f,) ~ 1], such that only quantum processes
contribute to occupancy at large angles. Similarly, we can
neglect the loss term altogether, since f;f, < 1, such that
our estimate becomes

8TNLarge—angle<T) N/ dpl Z / d pPir / d’%p2
[p12[>A,
& 43 —5(4)
/ ps / P4 2(0] 20)22(032604

X (p1+ p2—p3 = Pa)f3fa (58)

We expect the dominant phase space for this scattering to
be when the energy of all particles is on the order of the
hard transverse scale Aj; therefore parametrically the
energy denominator w; ~ A7. One thus obtains the phase
space integral for this scattering:

12/

~ dp /d2p /d3p

A Sipgsa, o ’
x/d3p3/d3p46(4)

X (p1+ p2—p3— Pa)f3fa (59)

arN Large-angle (T)

While at first sight it may seem that this phase space is
strongly enhanced for the large-angle process, a subtle
point is that longitudinal momentum conservation requires
D1+ P2 = D3 + P to be on the order of ~A,, which
is the typical longitudinal momentum of highly occupied
particles. Implementing this momentum conservation con-
straint leads to

12
a7:]\"Large—angle( ) ~ F/ — P2 / d3p3 / d3p45
X () + @y — 03 — ay)f3f4. (60)

Since the typical energy of all participating scatterers
is of the order of A; and there are no further constraints
beyond energy conservation, the phase space for the
scattering should be of order AZ. This leads us to the final
estimate
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/12
a‘rN Large—angle( ) A2 =N lzlard( ) (6 1)

where Ny,q(7) denotes the typical density of hard particles

Nia(7) ~ / P pf(p pr.). (62)

Therefore, the total number of particles found at large
angles should be of the order of the scattering rate in
Eq. (61) times a time scale on the order of the age of the
systemlo:

N2
NLaIge—angle (T) ~ /12 hj{%( ) AT (63)

B. “Quantum” contributions to observables

With our parametric estimate of the density of large-angle
particles in hand, we will now estimate the contribution
of such quantum effects to the longitudinal pressure.1 ' Since
the typical longitudinal momenta of the large-angle particles
are on the order of the transverse hard scale A, the
contribution to the pressure takes the form

NZ
~ NLaIge—angle (T)AT ~ 2 M Ag, (64)

Pguant (T ) A2
T

which should be compared to the (perturbative) classical
contribution

K@)

PERSE(7) ~ Nypgrq (1) N (65)

'%An alternative way to arrive at the same parametric estimate
is—following Ref. [43]—to consider the rate of large-angle
scatterings that a single hard particle undergoes in the medium.
Since the process is not Bose enhanced, this large-angle scatter-
ing rate is simply given by the density of scattering centers Ny,q
times the cross section

d NColl

Large-angle
dr ~ aLarge—angleNhard(T) .

The cross section for a large-angle scattering of hard scalar
particles is parametrically 61 yge angle ~ 42/A%. The total number
of particles at large angles therefore becomes

d NEOH ! ﬂ
NLarge-angle (T) ~ Nhard (T) % A Nﬁard( )

Wthh agrees with the more detailed estimate in the text.

"In general, the relative importance of the leading classical
and subleading quantum contributions (as well as other higher-
order effects) depends on the observable at hand and needs to be
evaluated for each observable. While certain ultraviolet-sensitive
observables may receive large corrections from higher-order
processes, the dynamics of the bulk may be perfectly well
described by the leading-order classical process.
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FIG. 18 (color online). Shown are the small-angle and large-
angle contributions to the longitudinal pressure as described in
the text. While the large-angle contribution is suppressed initially
by 1/4, it becomes important when Ag ~ /IA%, which occurs after
the time 17%/2.

Since the total number of hard particles is approximately
conserved during the evolution, their density decreases as
~1/7 due to the longitudinal expansion, such that

T 1 A3
Nhard (T> ~ (f) Nhard (TO) ~ EA—;L' ’ (66)

and the ratio of the quantum contribution to the pressure over
the classical contribution is given by

P(L)uant A%
R (67)
A(7)

At early times'” 7 ~ 7o, A2 ~ A2; hence PR/ pSlassic ),
which is very small for 4 <« 1. With increasing time, though,
the A2 will decrease relative to A%, as illustrated in Fig. 18.
Since on large time scales the longitudinal pressure is
dominated by modes in the intermediate- rather than the

hard-momentum region, we will assume for this estimate
a la BMSS that

AZ ~ AT<ATT)_1/3. (68)

One then finds that the quantum contribution to the pressure
becomes of the same order of magnitude as the classical
contribution on the time scale

“Even if the initial conditions are such that the typical p, ~0
at the instant of the collision, modes at the hard scale are very
quickly populated by the instability resulting from the parametric
resonance. As noted previously, the characteristic time scale for
this is 7 = 7,In*2(A~"). How rapidly this occurs is clearly visible
from Fig. 3. A similar argument applies for gauge theories
[22,86].
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TABLE II. Summary of the scaling properties of the three
inertial ranges observed in the longitudinally expanding scalar
theory; see Sec. III for details. The amplitudes A; and A;; are
nonuniversal constants, A;; is constant for py < 2Q and then
rapidly decreases, and the longitudinal scale ¢, can depend on p7.

Range a p 14 Afs(pr. p:)

i) L 2/3 23 A ((Ipl/b)'2 + (Ip|/b)*)™

ii) -2/3 0 1/3 Ajj exp(—p%/(Zo?))/pT

iii) -1/2 0 1/2 Ajiisech(p./o;)
ATTQuant ~ 1_3/2‘ (69)

Interestingly, however, since f(pr, p, ~ A,) ~ (A77)7*3in
this intermediate transverse momentum regime, the time
scale obtained from Eq. (69) is parametrically the same as
that when the occupancies in this regime become of order
unity. We may therefore conclude that the “large-angle”
quantum contribution to the pressure becomes of the order
of the classical contribution only on the time scale when
the classical-statistical approximation is breaking down
anyway. This is indeed, therefore, a self-consistent criterion
for when classical dynamics can be trusted. Beyond the time
scale 7gyqne» the evolution of the system is expected to change
qualitatively. While for non-Abelian gauge theories there
has been a lot of recent progress in understanding the
dynamics of the quantum regime in more detail [38,51], a
similar analysis for the scalar theory is presently not
available—we will return to this point in the future.

VI. SUMMARY

In this paper, we reported on the results of classical-
statistical simulations of the far-from-equilibrium dynamics
of a highly occupied longitudinally expanding O(N) scalar
theory. This theory features remarkably rich dynamics,
which is described simultaneously by three distinct inertial
scaling regimes at i) soft, ii) intermediate, and iii) hard
transverse momenta. The soft-momentum region is gov-
erned by an inverse particle cascade feeding a Bose con-
densate, while the intermediate- and hard-momentum
regions describe longitudinal energy and particle transport.
Within each inertial range of momenta, the single-particle
distribution exhibits a self-similar behavior characterized by
universal scaling exponents and scaling functions. We
extracted these quantities for each of the momentum sectors;
these are briefly summarized in the compilation shown in
Table II. We also showed that both initial conditions
containing either a coherent field or one with overoccupied
particle modes arrived at the same nonthermal fixed points in
each of the inertial ranges of momenta.

We found that the spectrum in the soft regime i) evolves
isotropically even though the system is expanding longi-
tudinally. The single-particle distribution consists of a
strong ~|p|™> power-law enhancement. We showed that
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the distribution function in the IR follows a self-similar
evolution. We demonstrated that our numerical results from
the classical-statistical simulations are consistent with a
vertex-resummed kinetic theory [69,97] derived from a
resummation of 2PI diagrams at NLO in an 1/N expansion
[67,68]. Our analysis suggests that the IR dynamics can be
understood in terms of an inverse particle cascade from
larger to lower momenta that leads to the formation of a
Bose condensate. We found that the condensate is formed
with a power law 7%/3F(p = 0) ~ 7'/% with the exponent
a=1 in the low-momentum region for sufficiently late
times and large volumes. The condensation time diverges
with volume parametrically as 7. ~ V. Once the condensate
is formed, it is subject to a F(p = 0) ~772/3 power-law
decay. We established the presence of a dynamically
generated mass that decreases with time as m(z) ~ 77!/3.
We found that the dynamics of the soft regime i) occurs for
Psoft < m(7); this indicates that the IR dynamics is that of a
nonrelativistic system.

Self-interacting scalar field theories in static geometries
have IR dynamics reminiscent of turbulent nonrelativistic
superfluids in 3 4+ 1 dimensions, where relativistic and
nonrelativistic scalar field theories share a common uni-
versality class [69]. The generic features of these results are
also found for the longitudinally expanding system but
differ from the static box results in the values of the
dynamical exponents.

We extended our previous analysis of the intermediate-
momentum regime ii) [1] and verified the robustness of the
nonthermal anisotropic fixed point by varying the initial
conditions. For a wide range of initial conditions, the
universal temporal scaling exponents of the longitudinal
and transverse hard scales, as well as the exponent character-
izing the overall decrease of the occupancy, are identical to
those previously studied in depth in the longitudinally
expanding non-Abelian gauge theory [22]. The functional
form of the longitudinal momentum distribution of the
nonthermal fixed point of the scalar and gauge theory
distributions is a Gaussian distribution, and the two-
dimensional transverse momentum follows a thermal-like
p7!' behavior. This universality between the expanding
scalar and gauge theories is truly remarkable given the very
different scattering matrix elements in the two cases.
Understanding this universal behavior in a microscopic
framework remains a challenging problem.

We discussed the emergence of a further scaling regime
iii) in the expanding scalar theory, which appears for an
inertial range of hard momenta p; 2 Q. It is characterized
by a flattening of the single-particle transverse momentum
distribution at vanishing p, and a hyperbolic secant
distribution along the longitudinal direction. The temporal
evolution of the longitudinal momentum scale in this region
of hard transverse momenta goes as p_ yp, ~ 7712, which is

faster than the ~z~!/3 scaling in regime ii) but distinctly
slower than the ~z~! scaling expected if the system were to
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free-stream. While we confirmed that this behavior corre-
sponds to a scaling regime for a range of initial conditions,
we are not aware of a known analog of this scaling in any
other systems. Unfortunately, extending the gauge theory
simulations to the values of 7/7, where this novel regime
appears in the scalar theory simulations is not feasible with
present computational resources.

We also studied the implications of the fixed point
structure for the behavior of the dynamically generated
mass and the longitudinal and transverse pressures in the
expanding scalar theory. We find that the dominant con-
tributions to the effective mass come from the strongly
enhanced infrared region and from the condensate. In
contrast, in thermal equilibrium, hard contributions at the
temperature scale dominate the effective (Debye) mass due
to the absence of a strong enhancement at low momenta.
Similarly, soft contributions are important for the longi-
tudinal pressure. We find that for low occupancies, where a
strong infrared enhancement of the spectrum is not fully
developed, the longitudinal pressure scales as 77>/3, as
expected in kinetic theory from the intermediate region ii).
In contrast, when the occupancies are large enough to
generate the steep low-momentum distribution associated
with the formation of a condensate, we observe that the
longitudinal pressure is distinctly different from the expect-
ations of kinetic theory. This is suggestive of a strong
contribution of the infrared sector to the longitudinal
pressure. A similar behavior of the longitudinal pressure
was seen also in the gauge theory case [22]; it would be
interesting to further explore the consequences of this
finding for the validity of hydrodynamic descriptions.

Our results therefore present a challenge for kinetic
descriptions. It has been suggested that the dominance
of small-angle scattering in the expanding scalar theory
may be because our classical-statistical simulations miss
quantum effects that are argued to be unsuppressed for
anisotropic systems even in the classical regime. These
arguments further suggest that the quantum effects will give
large contributions to the longitudinal pressure that are
missed in the classical simulations. We showed, however,
that such quantum contributions to the longitudinal pres-
sure become important precisely when the classical regime
ends and the classical-statistical description is no longer
valid. Hence, our results are robust for f = 1.

A first-principles description of the expanding scalar
theory in weak coupling is desirable and should be feasible.
Our hope is that the universality of this dynamics with
that of expanding non-Abelian plasmas will provide
fundamental insight into the microscopic dynamics gov-
erning the latter.
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APPENDIX A: INITIALIZATION, MODE
FUNCTIONS AND DISTRIBUTION FUNCTION

Within the classical-statistical description, the initial
conditions in Egs. (8) and (9) can be implemented by
sampling initial field configurations according to"?

1
\/f(pT’ pz’TO) + 5
Pr.v

X (Ca.pT.uf(st v, T())ei(pTxTer) + C.C.),

(A1)

(pa(XT’ 7177'-0) = ¢a(T0) +/

with the abbreviations [, = [d*prdv/(2x)’ and p,=v/z.
Here the coefficients c,,,, are Gaussian complex
random numbers satisfying the relation (c,p,,C}, /) =
(27)36,,8(pr — pr’)8(v — /), while other correlations
vanish.

Equation (A1) is a mode function decomposition of the
scalar field ¢,(xr,7,79) with mode functions &(pz,v, 7)
satisfying the free equation of motion in Fourier space

1 2
(a% +-0:+ i+ :—2 + m2(f)>§(pr, v.7)=0.  (A2)

“When considering fluctuation-dominated initial conditions
in Eq. (8), we drop the quantum 1/2 in (Al).
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Here we included for completeness a possible dynamically
generated mass m(z), which we will neglect at initial time.
The mode functions are normalized as [22,98]

<>

Epr.v. )08 (prove) = - (A3)

with a0,b = ad,b — bd.a. With Egs. (A2) and (A3), the
positive-frequency mode function reads

Nz

Eprov) =5 PH) (pre). (A4)

and its complex conjugate is the negative-frequency sol-

ution of Eq. (A2). Here H 1(3) (x) denotes the Hankel
function, which we compute numerically using the method
described in Ref. [22].

For vanishing transverse momentum and mass, Eq. (A4)
is ill defined, and instead, the mode function can be chosen
as [22]

frr=0n == (2)" 9

VoA

which satisfies the free equation of motion (A2) and the
normalization condition (A3).

Now let us consider later times 7 > 7. To compute the
distribution function, we can use Eq. (7) with the statistical
correlator

Fab (pT7UvTvT/) = <(pa(pT’U’T)w;;(pT?l/’T/)>conn/V (A6)
and its derivatives, where ¢, (pr, v, 7) is the spatial Fourier
transform of the classical field and V = VL, denotes the
volume. Here (), denotes the classical-statistical average
of the connected correlation function.

It is useful to get a direct relation between the statistical
correlation function F and the distribution function f that
needs to be consistent with any definition of f including
Eq. (7). For this, we assume that a mode decomposition as
in Eq. (A1) of the field is also applicable at later times,
while interactions enter the (resummed) kinetic equation
for the distribution function f(ps,p.,7) via collision
integrals. We will see in Appendix B that this corresponds
to a quasiparticle assumption, which is consistent with our
considerations. For the statistical correlation function (A6)
and its derivatives [defined above Eq. (7)], the mode
decomposition leads to

F(pr.v.7) = 2f(pr. peo ) + D)IE(pr.va7) %

F(pr.v.t) = (2f(pr. po.7) + 1)[70.E(pr,v.7) %,

and similar for F(py,v, 7). With the help of Eq. (A3) one
can easily verify that the relations (A7) are consistent with
the definition of the distribution function for times 7 > 7

(A7)
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given by (7). Moreover, it follows that the alternative
definition

1

f(pTv pzvf) +§

SE (prov ) dpalprv ) ) (AS)

a

,L.Z

" ViL,N

is consistent as well. The alternative definition (A8) is
similar to what was used in the expanding gauge theory in
Ref. [22]. We checked explicitly that both definitions (7)
and (AS8) yield the same results at transverse momenta
larger than the dynamically generated mass m. Below the
mass scale, a modified dispersion should be taken into
account. We note that our definition of the distribution
function in Eq. (7) is independent of the specific form of the
mode function £ and can thus also be used at low momenta.

APPENDIX B: ASYMPTOTIC EXPRESSIONS
AND DISPERSION RELATION

In this appendix we consider the late-time expressions
for the mode function &(py,v, 7) and the statistical corre-
lation function F(p7,v,7). This provides the relation in
Eq. (32) for finite momenta, which connects F to the
distribution function and to the time-dependent dispersion
relation

o(pr.pt) = \Jm(0) + ph +02/2% (BI)
with (time-dependent) longitudinal momentum p, = v/z
and an effective mass m(z). Similarly, the late-time expres-
sions lead to the estimate for the dispersion relation given
by Eq. (12).

At late times, we make the ansatz

1

- e_iQ(pT-Pz'T)
20(pr. 2. 7)T

&(prov.t) = (B2)

for the mode function with the time-dependent function
Q(pr, pz,7) = [[ dTo(pr, p;, 7). To verify its validity,
we need to show that (B2) satisfies the free equation of
motion (A2) and the normalization condition (A3). The
latter can be easily confirmed. Since the derivatives of (B2)
follow

(241710, = —0?E + O(g f), (B3)

the asymptotic form in Eq. (B2) is also a solution of the
free equation for momenta satisfying w(pr, p,,7)z> 1.
Since in our case, the mass slowly decreases such that
w(pr. p. 1) > m(t)r = m(zy)zy*t*/* grows with time,
this condition becomes eventually true for all momenta
after a finite time. This confirms that Eq. (B2) is a late-time
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asymptotic expression for the mode function &(pr,v, 7).
We note that alternatively, we get a similar form as in
Eq. (B2) by use of the tools provided in Refs. [99,100]
when starting from Eq. (A4).

With Eq. (B2), one finds the expressions

1

S B4
20(pr, p2r7)T (B4)

&(pr.v. o) =

and

aré(pT”/’ T) = _ia)(pT7 pz77)§(pT’I/’ T)’ (BS)
where we have dropped a term O(&/7) in the last
expression. These equations, together with (A7), provide
the estimate for the dispersion relation in (12) and for the
correlation function in (32) for finite momenta.

APPENDIX C: COLLISION INTEGRAL FROM
VERTEX-RESUMMED KINETIC THEORY

Supplementary to the discussion of the low-momentum
region in Sec. III B, we write here the expression of the
vertex-resummed collision integral derived in Refs. [69,97].
Following standard techniques [20,69], we determine its
temporal scaling properties by use of the scaling ansarz (11)
for the distribution function f(pr, p., 7).

The collision integral can be decomposed into

cil(p) = [ agratenlll ey,

6N (C1)

with the integration measure f dQ*<?, the effective coupling

A2 [f], and the functional F><[f]({p;})=[(f1+f2)f3f4=
f1f2(f3+f4)]- The integration measure of elastic scattering

reads

- d*py, d*p; Ppy
J @ | G G s

(0] + @y — w3 — wy)
26()1260226032604
(C2)

5
X (p1+Pp2—P3—Pa)

with p; = p and with dispersion relation abbreviated as
w; = o(pr; p.;,7). The effective coupling can be
expressed as

lgff[f](Pl,Pz,paPmT)

2
E%[U[f](wl +@,.p1 +P2.7) +v[f](®0) — @3.p; = P3.7)
+v[f](@) — w4, p1 = P4, 7)), (C3)

with the abbreviation
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1
1+ [ f)(w.p. 7)]*

v[fl(w.p.7) = (C4)

The appearance of the “one-loop” retarded self-energy in the
denominator,

_ 2 [ &4 fPr=ar.p.=.7)
e (f)(@.p.7) =15 / (27 opqw

1 1
X —+ -
WOq+Op_q—D—IE Wq—Wp_q—O®—IE

1 1
" ¥ ]

. . b
a)q—a)p_q—i—a)—i—le a)q—i—a)p_q—l—w—l—le

(C5)

is the result of a 1/N expansion of the 2PI effective
action up to NLO and corresponds to a nonperturbative
resummation of an infinite number of self-energy dia-
grams [42,68].

The exponent u characterizing the scaling behavior of
the collision integral C[f](pr, p.,7) = #C[fs](pr, P.) in
Eq. (22), with the abbreviations p = 7’ p; and p, = 7/ p.,
can be determined by use of the scaling ansarz (11) for the
distribution function. The functional F2<2[f] in Eq. (C1)
scales as

F22fI({pi}) = 2F*<2[fs]({p:})- (C6)
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For the integration measure and the effective coupling,
we need to take into account that the dispersion relation is
dominated by the effective mass at low momenta, which
leads to Eq. (25). Inserting this into the integration measure
(C2), we have §(w; +w, —@3—w4) = 6((P{+P3—P3—P3)/
2m(t)) and 2w,20,20520, — 16m*(z) to lowest non-
vanishing order. According to the discussion below
Eq. (25), we can assume an isotropic scaling behavior of
the momenta in the IR sector with f =y. Then the
integration measure scales as

/dgzez({pi})zr—2(2ﬂ+7>+2ﬂ+3"/d§2292<{l5i})a (C7)

with the mass scaling as m(z) ~77°.

According to Eq. (C5), the retarded self-energy is strongly
enhanced in the highly overoccupied low-momentum region
with f > 1/ and therefore determines the scaling behavior
of the effective coupling A2;[f] ~ 22|TI¥|7%[f]. One then
finds

xlf1{pi}) = 2H=2e=420 02 [£({pi}). (C8)

Collecting all parts, the collision integral scales with the
exponent

u=a-2p+o. (C9)
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