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Multiple nonspherical structures from the extrema of Szekeres scalars
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We examine the spatial extrema (local maxima, minima and saddle points) of the covariant scalars
(density, Hubble expansion, spatial curvature and eigenvalues of the shear and electric Weyl tensors) of the
quasispherical Szekeres dust models. Sufficient conditions are obtained for the existence of distributions of
multiple extrema in spatial comoving locations that can be prescribed through initial conditions. These
distributions evolve without shell crossing singularities at least for ever expanding models (with or without
cosmological constant) in the full evolution range where the models are valid. By considering the local
maxima and minima of the density, our results allow for setting up elaborated networks of “pancake”
shaped evolving cold dark matter overdensities and density voids whose spatial distribution and amplitudes
can be controlled from initial data compatible with standard early Universe initial conditions. We believe
that these results have an enormous range of potential application by providing a fully relativistic

nonperturbative coarse grained modeling of cosmic structure at all scales.
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I. INTRODUCTION

The current era of “precision cosmology’ has produced a
large amount of high quality observational data at all
astrophysical and cosmic scales whose theoretical inter-
pretation requires a robust modeling of self—gravitating
systems. Conventionally, the large cosmic scale dynamics
of these sources is examined through linear perturbations
on a ACDM background [1-3], while Newtonian gravity
(perturbative and nonperturbative [4], as well as numerical
simulations [5,6]) is often employed for self—gravitational
systems at smaller galactic and galactic cluster scales.

A nonperturbative approach by means of analytic or
numerical solutions of Einstein’s equations [3,7-9] is less
favored to analyze observations because (unless powerful
numerical methods are employed) the high nonlinear com-
plexity of FEinstein’s equations renders realistic models
mathematically untractable. As a consequence, extremely
idealized toy models are used in most cosmological appli-
cations based on fully relativistic and nonperturbative
methods. The most prominent example are the spherically
symmetric Lemaitre-Tolman (LT) models [10-12] (see
extensive reviews in [3,7-9]), which have been used to
describe fully relativistic nonperturbative evolution of
cold dark matter (CDM) sources at all scales: from local
collapsing structures of galactic scale embedded in a
Friedman-Lemaitre-Robertson-Walker (FLRW) background
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(spherical collapse and “top hat” models [4,9]) to Gpc sized
cosmic voids in the recent effort to explore the possibility of
fitting large scale cosmological observations without the
assumption of a dark energy source or a cosmological
constant [13-15].

Even if admitting that LT void models have failed to fit
large scale observations [16—-20], nonperturbative general
relativistic models are still needed and can be useful to
probe structure formation scenarios and to provide theo-
retical support to cosmological observations within the
current ACDM paradigm. However, less idealized models
that are not restricted by spherical symmetry are required
for this purpose, as the CDM structures we observe in all
scales (from galactic surveys [21,22]) is far from spheri-
cally symmetric. In this context, an improvement on the
limitations of LT models is furnished by the well-known
Szekeres solutions [23-25] (see their derivation and clas-
sification in [7-9,13]), which are still restrictive but are
endowed with more degrees of freedom. While an extensive
literature already exists on the usage of Szekeres models to
address various problems in cosmic structure modeling and
observations fitting [26—42], their full potential for theo-
retical and empirical applications to cosmology is still open
for future development.

A specific issue in which Szekeres solutions (specially
quasispherical models of class 1 [7-9]) are particularly
helpful is the modeling of cosmic structure. Previous work
on this issue [26,27,35-39,41,42] (see review in [9]) has
addressed the study of various aspects of nonspherical
sources, allowing for a coarse grained description of CDM
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structures currently observed (see specially [26,27,36]),
which typically consist of spatial distributions of spheroidal
underdense regions (voids) of typical 30-50 Mpc size
surrounded by a web of elongated filamentary overdense
regions [43].

Since a distribution of overdensities and voids can be
identified with a distribution of spatial maxima and minima
of the density, we aim in this work (a complementary
related work is found in [44]) at extending and improving
this literature by undertaking a comprehensive study of the
spatial extrema (local maxima, minima and saddle points)
of all Szekeres covariant scalars (not just the density).

By working in spatial spherical coordinates, we show
how the conditions for the existence and location of these
extrema can be split into interdependent angular and radial
conditions, the latter requiring to be handled numerically.
However, by considering Szekeres models compatible with
a time preserved periodic local homogeneity property based
on the existence of a sequence of local homogeneity
2—spheres (analogous to localized FLRW backgrounds),
we are able to find rigorous sufficient conditions for the
existence of distributions of arbitrary numbers of these
spatial extrema.

We also examine how spatial extrema can arise by means
of a “simulated shell crossing” mechanism for generic
models that do not admit this property. We discuss
extensively the classification of the extrema, the conditions
for their avoidance of shell crossings and present a
procedure to specify their spatial location at all times from
selected initial conditions.

These results allow us to set up elaborated networks of an
arbitrary number of evolving pancakelike overdensities and
density voids, in which the spatial density maxima or
minima can be placed in prescribed comoving spatial
locations at all times by realistic initial data. We believe
that such evolving networks can provide a nontrivial coarse
grained description of observed structures in a wide range
of astrophysical and cosmological scales (specially in the
supercluster scale [45]), and as such can be a very useful
tool in current cosmological research.

The section by section contents of the paper are
described as follows: we introduce in Sec. II the
Szekeres models in spatial spherical coordinates and in
terms of the g—scalars and their exact fluctuations [37]. The
Szekeres dipole and its angular extrema are discussed in
Sec. IIT (particular cases of Szekeres models from special
orientation of the dipole are displayed in Table I). The
notion of the “LT seed model” is introduced in Sec. I'V. The
conditions that define the location of the spatial extrema of
all Szekeres scalars are listed and discussed in Sec. V. In
Sec. VI we introduce periodic local homogeneity, showing
that this property is a sufficient condition for the existence
of an arbitrary number of spatial extrema of Szekeres
scalars. In Sec. VII we show how spatial extrema can also
arise in generic models not compatible with this property
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by means of a “simulated shell crossings” mechanism. The
classification of all spatial extrema as maxima, minima and
saddle points is found by qualitative arguments in Sec. VIIL
The possibility of avoiding shell crossing singularities in
the time evolution of these extrema and possible concavity
“inversions” of the extrema (a local maximum evolving
into a local minimum) are discussed in Secs. IX and X. The
design of Szekeres models that allow for the description of
multiple evolving cosmic structures (defined by the spatial
maxima and minima of the density) is discussed in Sec. XI
and a numerical example is examined in Sec. XII. A
summary and our conclusions are given in Sec. XIII. The
article contains four appendixes: Appendix A provides the
relation between the metric variables and the spherical
coordinates we have used and the standard ones,
Appendix B lists the regularity conditions at the origin
and to avoid shell crossings, Appendix C provides a
rigorous classification of the spatial extrema and
Appendix D the proof of a necessary condition for the
existence of spatial extrema of the scalars.

II. SZEKERES MODELS IN SPATIAL
SPHERICAL COORDINATES

The metric of Szekeres models in spherical coordinates
is given by [27]":

9 =—1,
, [ (C—W)? sin*0
9rr=4a
1-Kpor*  (1+cos6)?
1+ cosé
X W2 =2———ZW| 3, 1
{ sin’6) ]} m
a’rsinf a’rsin’6
_ MY woz), gy=—CWw, 2
Iro 1—|—cos9( ) Ir 1+cos @)
Goo = a°r?, Gpp = a*r’sin’6, (3)

where KC ) = Ko(r) is defined in (11), the time depend-
ence is contained in the scale factors:

! Oa

a=a(tr), F:F(t,r)zl—i—ﬂ, a =—
a

while the Szekeres dipole W and its magnitude Y are
given by

'By “Szekeres models” we will refer henceforth to quasi-
spherical models of class I with a dust source (see details on
the obtention and classification of these models in [7-9]).
The spherical coordinates that we use are those defined as a
“stereographic” projection in [8]. The standard diagonal repre-
sentation of the Szekeres metric and the transformations relating
it to (1)—(3) are given in Appendix A.
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W = —Xsinfcos¢ — YsinOsing — Zcosd, (5)

3 2r (=&
W2=X2+ Y2+ 22 = 4/ / W2sin0dodp,  (6)
Jo Jo

where X = X(r), Y = Y(r), Z = Z(r) are arbitrary func-
tions satisfying the regularity conditions X(0) = Y(0) =
Z(0) =0 and X'(0) = Y'(0) = Z'(0) = 0.

The main covariant scalars associated with Szekeres
models are: the density p; the Hubble scalar H = ©/3 with
@ = V,u’; the spatial curvature scalar C = (1/6)®)R with
(3R the Ricci scalar of the hypersurfaces arbitrary constant
t; the eigenvalues X, WU, of the shear and electric Weyl
tensors (W, is the nonzero conformal invariant of Petrov
type D spacetimes). These scalars are expressible in the
following concise and elegant form:

A:Aq+D<A)7 AZP’H’IQ (7)
) AT )
Z - —D N \Ijz — ?D N (8)

where we have introduced the “g-scalars” A, and their
exact fluctuations D@ (for A = p, H, KC,) defined as [37]2:

. I Jy f¢A]:\/7drdt9d¢ ©)
‘o fr fe f¢ F/Tdrdodyg
Wp_p - "4

DA — A A‘I73(F_W)7 (10)

where F = ,/1 — ICqOr2 and J is the determinant of the

spatial part of the metric (1)—(3). The g—scalars are related
to proper volume averages of their corresponding scalars
with weight factor F [36,37]. At each 2—sphere of constant
r the D are exact fluctuations around this average, which
defines an FLRW background as r — co. The g—scalars and
their fluctuations are covariant objects [37] and reduce in
their linear limit to standard variables of cosmological
perturbations in the isochronous comoving gauge [48,49].

Evaluating the integral in (10) for each scalar A yields the
following scaling laws and constraints

P40 Ko a
o= K= =g (D
5 a2 8z 8
Hy=—=—p;—Kg+—5A, (12)

3

The g—scalars and their fluctuations have been widely used in
various applications of LT models [46-50]. Their properties are
extensively discussed in these references. In Refs. [38,40] the
density g-scalar p, is denoted by “puy”
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quD(H) = 837”])(/0 - D), (13)
K (p) (K)

DY 3D _1-W [DL_EDO ] (14)
pq 2 ’Cq I'-w pqo 2 ]qu

where the subindex ( denotes (and will denote henceforth)
evaluation at an arbitrary fixed ¢ = ¢, thus allowing for the
study of the dynamics of the models within an initial value
framework. Every Szekeres model becomes fully specified
by initial conditions furnished by six free parameters: A,
two of {p,0.Hg0. Ky} plus the dipole parameters
{X,Y,Z}. The models become determined either by
solving the Friedman equation (12) or by integrating the
evolution equations for the A,, D@ (see [37,44]).

It is very important to emphasize that the spherical
coordinates we are using lack a covariant meaning. Hence,
“angular directions” indicate locations along curves with
constant (@, ¢) (radial rays), which are not spacelike
geodesics as in spherically symmetric spacetimes [51].
The origin worldline® is not a symmetry centre. However,
as opposed to the standard dipole coordinates (p, q) (see
Appendix A), the angular coordinates (6, ¢) are bounded
and thus are very useful to specify coordinate locations and
for an intuitive understanding of the properties of the
models, for example: it is evident from the metric (1)—(3)
that the surfaces of constant ¢ and constant r are 2—spheres,
as setting dt = dr = 0 yields the metric of a 2—sphere with
surface areas 4za’r?. These surfaces constitute a smooth
foliation of any time slice by nonconcentric 2—spheres (see
Fig. 1). This follows from the fact that g,, depends on the
angular coordinates, hence the proper radial length along
radial rays from r =0 to points in any 2-sphere ¢ =
for v/ g,-dr smoothly depends on the angular coordinates of
the points.

ITII. ANGULAR ORIENTATION:
THE SZEKERES DIPOLE

It follows directly from (1)—(3), (7), (8) and (10) that the
angular coordinate dependence of the metric and of all
covariant scalars is entirely contained in the Szekeres
dipole W [8]. The spherical coordinates allow us to obtain
a very precise specification of a unique angular coordinate
location of the dipole at each 2—sphere of constant » from

3We assume henceforth that the LT seed model (Sec. 1V)
admits a symmetry center at r =0, and thus its associated
Szekeres models admit an origin worldline whose regularity
conditions are given in Appendix B 1. The symmetry center or
origin worldline is a physically motivated assumption, but it is not
absolutely necessary, as regular LT and Szekeres and models exist
that admit either two such worldlines or none (for time slices with
the topology of a 3—sphere or of a “wormhole” [52]). The results
we obtain in the present article can be easily extended to this type
of models (see Appendix D of [37]).
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FIG. 1. Foliation by nonconcentric 2—spheres. Every time slice
of a Szekeres model is smoothly foliated by nonconcentric
spheres marked by arbitrary constant r with surface area
47a®r?. The right-hand side figure depicts the equatorial projec-
tion of the level curves of constant proper length (along radial
rays) of the 2—spheres of constant r in the coordinate diagram in
the left-hand side figure. Plotted in terms of proper length
illustrates how the 2-spheres are not orthogonal to the radial
rays, which gives rise to the nondiagonal metric components in
(1)-(2). The difference between the panels of this figure is crucial
to understand that the apparent rotational symmetry (as in the left
panel) seen in Figs. 2, 3, 6, 8 and 9 is a coordinate effect without
covariant meaning: if these figures were plotted with respect to
proper radial distances their morphology would look like the
right panel.

the extrema of each 2—sphere: the “angular extrema’ that
follow from the condition:

W’g - W’qg - O, (15)

which yields two antipodal positions in the (r, 6, ¢)
coordinates:

Y Z
¢_ = arctan (}) s 0_ = arccos (W)
(16)
. =n+¢_.0, =n—0_. (17)

Since r varies smoothly along the 2—spheres, the solutions
(16)—(17) define in the spherical coordinate system the
following two curves parametrized by r (see Fig. 2):

Bi(r) = [r.0.(r).¢.(r)]. (18)

which cross the origin. The magnitude of W at the curves
Bi (r ) is

W =W(r.0.(r). ¢+(r)) = V(1) (19)

where the subindex  denotes (and will denote henceforth)
evaluation along the curves B.(r) and W is the dipole
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B (ro)

FIG. 2 (color online). Curves of angular extrema. The curves
B (r) in the coordinate system (r, 6, ¢) defined in (18) that
follow from the angular extrema condition (15) are depicted in
blue [B, (r)] and red [B_(r)] (colors only appear in the online
version). These curves determine for every 2—sphere marked by
arbitrary constant = r, two points with coordinates 5, (ry) and
B_(ry) where the Szekeres dipole has, respectively, an angular
maximum and an angular minimum. These two points define
from (16)—(17) two antipodal angular directions [0, (rg), ¢, (ro)]
and [0_(ry), ¢_(ry)] associated with the angular extrema at each
r = ry. The full spatial extrema of all Szekeres scalars necessarily
lie in points along the curves B, (r) at values of r that shift in
time. Particular cases of Szekeres models occur when the curves
B.(r) are constrained to a radial ray or a plane in (r, 6, ¢). See
Table 1. If the dipole parameters are defined as piecewise
functions [as in (71)], the curves B.(r) become piecewise
segments (see Figs. 6 and 8).

magnitude defined in (6). Therefore, the angular extrema at
each surface of constant r necessarily lie in their inter-
section with the curves B.(r) (see Fig. 2). Since
W > 0 along B, (r) and W < 0 along B_(r) we have at
each 2—sphere of constant r

Angular maxima of W lie along B, (r), (20)
Angular minima of W lie along B_(r), (21)
Saddle point of W at r =0, (22)

while allowing for the radial dependence of W the full
spatial 3—dimensional extrema of W are located in the
curves B.(r) at some r=r, such that XX + YY'+
727’ =0=W =0.

Restrictions on the orientation of the dipole in the
coordinates (r, 6, ¢) correspond to particular cases of
Szekeres models that follow from restrictions on the
parameters X, Y, Z. These particular cases are listed in
Table 1.

IV. THE LT SEED MODEL

We shall use the term “LT seed model” to denote the
unique spherically symmetric LT model that follows by

083533-4



MULTIPLE NONSPHERICAL STRUCTURES FROM THE ... PHYSICAL REVIEW D 92, 083533 (2015)

TABLE L.  Particular cases vs dipole orientation. The angular extrema (16)—(17) determine the orientation of the
Szekeres dipole W given by (5) at every 2—sphere of constant r. The table displays the dipole parameters X, Y, Z
(left column) that follow from restricting this orientation (i) to lie along a radial ray and (ii) to be contained in a plane
crossing the origin. All cases in (i) are equivalent and can be related by rotations in the coordinate system (r, 6, ¢)
(the same remark applies to the cases (ii)). The cases in (i) seem to correspond to axially symmetric Szekeres models
(see Sec. II1.3.1 of [9]). The dipole orientation is given in spherical coordinates (middle column) and in rectangular
coordinates (right column) obtained by the standard transformations x = rsin&cos ¢, y = rsinésin ¢, z = rcos 6.
For these particular cases the spatial extrema of Szekeres scalars must lie in their corresponding directions.

Parameter restrictions Spherical coordinates Rectangular coordinates

Dipole oriented along a radial ray: one free parameter

X#0,Y=2=0 0. =% ¢, =0, 7 [x.0,0]
Y#0,X=2=0 0, =% ¢.=%3x [0,y,0]
Z#0,X=Y=0 0. =0,7 0,0, 2]
X=aof,Y="0byf, Z=cof tan . = (by/ay) [agx, boy, coz]
two of ag, by, ¢y nonzero, f = f(r) tan 6, = i\/m#’o (general ray)

Dipole contained in a plane crossing the origin: two free parameters

X, Y#0,Z=0 0. =1% [x,,0]
Z,Y#0,X=0 ¢ =07 [0.y.2]
Z,X#0,Y=0 e =123 [x,0,7]
apX + byY +¢cyZ =0 bycotf, = apx + boy +cpz=0
ay, by, ¢y nonzero —aycos ¢ — by sing, (general plane)
setting W = 0 in the metric (1)~(3) and in the covariant FDEﬁ)) FDEZ:? Ax FDE{?)
scalars (7)—(8). Evidently, every Szekeres model can be A=A, + —w' X=- r—w = 3T-wW
constructed from its LT seed model by specifying the
dipole parameters X, Y, Z that define W. Therefore, (25)

Szekeres models inherit some of the properties of their
LT seed model: the scale factors a, I and the g—scalars in
(11) are common to both. In fact, the volume integral (10)
evaluated for LT scalars yields the same g—scalars and

or, alternatively, in terms of A, and Xy, \I/(zlt)

Friedman equation (11) and (12) [46,47,49]. Hence, the LT (A) (1)
scalars satisfy the same relations (7)—(8)": A=Ay + D(lt)W Y — T2 U, = Iy,
() (H) 1) _ 47T () YT-wW r-w r-w
t 0
Ag =Ag+Dgy. Zgy =Dy Uy =D, (26)
(23)

with the resulting advantage in both decompositions that all

the angular dependence is contained in the dipole term W.

related to Szekeres

with the exact LT fluctuations D(ﬁ)

. “ (It) However, the decomposition (25) is more useful, and is
fluctuations D' by: thus preferable, because the g—scalars satisfy simple scaling
4 FA! laws like (11) and thus are easier to manipulate than the
Dgh)) =Ap —Ay = S_I“q standard LT scalars A. We assume henceforth that
r w regularity conditions to avoid shell crossings (B4)—(B6)
= DA = WD(M. (24) hold everywhere, hence
. . (A) ..
Since the LT fluctuations D(n) only depend on (z, r), it is DW—0 o Dﬁﬁ)) —0. sign of DW = sign of Dﬁﬁf

useful to express the Szekeres scalars A = p, H, K and %,

U, exclusively in terms of LT objects and W, either as: (27)

*Notice that the density LT fluctuation DE{?) is exactly the  hold everywhere and thus we can consider the zeroes and
term “p;r — pay” that frequently appears in [38,40]. signs of both fluctuations interchangeably.
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V. LOCATION OF THE SPATIAL EXTREMA
OF SZEKERES SCALARS

The conditions for the existence of a spatial three-
dimensional local extremum of A = p, H, K at any time
slice are given by

A =0, Ay=0, Ay=0, (28)
with similar conditions for ¥ and W, [unless stated
otherwise all extrema defined by (28) will be local]. We
examine separately below the angular and radial
derivatives.

A. Angular extrema

We obtain from (25) the conditions for the angular
extrema of A = p, H, KC at any fixed ¢:

DAW, Dgﬁ))rwﬂ rAL W,
Ag= = 7= 5 =0,
Tr-W ([T-W)? 3T-W)

(4)
DWW, _ Dy I'Wy _ AW,
r-w (T-W)? 3I-W)

Ay= =0,  (29)

with analogous expressions for X and W¥,. Evidently we
have Wy =W, =0= Ay =A, =0, but the converse
is false. However, the condition D) = 0 defines for all
(0, ¢) a trivial or degenerate angular extremum of A As
we explain in Sec. VI, this condition leads to the comoving
homogeneity spheres. Therefore, we have the following
important result:

The (nondegenerate) angular extrema of all Szekeres
scalars A = p, H, IC, as well as X and W,, coincide at all
t with the angular extrema of the Szekeres dipole W.
Since Ay=A, =0 is a necessary (not sufficient)
condition for (28), the spatial extrema of all Szekeres
scalars are necessarily located along the curves B.(r).

B. Radial location of the spatial extrema:
extrema of the radial profiles

The missing condition in (28) for a spatial extremum of
A = p, H, K is the radial equation A’ = 0 for A from (25)
[and similar equations X’ =0 and ¥, =0 from (20)].

>The condition D®) = 0 may hold in specific values (¢, r) for
all (0, ¢) (see Sec. VI). It implies A = A, = A [from (10) and
(24)], and thus A becomes independent of the angular coordi-
nates. The determinants of the Hessian matrix and all its minors
(see C) vanish at points that fulfil D@W =0, and thus this
condition marks the same degenerate angular extrema of A as
a constant function for which all derivatives are trivially zero. The
equality A = A, = Ay also holds at coordinate values such that
W(r, 8, ¢) =0, but the derivatives of W do not vanish at these
values.

PHYSICAL REVIEW D 92, 083533 (2015)

However, the spatial extrema are necessarily located in the
curves B.(r), hence these radial conditions must be
evaluated for the “radial profiles” of the scalars evaluated
in these curves (which for fixed ¢ depend only on r). As a
consequence, finding the location of the spatial extrema
reduces to finding the extrema of the “radial profiles” of the
scalars given explicitly by:

PR YL R
s=A T AwErgyy B0
(H) ()

- Dy, _ 4 D G31)

+ F:FW’ 2+ 3F:FW,

where WV and Dgﬁ)) are defined in (6) and (24), and we have

used (19) and (25)-(26). The radial conditions become for
A, and A_

F/_ /
2 =0 143w -w) =T 4 ag o
(32)
;_ AW
A__O:>{1+3(F+W) Ty | Ay =0,
(33)
and for X, and ¥,
r(F W)
z;:0=>[1—7F$W H,,+ rHl =0,
r( F W)
\I//zi_():}[l_il“q:w py +rpy=0. (34)

where we used (24) to eliminate DE{:)) and [Dgﬁ)) |’ in terms of
Aj and A7. The solutions of (32)-(33) or (34) yield the
extrema of the radial profiles (30)—(31), which together
with the angular extrema satisfying (29) lead to the full
three-dimensional spatial extrema complying with (28).
Therefore, the location of all spatial extrema of Szekeres
scalars in the spherical coordinates is given by

(tersTer 0L (Ter). Pu(res)] (35)

where 6., ¢, are given by (16)—(17) and (t,4, r..) are
solutions of the radial conditions (32)—(33) (for extrema of
A) or (34) (for extrema of £ and W,). We can ascertain the
following points before finding (or discussing existence) of
solutions of the radial conditions:
(1) The regular origin is a spatial extremum for every
scalar. If standard regularity conditions hold
(see B 1), (29) and (32)—(33) as well as (34) [and
thus (28)] hold at r = 0O for all t.
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(ii) The spatial extrema of all scalars are not comoving.
The constraints (32)—(33) and (34) depend on time,
hence their solutions are (in general) different for
different values of r and define constraints of the
form r,. = r,.(t). However, to simplify the nota-
tion we will denote these radial coordinates simply
by r,..

(iii) Spatial extrema of different scalars. Evidently, the
radial conditions (32)—(33) have different solutions
for different scalars.

However, the location and classification of these extrema
cannot be achieved as long as the main technical difficulty
remains: finding solution of the radial conditions (32)—(33)
and (34) for r > 0. Evidently, solving these radial con-
ditions, for r > 0 and for generic models and without
further assumptions, is practically impossible without
numerical methods. However, it is possible to obtain
sufficient conditions for the existence of such solutions
in specified comoving radial ranges without actually having
to solve these constraints.

VI. SUFFICIENT CONDITIONS FOR THE
EXISTENCE OF SPATIAL EXTREMA

Sufficient conditions for the existence of spatial extrema
of Szekeres scalars follows from imposing “local homo-
geneity” defined (in a covariant manner) by demanding that
the shear and Weyl tensors vanish (which implies
X =", =0) for all ¢, but only for selected worldlines
or surfaces (as opposed to global homogeneity leading to
the FLRW Ilimit if this condition holds everywhere
[7.8,37]). In fact, such local homogeneity holds at the
origin worldline » = 0 if standard regularity conditions are
satisfied (see B 1). This type of local homogeneity can also
be imposed on a discrete set of comoving 2-spheres
marked by fixed radial comoving coordinate values r > 0:

Periodic local homogeneity (PLH). Consider a sequence
of n arbitrary nonzero increasing radial comoving
coordinate values and n open intervals between them

:r*7"9r*5
Al=0<r<rl . rml<r<rm.

(36)

A Szekeres model is compatible with PLH in the
spacetime region bounded by the spherical world-tube
(t, 7, 0, ¢) (see Fig. 3) if at each 2—sphere (7', 0, ¢) the
scalars A = p, H, K comply at all r with
A
= [DW], = D[], = [A}]. =0,

= A* = Aq* = [A(lt)]*’ (37)

where the subindex , denotes evaluation at the n fixed
comoving radii (36). We will use the term comoving
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r=0

4 2 3

FIG. 3 (color online). Spacetime diagram of a Szekeres model
admitting periodic local homogeneity (PLH). A qualitative
schematic view of the spacetime evolution of four comoving
homogeneity spheres represented as circles marked by radial
coordinates % that follow from assuming local homogeneity
conditions (37) that define PLH. The extremum at the origin
(spatial maximum or minimum) is marked by a thick black dot,
while four pairs of spatial extrema of a Szekeres scalar are marked
as blue or red thick dots, depending on their location along one of
the curves of angular extrema B, (r) depicted by blue and red
curves (colors only appear in the online version). As we show in
Sec. VIII (see also Appendix C), the extrema along B_ must be
saddle points, while those along B, can be spatial maxima,
minima or saddles. The origin worldline is depicted as a solid
black line, whereas the dashed curves represent the noncomoving
wordlines of the four pairs of spatial extrema with spatial
coordinates [rl_, 0.(rl.), ¢+(ri.)] with 0, ¢, given by
(16)—(17). The shaded area represents one of the comoving shell
regions [, A, 0, ¢] between the comoving homogeneity spheres
where the extrema evolve for all ¢ (pending absence of shell
crossings, see Sec. IX). The curves B, (r) become piecewise
continuous segments (thus providing a more precise angular
location of the extrema) for dipole parameters given as in (71)
(see Figs. 6 and 8).

homogeneity spheres to denote the nonconcentric
2—spheres (i, 6, ¢) where local homogeneity holds.
The origin worldline r =0 can be regarded as the
comoving homogeneity spheres of zero area.

Szekeres models admitting PLH are characterized by the
following properties:
(i) They can be specified by initial conditions in which
any two of the tree initial value functions A o = p 0,
Kq0, Hqo comply with

Ailo(’”i) =0
A i A) i
= D)]o(r)) =0 = DV (. 0.¢) = 0.
= Ay(r! Aq(ri) = [A(h)]o(ri),
0.

(ry)
= Zo(ri) = [Wa]o(rl) = (38)
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Notice that these initial conditions are sufficient to
define PLH at all ¢ (pending shell crossings),
since (8) and the constraints (13)—(14) and (24) that
relate the X, W, and the fluctuations D@ and are
preserved for the whole time evolution.® We only
need two of the three scalars to comply with (37) and
(38) because the fluctuations are related by these
constraints.

(i) They become partitioned by n inhomogeneity shell
regions (¢, AL, 0, ¢) (see Fig. 3) bounded by
comoving homogeneity spheres. Since condition
(37) that defines these 2-spheres holds in an
asymptotic FLRW background [49], each pair of
these contiguous spheres plays the role of time
preserved localized FLRW backgrounds that sur-
round these inhomogeneity shells where the extrema
of the scalars are located.

Since the zeroes and signs of the D) determine the
concavity pattern (maxima and minima) of the radial
profiles of all Szekeres scalars (30)—(31), we have the
following result:

Proposition 1. PLH defined by (37) and (38) constitutes
a sufficient condition for the existence of 2n spatial extrema
(not located in the origin) of the Szekeres scalars A = p, H,
K and of X, W, for all ¢.

Besides the extremum at » = 0 (see Sec. V), models
compatible with PLH admit 2n extrema marked by coor-
dinate values (35) with radial coordinates r!, .., 7", and
distributed in n pairs as follows:

(i) the radial coordinates of each pair ri_ are (for each

scalar) solutions of the radial conditions (32)—(33) or
(34) in the intervals 0 <rl, <7l /7' </, <
r, with the ri given by (36).

(ii) spatial extrema at ri, > 0 are located in the curve

B (r) and those at r._ > 0 in the curve B_(r).

Proof. As we prove in Appendix D, PLH defined by (37)
is a sufficient condition for the existence, at all ¢, of n
extrema of each of the radial profiles AL, 2., [U;], in the
radial ranges 0 < r} < rl ., r"' < r', < 7" Therefore,
the radial coordinates r’ , of the 2n pairs of spatial extrema
with r > 0 correspond to the radial coordinates ri, . of the
extrema with r > 0 of AL and X, [¥,], given in (30)—(31),
as these are the radial profiles of the scalars A = p, H, K and
%, U, along the curves B (r), and thus satisfy (29). Since
they are solutions of the radial constraints (32)—(33) or (34)

SIf condition D®) = D) = 0 holds only for one of the scalars

A=p, H, K, it will no[t hold for the remaining ones (see
examples for generic LT models in [50]). Since £ =V, =0
does not hold [though one of these scalars may vanish because of
(8)], this case does not lead to PLH. Also, D® = 0 for a single
scalar does not occur in comoving surfaces and (in general) it
only holds for restricted ranges of the time evolution. We discuss
this case in Sec. X.
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FIG. 4 (color online). Concavity patterns of radial profiles
under the assumption of PLH. The panels depict four of the
possible patterns of the concavity of the radial profiles (30) at an
arbitrary ¢ that follow (qualitatively) from the inequalities
(39)-(40) applied to the restrictions that arise from PLH.
Panels (a) and (b) correspond to D) keeping the same sign
in the AL, while (c) and (d) describe the patterns when this sign
alternates. The profiles of Aq, A(lt), A, A_ are depicted by the
solid black, dashed, blue and red curves (colors only appear in the
online version), within the three radial intervals Al, A2, A3
(shaded rectangles) bounded by the comoving coordinates
rl. =0, rl, rZ, ri. The extrema of A, (white dots) coincide with
the %, while the extrema of Ay and A (marked by red and blue
thick dots) form a pattern of maxima, minima or alternating
maxima and minima. Similar patterns occur for the radial profiles
¥, and [¥,]. given by (31). These profiles are preserved through
the full time evolution, pending shell crossings or concavity
inversions (see Secs. IX and X).

for all ¢, they also satisfy (28). Since PLH is preserved by the
time evolution, the existence and location of the extrema at
the intervals Al in the curves B (r) are also preserved in
time (pending shell crossings, see Sec. IX).

Proposition 1 can also be proven by qualitative argu-
ments assisted by Fig. 4. The following inequalities that
follow directly from (30)—(31) hold at all  for any Szekeres
model complying with standard regularity conditions (see
Appendixes B 1 and B 2)

A+ < A(lt) < Aq and A(lt) <A_< Aq if D(A) <0,
A, >Ag>A, and Ay >A_>A, if DW >0,
(39)
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>0, Zyy >0 if DM <0,
£<0,  Zyy <0 if DM >0,
U, <0, <o if DV <o,
U,>0,  ¥>0 if DV >0 (40)

These inequalities, which also hold for Szekeres models
compatible with PLH, lead to a qualitative but robust
inference of the time preserved concavity of the radial
profiles (30)—(31) showing various possible sequences of
maxima and minima along the radial intervals AL. This is
illustrated in Fig. 4:

(i) Panels (a) and (b): the fluctuations D) keep the
same sign in all AL, There are n saddle points of A,
at the r’, the maxima and minima of A, and A_ lie
inside the intervals Al and at the r..

(ii) Panels (c) and (d): the fluctuations D™ alternate
signs along the sequence of A’. Maxima and minima
of A, occur at the rl, while maxima and minima of
A,, A_ lie inside the intervals Al.

As the figures reveal, the order of the maxima and minima
depends on the type of extrema at the origin (or the sign of
D@ in the first interval A!). Evidently, any combination of
the four patterns displayed can also be defined by PLH
initial conditions (38).

PLH allows for the existence at all ¢ of an arbitrary
number of extrema in the specified intervals A’ and in
specified angles [0, ¢, ], which follow from (16)-(17)
through a choice of dipole parameters X, Y, Z. In principle,
even models with an infinite number of extrema can be
considered for an infinite sequence of ri. However, simple
dipole configurations (as those found in most of the
literature [27,32-35,38]) can also be constructed by PLH
initial conditions (38) that admit a single comoving
homogeneity sphere at some r = rl, leading to three
extrema: one at the origin and the other two located in
coordinates [7,r, 0. (res), pi(r..)] with 0 < r,p < rl.

VII. EXTREMA FROM “SIMULATED
SHELL CROSSINGS” INDUCED BY THE
DIPOLE PARAMETERS

PLH only provides sufficient (not necessary) conditions
for the existence of spatial extrema of all Szekeres scalars.
As discussed in Appendix D 1, extrema for monotonic
radial profiles may occur in LT and Szekeres models under
special assumptions on the profiles. However, as shown in
the numerical examples of [27,36,39], spatial extrema of all
Szekeres scalars may occur, even without the special
conditions discussed in Appendix D 1, in models defined
by generic initial conditions, and thus admitting completely
arbitrary radial profiles of A, and of the scalars (23) of the
LT seed model.

PHYSICAL REVIEW D 92, 083533 (2015)

Generating spatial extrema in generic Szekeres models is
specially straightforward for extrema along the curve
B, (r), since (see Fig. 5) the profiles of A,, X, [¥,],
grow significantly in a given radial range if the term I' — W
[with W given by (6)] in the denominator of (30)—(31)
becomes sufficiently small for specific choices of dipole
parameters X, Y, Z, which may occur regardless of the
choice of initial value functions A . Since I'=W =0
marks a shell crossing singularity at the curve 3, (see B 2),
and thus the radial profiles A,, X, [¥,], diverge (which
implies that the scalars themselves diverge), then a choice
of dipole parameters in which I' — W is positive but close
to zero produces a maximum or minimum via a large
growth (or decay) of these profiles (shown in Fig. 5) by
creating (in specific radial ranges) conditions close to a
shell crossing (i.e. regular conditions that simulate or
approximate the behavior near a shell crossing singularity).

In order to illustrate that a maximum of A,, X, ¥,
[and thus a spatial maximum along B, (r)] is easy to
achieve from a simulated shell crossing, we consider
a choice of dipole parameters such that I'—)V has
a minimum at some r=r, >0 for a fixed 7. Let
['(t,ry) = W(ry) =€ >0 (for sufficiently small ¢) be
the minimal value of I' = W, hence I (¢, r,) — W' (ry) =
0 necessarily holds. Under these simple generic assump-
tions the radial conditions (32) and (34) for an extremum of
either one of the radial profiles A,, X,, ¥,, become for
rRFy

(a) (b)

085+

5 \ ;
- =

? -

/>:\A(“) 7

~ ' :
/ AqE :

FIG. 5 (color online). Radial extrema from simulated shell
crossings. The panels depict the radial profiles A [panel (a)] and
A_ [panel (b)] assuming a choice of dipole parameters that force a
growth of A for arbitrary (even monotonic) profiles of A, Ay if
the term I" — )}V takes small values close to zero (a zero marks a
shell crossing singularity). We consider the time slice ¢ = 1
(hence T’y = 1) and use the parameter choice Z =Y = 0 (first
entry of Table I) so that W = X = ksin?[(5r/18 — 1)z] vanishes
atr = 0and r = 3.6 with k = 0.5, 0.6, 0.75, 0.85 controlling the
deviation of 1 — X from zero (the vertical dotted line marks r =
1.8 where X is maximal). Notice how A, [panel (a)] exhibits
maxima with a large growth even if the radial profiles of A, and
Ay are both slowly increasing monotonous void radial profiles

[we used A, = 0.5-0.3/(1 + r)].
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/+ ~ (1 + 3€)A;(t, rtv) + rthZ(tv rtv) =0,
T~ =H,(t ry) = roHy(t ry) =0,

47
\I//er %?M(I, ) +rtva(t’ rtv)] =0, (41)

and are easily satisfied for a very wide range of generic initial
conditions and radial profiles of A, in which A}, # 0 holds
but A}, and A7 have opposite signs, as this combination of
signs is very common: A, grows (A} > 0) with the concavity
of a maximum (A7 < 0) or A, decays (A} < 0) with the
concavity of a minimum (A7 > 0). The type of extremum
obtained by a minimum of I' — WW > Q at r = r, depends on
the concavity of the profile of A, which is determined by the
sign of D) and follows from the type of extremum at the
origin r = 0O that is common to A, X,, ¥, , but does not
depend on the choice of dipole parameters because
W(0) = 0. Hence, as illustrated in Fig. 5, if there is a
central minimum of A, and (41) hold, the extremum at r =
r 18 necessarily a maximum (and vice versa).

Under the conditions we have assumed, the radial
profiles of A, X,, ¥,, in (30)—=(31) in a radial range r =
ry, take the form

ro Al (L, T,
A m A (ry) + AT
_ rth;(t’ rtv)

3¢ ’

drrapl (1, ry
pIR 2+ N $’ (42)
which for € < 1 clearly conveys a large growth or decay of
these profiles depending on the sign of A[(t,r) (or,
equivalently, the sign of D)),

An extremum of A_, X_, ¥,_ [and thus a spatial
extremum along B_(r)] can also occur without assuming
PLH, but the conditions for this are far more stringent even
if we attempt a simulated shell crossing, since following
(39)—(40) (which are valid even without PLH) these
profiles cannot grow (or decay) more than the LT profiles
[see panel (b) of Fig. 5]. All this can also be appreciated
from the expressions equivalent to (41) and (42)

ZI‘WW/(VW)

AL~ 143 6 -
L +3e + 6W(ry) V() + e

Ayt ry)

+ rthg(tv rtv) =0,
roAy(t. ry)

A_RA,(ry) + Yo Tw)
1) DA+ e

(43)

with analogous expressions for X_, ¥, _. Evidently, as
shown in panel (b) of Fig. 5, (43) it is much harder to satisfy
than (41) and the growth of decay of A, is far more
restricted than that of A, in (42).

Since the extrema that purely follow from simulated shell
crossings are obtained by (and require) a careful choice of
dipole parameters, it is very difficult (likely impossible) to
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provide generic sufficient conditions for their existence (as
we can do by assuming PLH). However, PLH depends on
the initial value functions A,, common to the LT seed
model [i.e. conditions (38)], whereas spatial extrema from
simulated shell crossings are completely independent of the
LT initial conditions, hence generating such extrema is very
useful, for example, in setting up Szekeres models con-
structed from specific LT seed models that comply with
desired properties (as for example LT density profiles
compatible with observational bounds in [27,36,39]).
Moreover, the practical implementation of Szekeres models
admitting such extrema face the following difficulties:
(i) the existence conditions (41) change with ¢, and thus
may not hold for the whole time evolution (see Sec. X);
(i1) conditions (41) must be evaluated at all 7 to verify
avoidance of real (not simulated) shell crossings. All this
depends crucially on a careful selection of the free
parameters and involves detailed numerical work. As a
contrast, compatibility with PLH effectively guarantees the
existence of spatial extrema for all #, though verifying
avoidance of shell crossings still remains a technically
challenging problem (see Sec. IX).

VIII. CLASSIFICATION OF THE SPATIAL
EXTREMA OF SZEKERES SCALARS

Whether we assume PLH or not, the type of the extrema
of the radial profile of a scalar (i.e. the maxima and minima
in Figs. 4 and 5) does not (necessarily) determine the type
of the spatial extremum (maxima and minima or saddle
point) of the same scalar as a full three-dimensional object
at each fixed ¢.” To properly classify these spatial extrema
(see Appendix C) we need to resort to standard criteria for
this purpose based on the signs of the determinants of the
Hessian matrix and its minors evaluated at the extrema
location given by (35). However, we can also obtain this
classification from qualitative arguments based on the
compatibility between angular maxima and minima and
the maxima and minima of the radial profiles.

A. Spatial extrema at the origin

It is straightforward to show [see (47) and C] that, as long
as regularity conditions hold (see Appendix B 1), all second
derivatives of A vanish as r — 0, save for the second radial
derivative, which in the limit » — O for all 7 takes the form:

A"~ [AY), o = A . (44)

Since scalars have no angular dependence at r = 0, the
radial extrema are sufficient to determine the type of spatial

"This fact was overlooked in Refs. [8,38,40-42] which
mistakenly assume that maxima and minima of the radial profiles
p+ are automatically spatial maxima and minima of the density.
This assumption is only correct for the extremum at the origin.
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extrema. As a consequence of (44), whether we assume
PLH or not, the extrema of a Szekeres scalar A at the origin
r = 0is of the same type as the extrema of the scalar Ay of
the seed LT model at the symmetry center r = O:

[A/(/h)]rz() < Olocal maximum of A, (45)

[Al(/lt)]rzo > 0local minimum of A, (46)
which implies that either [A],_, > A (central maximum) or
[A],_y < A (central minimum) hold for all points in any
small neighborhood around r =0. If A” =0 at r =0, it
may be necessary to expand A at r ~ 0 to higher order.

B. Spatial extrema at r > 0

The classification and location of the spatial three-
dimensional extrema of A, X, W, at coordinates (35) with
rer > 0 is as follows:

(1) Spatial maxima or minima only occur inside the
intervals A along the curve B, (r), as only in these
locations the radial and angular maxima and minima
coincide.

(2) All extrema along the curve B_(r) are saddle points,
as we have radial maxima vs angular minima and
radial minima vs angular maxima, while extrema at
r = r’ [panels (a) and (b) of Fig. 4] are also saddle
points because we have radial maxima and minima
vs angular degenerate extrema.

(3) Some spatial extrema along the curve B (r) may be
saddle points.

In what follows we prove 1 and 2 above by means of
qualitative arguments based on the comparison of the
concavity of the angular and radial extrema. The case 3
is proven in Appendix C.

Classification of the angular extrema. The concavity of
the angular extrema of A follows from the signs of the
angular derivatives along the curves B (r)

W, [DW]
A — e
[ ,Hﬂ]ei + (Fe - We) s
X2+ Y2)[DW],
[Agples =F ((F:FW[)W] [Aopler =0, (47)

where [],, denotes evaluation at r/, and, to simplify the

notation, I', and W, also denote this evaluation (similar

expressions arise for the angular derivatives of X and W,).

The signs of the second angular derivatives above lead to:
Angular extrema of A along the curve B,

if D@ > 0,
(48)

if D@ <0,
if D@ =0,

minimum maximum

degenerate

Angular extrema of A along the curve B_

PHYSICAL REVIEW D 92, 083533 (2015)
minimum if D@ > 0,

(49)

maximum if DAY <0,

degenerate if D) =0,

where the usage of the term “degenerate” for angular
extrema of Szekeres scalars is explained in Sec. VA.

Classification of the radial extrema. The concavity of the
radial profiles A follows from the signs of the derivatives
A’ . Fortunately, under the assumptions of PLH or by
generating extrema from simulated shell crossings (dis-
cussed in previous sections), we can obtain the signs of A’e’ "
directly from the curves displayed in Figs. 4 and 5 without
having to evaluate this derivative.

Comparison of angular and radial extrema. Combining
the information on the signs extrema of A from the curves
displayed in Figs. 4 and 5 the information from the angular
extrema summarised in (48)—(49), we obtain for the full
three-dimensional concavity patterns in these figures:

(1) Assuming PLH: Fig. 4

(a) Panel (a): In Al we have D) > 0, hence we

have: (i) a radial maximum of A, (angular
maximum) and (ii) a radial maximum of A_
(angular minimum). At 7 = r! we have D = 0
and two extrema: radial minima of A, and A_
(both degenerate angular extrema). The pattern
repeats for A2, 2, A3, r} onwards.

(b) Panel (b): We have an analogous pattern of

extrema as in panel (a), but since DA <0 the
types of radial and angular extrema are switched:
radial and angular minima coincide for extrema of
A, inside the intervals Al. For all extrema at r =
ri we have radial maxima and angular degenerate
extrema. For the extrema of A_ inside the A’ we
have radial minima and angular maxima.
Panel (c): All extrema are inside the AL with D)
alternating sign. In all odd numbered A’ radial
maxima of A, coincide with angular maxima
and radial maxima of A_ coincide with angular
minima. In all even numbered A’ radial minima
of A, coincide with angular minima and radial
minima of A_ coincide with angular maxima.

(d) Panel (d): As in panel (c), but switching the
behavior of odd and even intervals A’ (since D4
has the opposite alternating pattern of signs).

(2) Simulated shell crossings without assuming

PLH: Fig. 5.

(a) Since D@ > 0 holds for all the radial range,
there is a minimum at the origin » = 0 and the
pattern of spatial extrema is exactly as in the first
interval A! of panel (c): the radial maxima of A,
coincide with an angular maxima and radial
maxima of A_ (if they occur) coincide with an
angular minima.

(b) For the case with a maximum at the origin (not
displayed) we have an analogous situation as in

(c

S~
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Fig. 5: radial and angular minima coincide only
for A,.

Comments. The results 1 and 2 emerge readily from all
the gathered information above. These results also follow
from the rigorous classification derived in Appendix C. The
result 3 follows from the fact (see Appendix C) that the
coincidence of radial and angular maxima and minima
(discussed qualitatively) is a necessary (but not sufficient)
condition for a full three-dimensional spatial maxima and
minima to occur. However, pending very special forms of
the free parameters, it is possible to show by looking at the
behavior of points in small neighborhoods around the
extrema that spatial extrema arise in most cases from this
necessary condition, with saddle points arising when it is
not satisfied [along the curve B_(r) or at r = r'].

IX. SHELL CROSSINGS AND EARLY
UNIVERSE INITIAL CONDITIONS

It is important to verify if the conditions for the existence
of spatial extrema of Szekeres scalars are compatible with
an acceptable evolution range of the models that is free
from shell crossing singularities through the fulfilment of
conditions (B4)—(B6). For general initial conditions this is a
technically complicated issue that must be examined
numerically in a case by case basis. Hence, in order to
obtain useful general conclusions we examine below
avoidance of shell crossings only under the assumption
of an asymptotic FLRW background and early Universe
near homogeneous and near spatially flat initial conditions.

Assuming as the initial time slice ¢ = 1, the last scatter-
ing surface, the following constraints hold for possible
FLRW backgrounds: spatially flat ACDM or Einstein de
Sitter (EdS), or ever expanding open FLRW models:

ot xOp 1, QY nOf~o0,

Pq0 X Pos Hao ~ Ho, (50)
6| < 1. <1 Qs <1, (51)
(») (H) (k)| S(K)
109 | 139 | Q016" |
<1, <1, — 1, 52
1-W 1-W 1-W (52)
(k) (m) (A) : (m)  ®A) ;
where qu = qu + qu — 1 with qu , qu defined in

(B7) and py, Ky, H, and QF, Q) Qf are the parameters of
the FLRW background at the last scattering surface, and the
dimensionless relative LT fluctuations are given by

(0] ()
s =Pl _ i o0 Pulo _ K
Y opp 3 Ko 3Ky,
H) _ mslo) _ k(K
280 = Qs — Q8. (53)
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()

The constraints on 6, * depend on the FLRW background:

6 < 1 if K,0—>Kog<0 or QE;B)—>Q6<1,

open FLRW (54)

s o) ifKy,—=0 o QY o,
| 0 q0 40
EdS or ACDM. (55)

Conditions (50)—(52) assure that the initial values of
Szekeres scalars comply with the expected near FLRW
conditions at last scattering: py & po, Ho ~ Hoy, Ko = ICy
and Xy, [¥,], ~ 0. However, notice that (52) does not imply
W <« 1, and thus initial Szekeres scalars need not be
“almost spherically symmetric”.

A. Ever expanding models with A = Ql%) =0

Such models are characterized by K,y < 0 (hyperbolic)
and Ky = 0 (parabolic). Fulfilment of (B4)—(B6) for all ¢
implies the following constraints (which also guarantee
that p > 0 holds everywhere) that involve only initial
conditions [37]

3
1+ 255"

1+ —w>o. 5

-W=>0, (56)

3
Sty = (3F0=1)a + (1= Foaf) <0, (57)

where we are assuming that 1 — )V > 0 holds with W
defined in (6) and Fy = H () — ty,) follows from (B8)
[see analytic form in Eq. (66) of [37]]. By setting 5(()}@ =0
and Q%) =1 [which implies F, = 2/3 from (BS8)] con-
ditions (56) and (57) apply to parabolic models (for the
latter 7, < O must strictly hold for r > 0).

1. Hyperbolic models with a simultaneous Big Bang

Since both terms (3/2)F,—1 and 1 — F in (57) are
non-negative [46], setting #, = 0 (a suppressed decaying
mode [46]) implies from (57) the following constraint
[where we assumed (50)—(52)]

3
sFo—1 (x 3 m) (K
PO L)
= Sign(é(()")) = —sign(&é’c)), (58)

which considering that 5(()K) and DE)K) have opposite signs if

Iqu < 0, places extra restrictions on the PLH initial
conditions (38). If the profile of p, is like panel (a) of
Fig. 4, the profile of K,y must be also like panel (a), and the
same goes for profiles like panel (b). If the profile of p is

083533-12



MULTIPLE NONSPHERICAL STRUCTURES FROM THE ...

like panel (c), then the profile of Ky must be like panel (d)
and vice versa.

If besides the general sign conditions on 58’ ), 5816) that
emerge from (58) we assume early Universe initial con-
ditions (50)—(52) and dipole parameters such that 1 —WW>0
holds everywhere, we have the following immediate
conclusions:

(1) The first condition in (56) is easily satisfied for any

FLRW background.

(i1) Fulfilling the second condition in (56) is straightfor-
ward only for models with an asymptotic open
FLRW background [this follows from (51) and
(54) and (58)].

(iii) The fluctuation 58’0 is necessarily negative (since
K4 — 0but Ky < 0) and is not small [because of
(55)] at least in the radial asymptotic range. Hence,
for models with an asymptotic EdS background the
second condition in (56) can be quite problematic
and its fulfilment requires a careful choice of initial
parameters.

The possible shell crossings from lack of fulfilment of the
second condition in (56) necessarily occur at asymptotic
late times (see [37]), possibly beyond present cosmic time,
and thus may be irrelevant in usual cosmological applica-
tions (examples of such shell crossings are reported for LT
models in [8,9]). The arguments stated above are valid
whether we assume PLH or not [besides (50)—(51)].

2. Models with a nonsimultaneous Big Bang

The results described above on the first and second
conditions in (56) remain valid if 7, # O (irrespective of
whether we assume PLH or not). Hence, the basic differ-
ence is the fulfilment of condition (57):

1 1 m K

quOtLb ~ 55((),;) + g(l - Qéo)m(() ' <o,
which is clearly satisfied by several combinations of radial
profiles that allow for positive and negative signs of the
fluctuations (see [50]). In particular, fulfilment of (59) is
favored if 5(()”), 5&&) < 0 holds, which if we assume PLH
occurs for profiles of p,y and Ky given (respectively) by
the forms of panels (b) and (a) of Fig. 4. However, for
profiles with alternating signs of these fluctuations dis-
played in panels (c) and (d) of this figure it may be very
hard to satisfy (59).

r

(59)

3. Early time confinement of shell crossings

Shell crossings that emerge from the lack of fulfilment of
(57) (i.e. if £, > 0) necessarily occur at early times, and
thus if we assume initial conditions (50)—(52) these
singularities can be confined to radiation dominated evo-
lution times much earlier than the last scattering surface,
where the dust source of a Szekeres model is no longer
physically acceptable. In order to illustrate this confinement
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of shell crossings, we assume initial conditions (50)—(51)
and use (7), (10), (11), (24) and (59) to examine the density
in the evolution range f = ty,

_rp(1+8 = W)

a*(T' - W)
_ Pqo 1+ 58’)) -Ww
T a? (1+ 58)) -W)a¥/? - iy Hao
Pao 1+8) - W
R e s N

(60)

Since the square bracket in the denominator above is non-
negative (as we assume f, > 0), a shell crossing singu-
larity necessarily occurs as a — 0 at a value

m K
5 +2(1 -0l

1+6y) - W

a = dg =

2/3
] >0 (61)

which depends on (7, 0, ¢) but complies with a,, < 1 if
conditions (50)—(52) hold. Hence, the shell crossing occurs at
all spatial coordinates but is entirely confined to cosmic times
way before the last scattering surface where a = ay = 1.

4. Parabolic models

We have from (56) and (57) —1 <46y <0 = -1 <
5%) < 0 for all ¢ [46]. If we assume PLH, then extrema of P
and H (notice that K = 0) with a complete evolution
without shell crossings are only possible for radial profiles
p+ and H as in panel (b) of Fig. 4. For extrema obtained
from simulated shell crossings on a monotonic radial
profile, the latter cannot be as in Figs. 5 and 7, but must
be clumplike (decreasing with increasing r). However, if
we assume early Universe initial conditions (50)—(51) at
t =ty then extrema from voidlike profiles evolving free
from shell crossings for all ¢ > ¢, are possible because the
shell crossings from the violation of (57) can be confined to
times much before last scattering (Sec. IX A 3).

B. Ever expanding models with A > 0

If A > 0 then ever expanding models follow for initial
value functions for which the cubic polynomial in the
denominator of (B7) has no positive roots, which implies
K4 <0 but also allows for some cases with Ky > 0.
Since the A term has negligible effect in the early time
evolution, the behavior of I' — W in the near Big Bang
range ¢ ~ ty, is the same as that discussed before for ever
expanding models with A = 0. However, the A term
becomes dominant in the asymptotic time range, leading
from (B7) to
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m A H m
3@’ + 24080 — 1))
2 9

(62)

F-Wa1+38" —W-
a

which leads to the following constraints given in terms of
initial conditions that are implied by (B4)—(B6)
14380 -w>o,

1487 -W>0. th, < 0.

(63)

Since the first and third condition above are identical to the
first condition in (56) and to (57), all the arguments
concerning these conditions for ever expanding models
with A = 0 discussed in Sec. IX A are valid and apply
directly to ever expanding models with A > 0. However, as
opposed to the models with A = 0, the possibility of late
time shell crossings is easily avoided in models with A > 0
by selecting early Universe initial conditions, since
(51)—(52) imply that the second condition in (63) can be
satisfied for every FLRW background, including a ACDM
background. As a consequence, if we assume initial
conditions (50)—(52) with a ACDM background, we can
avoid shell crossings for all 7 by restricting initial con-
ditions to satisfy 7, < 01in (59), and if this fails we can rest
assured (as in the case A = 0) that these singularities are
confined to radiation dominated early times where the
models are no longer valid (Sec. IX A 3).

C. Collapsing models and regions

If A > 0 collapsing models arise for all cases with ICjy >
0 for which the cubic polynomial in (B7) has a positive
root, if A = 0 then KCjp > 01is necessary and sufficient for a
collapse. Interesting configuration emerge if the collapse
occurs only in dust layers comprising a region around the
origin. We examine only the case A =0, as analytic
expressions are readily available [37,46] for the conditions
to avoid shell crossings:

1480 -W>0,  £y=0, 4, <0,
necessary and sufficient, (64)
2 3 2
5g>_55g6> >0, 143060+ -w>o,
only necessary, (65)

where the second condition in (65) follows from demand-
ing that I'—= W > 0 holds at the “maximal expansion”
where H, = 0 and for 1., we have [see Eq. (74) of [37]]

(m)
370 3
a0 ( 50 _3 5(()&)) ’

r r
7Hl]0t,coll = 7Hq0t{)b Ly
@ -1 2

3 3
(66)
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where the analytic form of #, follows from (57) with F
given by Eq. (66) of [37]. Evidently, the restrictions on the
compatibility between PLH initial conditions (38) and
(64)—(65) are more stringent than in ever expanding
models. Since initial conditions (38) imply that both 7

and 7, have common zeroes with 5(()” ) and 5(()’0, satisfying
both sign conditions (57) and (66) requires a very careful
choice of free parameters, more so with the alternating
signs of these fluctuations in the radial profiles of panels (c)
and (d) of Fig. 4.

The choice of initial conditions (50)—(52) eliminates
shell crossings in early times (if 7, = 0 or 7, < 0 hold)
or (if 7, > 0) allow for their confinement well into the
radiation dominated times (Sec. IX A 3). However, these
initial conditions need to be further restricted to satisfy
the second constraint 7, ; > 0 with 7, given by (66). In
fact, initial conditions (50)—(52) require Q%) ~ 1 also for
positive spatial curvature, hence the gradient rz ; that
follows from (66) can be very large even if r#, takes its
linearized form in (59). Therefore, it may be much harder
to find PLH initial conditions such that shell crossings
are strictly confined in times that are very close to
the collapsing singularity, though collapsing models
(or collapsing comoving regions) compatible with PLH
may exist for which shell crossings are absent in most of
the interesting ranges of their evolution. This issue
requires further study and will be examined in future
work.

X. CONCAVITY INVERSIONS
OF SZEKERES SCALARS

We have shown that spatial extrema of all Szkeres
scalars with specific concavity (maxima, minima or saddle
points) arise, either through PLH initial conditions (38),
or by selecting dipole parameters to induce simulated
shell crossings. It is important to verify if the initial
concavity of these extrema is preserved, or may change,
during the time evolution (we remark that such concavity
inversions occur for the central extremum in generic LT
models [50]).

We illustrate this concavity change taking as exa-
mple the density fluctuation in the case A =0 (the
discussion is analogous for other scalars and for the case
A >0)

D) — Pl +5y ~T

@ T'-W
p K
:@3(53) —360NE — 3 + H,rty,
a? r-w
(p) (K)\ Hy (p)
:@3(50/) —38 )y (F = Fo) +8¢ (67)
a? Ir-w ’
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where F and F; are defined in (B7)—(B8) and we used (57).
PLH initial conditions (38) imply DY) =52 =5 =0
and D) = 0 for all 7 at the values r = rL. However, the
sign of D) in the intervals AL between the . may change
with the time evolution. Assuming that regularity condi-
tions (B4)—-(B6) hold (absence of shell crossings) and a
non-negative p o, the conditions for this follow from the
constraint D) = 0 with D) given by (67). We have the
following cases:
(i) If 7, = O there are no concavity changes of p in the
intervals A’. This follows from the fact that F/F,, —
2/3 has a definite sign for all #: it is positive
(negative) for hyperbolic (elliptic) models [46].
Hence, the sign of D) in each Al is preserved
by the time evolution, as it only depends on the sign

of 58” - (3/2)5(<)]C), which is preserved for all ¢
(see details in [46]).
(i) If 57 and 5{" are both nonzero and #, # 0, D) =

0 occurs if
Hq 5(!’)
L (F=Fo) = ——2 e (68)
qu 3(5(()/’) _ %58’@)

whose solutions (for 5" # %6(()}0) are noncomoving
values r,, = r(t) inside the intervals Al that may
introduce concavity inversions in finite time ranges
(these are the “profile inversions with turning
values” in [50]).

i) If 87 = 0but 8" # 0 (with £, # 0), then DY) =0
but D¥) 0 for ¢ # to:

po) — 250 P Ty F—Fy

270 @ HHeD-W

(69)

hence, for any given sign of 6(()’C) (assumed nonzero
in the intervals A’), the sign of D) changes in these
intervals at t = f (where F' = F): it is the opposite

(1)
0

of the sign of §, * for ¢ < 1 (since F — F; < 0) and

is the same as that of 5&10 for t>t, (since

F — Fy > 0). Hence, a concavity inversion must
happen at t = t, for all AL, but the concavity at
each interval is maintained for all # > 7, (these are
the “profile inversions without turning values”
in [50]).
These conditions for concavity inversions of p determine
(in general) if an initial overdensity (local maximum
of p) can evolve into a density void (local minimum
of p). Since these conditions involve only quantities of
the LT seed model (8, 5E)K), H,/Hy. F — Fp), they are
the same (save for the assumption of PLH) as the conditions
obtained in [50] for LT models with A = 0. The conditions
for concavity inversions of the extrema need to be
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separately examined for the other scalars H
and /C, for models that do not assume PLH and for the
case A > 0.

XI. MODELING MULTIPLE EVOLVING
COSMIC STRUCTURES

So far we have examined sufficient conditions for the
existence and the classification of spatial extrema of all
covariant scalars of Szekeres models (whether compatible
with PLH or not). We now concentrate on the specific case
of the spatial extrema of the density, though the results we
present are directly valid and applicable to the remaining
scalars. The relevance of density extrema follows from the
identification:

(i) the maximal density value in an “overdensity”

occurs at a spatial maximum of p,
(i1) the minimal density value in a “density void” occurs
at a spatial minimum of p,
where by “overdensity” and “density void” we mean
localized regions (“structures”) with significantly higher
and lower density in comparison with a (suitably
defined) reference or background density. Evidently, what
we call “cosmic structure” is roughly a network of such
structures at various scales and levels of coarse graining. In
particular, we discuss how the spatial location of the density
extrema and their amplitude (relative density growth or
decay) in these structures can be specified from initial
conditions.

A. Location of density spatial extrema
when assuming PLH

1. Radial comoving location

PLH constrains the radial coordinates of the spatial
density extrema in each interval Al along the curve
B, (r) (see Fig. 6) for the full time evolution (which can
be free from shell crossings, see Sec. IX). This radial
coordinate location is more precise if the values ri~!, i that
bound the intervals A’ are sufficiently close (as exemplified
in Fig. 6). While small comoving distances r. — r:~! do not
(necessarily) imply (at arbitrary ¢) small physical distances
in the rest frames [for example area distance a(rl — ri=!)
or proper radial length], a tighter bound on the comov-
ing coordinates of the intervals Al is (without further
assumptions) a first step to constrain the radial location of
the maximal and minimal density in overdensities
and voids.

2. Angular location

Since PLH does not restrict the dipole parameters
X, Y, Z, the latter become free functions to determine
[through (16)—(17)] the angular location of each spatial
density extremum at: 0 =0, (r.,), ¢ = ¢, (r., ). While
suitable choices of dipole parameters X, Y, Z can result in a

083533-15



ROBERTO A. SUSSMAN AND I. DELGADO GASPAR

FIG. 6 (color online). Fixing the coordinates of the spatial
maxima or minima of the density. In Szekeres models compatible
with PLH the location of these density extrema in the coordinates
(r, 6, ¢) can be fixed by: (i) selecting a radial interval
Al = ri=! < r < ri, (ii) choosing the dipole parameters so that
B, (r) is the thick red line segment in Al [hence the angles
(6oi» Poi) specified in (71) are fixed in the interval, see further
explanation in the text]. A network of arbitrary number of spatial
density maxima or minima (which identify overdensities and/or
voids) can easily be set up by choosing the dipole parameters as
in (71) so that the curve BB, (r) becomes a collection of piecewise
continuous segments and the spatial extrema appear in desired
angles in each radial interval Al (see Fig. 8). This process is also
possible for spatial maxima and minima of other scalars and for
models not compatible with PLH involving also a suitable
definition of the dipole parameters in a piecewise manner.

—cos i f1. Al

—cos A2,
hoaf2 Yy —

—COS ¢Onfnv AZ?

where:

(i) the angles 6, ¢o; assign to all r in each radial
interval AL (which contain the extrema coordinate
ri ) a fixed desired angular direction (see Fig. 6)
obtained from
0..(r) = 6o, ¢+ (r) = doi. reAl. (72)
The curve B, (r) becomes a collection of piecewise
continuous segments defined in each A’ (see Fig. 8).
The curve B_(r) is made of such segments located in
antipodal angular directions [notice that a plus sign
in (71) simply switches the curve segments B_(r)

for the curve segments B_(r)].
(ii) the n non-negative smooth functions f; must satisfy
the following boundary conditions to comply with
smoothness of the scalars [even for piecewise

—singo; f1, Al
—sin opf2. AZ,

—sin ¢0nfn» A:klv
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curve B, (r) that covers sufficiently spread angular direc-
tions in the space (r, 0, ¢) (see Figs. 2 and 3), it is more
practical to define these parameters in a piecewise manner
in order to prescribe a more precise angular location at
each AL,

In particular, if the Szekeres dipole W has a single
free function (see fourth entry in Table I) then (16)—(17)
lead to curves B.(r) that are radial rays that define
two constant antipodal angles: (6, ¢y) and (7 — 60y, 7 +
@) in the coordinate space (r, 6, ¢). This “axial-
like” dipole can be obtained if the three dipole parameters
are chosen as

X =—cosgof,Y = =singyf,Z = —cosbyf, (70)

where f = f(r) is an arbitrary non-negative function
subjected to appropriate boundary conditions, while we
have introduced the minus sign in order to identify:
(01.¢.) = (0. ¢) and (0_.¢_) = (7 = Oy, m + ¢by), so
that a choice of (6, ¢ho) determines the angular location of
a spatial maxima or minima which are necessarily located
along B, (r).

Considering the choice of dipole parameters explained
above and given n spatial maxima or minima located in
r=r. . inside radial intervals AL, a convenient form to
define X, Y, Z is as follows

—cos B f1. Al

—cos Oy, fr. A2,
02/ 2 (71)

—cos by, [, A,

continuous curves B.(r)] and to prevent shell
crossings:

£i(0) = £(0) = £1(0) =0
Firh) = Filr) = 1) =0,
0<f <1 (73)

Without these conditions the scalars and their first
derivatives are discontinuous at the r. (as in the
example in [36]).

B. Amplitude

While it is possible to control the density growth or
decay at each overdensity or density void in an interval A%
from the choice of initial conditions (38), it is far easier to
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control this growth or decay by the simulated shell crossing
effect through a suitable choice of dipole parameters, as
discussed in Sec. VII and illustrated by Fig. 5. Consider a
single interval Al in a radial profile p, at the initial time
t = t, given by (30) and following the pattern displayed in
panel (a) of Fig. 4, which yields a spatial minimum at » = 0
and a sequence of n spatial maxima at each Al. For
simplicity we assume dipole parameters as in (71) with
¢oi =0, 6y; = /2 (first entry of Table I), sothat Y =Z =0
and X = —f; hold in AL. A simple convenient form for f;
that satisfies the boundary conditions (73) is

_ il
£ = kisin? {u} W=IX|=f  (4)

Fy — Ty

where 0 < k; < 1, which allows us to use k; to control the
growth of the density profile p, in Al as depicted in
panel (a) of Fig. 7. Comparison of this figure with Fig. 5
reveals that a more “narrow” radial range produces a more
localized simulated shell crossing effect, which allows us to
control the density growth of decay more effectively.
Evidently, this process of setting up the amplitude of the
overdensity in Fig. 7 can be applied for the density extrema
in the remaining overdensities at every other A’ (and to
other Szekeres scalars). In fact, it can be applied to every
combination of overdensities and voids in the Al that

(b)

FIG. 7 (color online). Amplitude of a density maximum in an
overdensity. The panels depict the radial profiles of p, and p, for
the case when PLH is assumed [panel (a)] and when it is not
assumed [panel (b)], for a maximum located in the interval
Az =r! <r <2 with r! =12 and r? = 2.4. We defined the
dipole parameters as explained in Sec. XI B, for functions f;
given by (74), with k = 0.3 in the intervals A! and A} and
k=0.5, 0.6, 0.75, 0.95, 0.975 in A? (blue curves). The radial
profile of p, in panel (a) complies with the pattern of panel (a) of
Fig. 4 and the profile in panel (b) is the same as that of Fig. 5.
Notice how a larger value k = 0.975 approaching one in A2
yields very large density growth concentrated in this radial
interval. The dotted vertical line is the maximum of f, in A2,
which almost coincides with the radial maximum of p,. If
k = 1.0, this value would mark a shell crossing singularity in
which p, diverges.
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follows from the profiles of displayed in Fig. 4 and arbitrary
combinations of them.

C. Models not compatible with PLH

As discussed in Sec. VII, spatial extrema of the density
that identify overdensities or voids can be generated by the
simulated shell crossing effect on arbitrary radial profiles,
leading (for monotonic profiles of the LT density) to the
two pattern of maxima and minima described in Sec. VIIIL.
In particular, any regular Szekeres model admits dipole
parameters defined as in (71), hence we also set up
networks of overdensities or voids in assorted radial and
angular locations and can control their amplitude by
choices of functions f; complying with (73). Panel (b)
of Fig. 7 illustrates setting up a density maximum at a given
interval AL when PLH is not assumed.

XII. NUMERICAL EXAMPLE

Szekeres models contain sufficient degrees of freedom to
allow for setting up very elaborated and complex networks
of evolving overdensities and density voids. If we assume
PLH, the general morphology of these networks is also
preserved (pending possible shell crossings or concavity
inversions discussed in Secs. IX and X) by the time
evolution, as PLH is preserved by the time evolution
(see numerical examples of these evolving structures
in [44]).

A. Networks of structures

We provide in this section a simple numerical example of
a network of structures that is displayed in Fig. 8. Panel (a)
of this figure depicts the equatorial projection of the level
curves of the density contrast § = py/py — 1 (with p, the
background density) of an initial density configuration at
the last scattering surface (hence |5| < 107%). This con-
figuration consists of a large spheroidal shaped central void
surrounded by five sharply defined elongated overdensities
obtained from PLH initial conditions (38) with the profile
of p,o as in panel (a) of Fig. 4. We selected the dipole
parameters as Z =0 (6y; = n/2 for all i, fifth entry of
Table I), with X, Y given as in (71) to determine a unique
angular location for the spatial density maximum at each
overdensity in the equatorial plane. As shown in panel (b)
of Fig. 8, the amplitude of the density contrast for each
overdensity is controlled by the radial profile of p,q and by
the functional form of X and Y (see Sec. VII).

B. Morphology and evolution of the structures

The shape of the central void in panel (a) of Fig. 8
indicates a spheroidal morphology, which (from qualitative
arguments) should hold for every structure (overdensity or
void) around a density extremum at the origin. As a
contrast, the overdensities in panel (a) of Fig. 8 look like
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P 0 1 2 3 4 5 6
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FIG. 8 (color online). Void with five over—densities. Panel (a) depicts the level curves (in units of 10™) in the equatorial plane
(6 = n/2) of an initial density contrast § = py/py — 1 at the last scattering surface as a function of y = r/r; and ¢, where p is the
background density and r, is a convenient subhorizon scale. We assumed a profile of p, as in panel (a) of Fig. 4 for dipole parameters
chosen as piecewise functions as in (71) with 6,; = /2 (so that Z = 0) and all f; given by (74) with k = 0.75, 0.8, 0.85, 0.9, 0.9. The
spheroidal density void around the origin is depicted as a blue—cyan area corresponding to contrast values —0.3 < 6 < —0.01 (colors
only appear in the online version). The void is surrounded by four sharply defined overdensities (orange red areas corresponding to
0.01 < & < 1.1), each one located around a density maximum in an interval A’ in the angular locations ¢; = /4, 37 /4, 37/2, Tn/4,
7r/8. The circles correspond to the comoving homogeneity spheres marked by coordinates r., while the thick black segments are the
curves BB, (r). The overdensities are filamentary shaped in both angular directions (6, ¢), hence their three-dimensional morphology is
pancake like (see Fig. 9). Panel (b) depicts the radial profile of § along B, (r) (blue curve) and B_(r) (red curve) together with the
profiles of p,o (black dashed curve), the LT density contrast (solid black curve) and the zero contrast background value (dotted

horizontal line). This type of configurations are preserved by the time evolution (see numerical examples in [44]).

elongated thin filaments, a shape that follows from the fact
that this panel only displays the radial and azimuthal (¢
direction) density spread in the equatorial projection
(0 = n/2) of the density contrast, and thus it is insufficient
to convey the full three-dimensional morphology of these
overdensities. The missing information is provided in
Fig. 9, using as example the overdensity located in the
interval AJ of Fig. 8 (the same results hold qualitatively for
all overdensities not located at »r = 0). The right-hand side
diagram of Fig. 9 shows (qualitatively) how the density
spreads around the density maximum along both, the
“meridians” (the @ direction) and the “parallels” (the ¢
direction) of the spherical coordinate system. The left-hand
side plots of this figure show the angular density profiles
(along both angular directions) at the fixed radial coor-
dinate of the density maximum. Combining the information
of these graphs and the graph of the radial profile in panel
(b) of Fig. 8, we can conclude that the general three—
dimensional morphology of these overdensities is roughly
that of “thick pancakes”, whose “thickness” depends on the
ratio of physical distances along the different spatial
directions in which the density is larger that an given
background reference value.

While we obtained the numerical example of Figs. 8 and
9 by assuming PLH, qualitatively analogous structures can
also be obtained without assuming this property, by
generating maxima (or minima) of the density through

simulated shell crossings and then selecting dipole param-
eters as explained in Sec. XI. This procedure to generate a
large number of overdensities in the equatorial plane was
used in [36], but the dipole parameters X and Y [defined as
in (71)] were not continuous in the boundaries separating
each piecewise radial range, which leads to discontinuous
density (a “thin shell” approximation). As we show in the
example depicted in Fig. 8, this inconvenience can easily be
fixed by a suitable choice of dipole parameters satisfying
appropriate boundary conditions (see Sec. VI).

As a general rule that emerges from Figs. 8 and 9, the
most interesting type of cosmic structure generated by
Szeleres models (assuming PLH or not) consists of a
density minimum at » = O surrounded by a central sphe-
roidal underdense region (density void), which is in turn
surrounded by an array of curved thick pancake shaped
overdensities whose density maxima can be located in
assorted radial and angular directions that can be prescribed
by initial conditions. Evidently, by using the full degrees of
parameter freedom described in Sec. XI A 2, networks of
pancakelike overdensities around spheroidal voids can be
generated that are more general than those of Fig. 8, with
the density maxima in the overdensities located all over the
three-dimensional space. Also, if we need to construct a
mixed network of pancakelike overdensities and voids,
then we can choose for p,, and K,y following different
combinations of the radial profiles displayed by Fig. 4 that
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FIG. 9 (color online). Thick pancake morphology of over-
densities. The figure illustrates the three-dimensional “thick
pancake” shape of the overdensities (with extrema not located
in r = 0) that arise from Szekeres models. We use as example the
overdensity of Fig. 8 around the density maximum located in
the interval A} in angular coordinates 6ys = 7/2, o5 = 77/8.
The right-hand side diagram shows how this overdensity spreads
along both angular directions ¢ (red) and 6 (blue) in the
coordinate space (r, 6, ¢). The plots on the left side show the
density contrast as a function of 6 (for ¢o5s = 77/8) and ¢ (for
0ys = n/2), with the maximal values at the angular coordinates of
the density spatial maximum. The radial density variation is
displayed in panel (b) of Fig. 8. From the angular and radial
spread of the density around the spatial maximum we can
conclude that the overdensity has roughly a thick pancake
morphology.

comply with absence of shell crossings at least for the
evolution range 7 > 1, (see Sec. IX).

Figure 3 provides a rough qualitative description of the
spacetime evolution of initial density configuration like the
one displayed in Fig. 8, showing how (under the assumption
of PLH) each overdensity evolves in the spacetime shell
regions between comoving homogeneity spheres. As we
showed in Sec. IX, this evolution can be free from shell
crossings for a wide variety of early Universe initial
conditions as those used in Fig. 8. However, without
assuming PLH it is not evident if a given initial concavity
(spatial maxima or minima) is preserved for the whole
evolution, or if concavity inversions may arise (see Sec. X).
All this must be examined through a proper study of the time
evolution of these configurations, which requires a separate
article (we address these issues in [44] and will address them
also in future work).

XIII. SUMMARY AND FINAL DISCUSSION

We have undertaken a comprehensive unifying study of
the existence, classification and location of spatial extrema
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(local maxima, minima and saddle points at hypersurfaces
of constant 7) of the main covariant scalars of Szekeres
models: A =p, H, K (density, Hubble expansion and
spatial curvature) and the eigenvalues X, W, of the shear
and electric Weyl tensor. We have expressed these scalars in
terms of covariant variables [37] (the g—scalars and their
fluctuations Sec. II) that reduce in their linear limit to
standard variables of cosmological perturbations [49].

A. Radial and angular extrema

We have used spatial spherical coordinates that lead to a
complicated nondiagonal metric, but are very useful for
studying the spatial location and the existence conditions
for spatial extrema of all Szekeres scalars, as we can split
these conditions (Sec. V) into interdependent separate
conditions for the angular and radial extrema and then
look at the full three-dimensional picture. This process lead
to the following results:

(i) The Szekeres dipole W defines at each 2—sphere of
constant r a precise angular coordinate location
0=0.(r), ¢ = ¢.(r) through its angular extrema
that follow from the condition Wy, =W = 0. For all
r these angular extrema define two curves B (r) =
[r,04,¢.] in the coordinate space (r, 6, ¢) whose
functional form at all 7 is determined by the three
dipole parameters X, Y, Z (see Sec. III).

(i) The angular extrema of all Szekeres scalars coincide
with the angular extrema of the Szekeres dipole (see
Sec. VA and Figs. 2 and 3). Therefore, finding the
location of the full three-dimensional extrema (the
“spatial” extrema) reduces to solving the radial
extrema conditions A, =0, X, =0, ¥, =0,
where A, 2, U, are the “radial profiles” obtained
by evaluating the Szekeres scalars A, X, ¥, along the
curves B (r) (see Sec. VB and Fig. 4). In general,
the radial location of the spatial extrema along these
curves shifts in time (i.e. the worldlines of spatial
extrema are not comoving).

(iii) The origin r = 0 (assuming that regularity condi-
tions hold, see Appendix B 1) marks for all times
the location of a spatial extremum, which (see
Sec. VIII A) has the same concavity (local maximum
or minimum) of the extremum of the LT seed model
at its symmetry center.

B. Existence conditions and classification
of spatial extrema

Without solving the radial extrema equations (which
requires numerical work), we have looked at sufficient
conditions for the existence of spatial extrema of all scalars
(Sec. VI and proof in Appendix D). In particular, we have
proven that arbitrary numbers of spatial extrema for each
Szekeres scalar arise by assuming compatibility of the
models with periodic local homogeneity (PLH), defined by
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demanding that the shear and Weyl tensors vanish along a
sequence of n evolving 2—spheres (comoving homogeneity
spheres, see Fig. 3). PLH is preserved by the time evolution
(pending absence of shell crossings) and can be specified
by suitable (PLH) initial conditions that define specific
patterns of radial profiles (Fig. 4) which are helpful to
understand qualitatively the conditions for the existence
and classification of the spatial extrema.

We have also examined how spatial extrema of all
Szekeres scalars can arise without assuming PLH. One
possibility (discussed in Sec. VII and illustrated in Fig. 5)
follows by setting up the dipole parameters to induce a
large growth (or decay) of the scalars in specific radial and
angular coordinate ranges. We call this procedure
“generating spatial extrema by simulated shell crossings”,
as it involves approximating the behavior of the scalars near
a shell crossing singularity, but carefully setting up the free
parameters so that the actual singularity is avoided.

A rigorous classification of the spatial extrema (whether
PLH is assumed or not) is given in Appendix C. However,
this classification can also be obtained qualitatively
(Sec. VIII) by assuming that an extremum is a spatial
maximum or minimum if its radial and angular concavities
coincide, while spatial saddles occur whenever these
concavities do not coincide. For Szekeres models compat-
ible with PLH (Sec. VI), the concavity of the 2n + 1 spatial
extrema of every Szekeres scalar is given as follows:

(1) spatial maxima and minima only occur in the origin
and in each one of the radial intervals AL (between
comoving homogeneity spheres) along the curve
B (r) in the following combinations (see details in
Fig. 4 and in the text of Sec. VI):

(a) a spatial minimum at the origin and an array of n
spatial maxima.

(b) a spatial maximum at the origin and an array of n
spatial minima.

(c) aspatial maxima or minima at the origin and any
type of mixed array of n spatial maxima and
minima.

(2) along the curve B_(r) we have necessarily n spatial
saddle points,

(3) all extrema located at the comoving homogeneity
spheres are spatial saddle points.

For Szekeres models not complying with PLH, whose
extrema may follow from simulated shell crossings (see
Sec. VII), we have the following combinations that are
independent of the profiles of the scalars of the LT seed
model

(i) spatial minimum in the origin r = 0 and possible
arrays of spatial maxima at r > 0 (see Fig. 5).

(ii) spatial maximum in the origin » = 0 and possible
arrays of spatial minima at r > 0.

These are general conclusions that may admit exceptions,
since (as we show in Appendix C) the coincidence of radial
and angular concavities is a necessary but not sufficient

PHYSICAL REVIEW D 92, 083533 (2015)

condition to determine the concavity of the full three-
dimensional extrema.

C. Shell crossings and concavity inversions

We examined in Sec. IX the compatibility between the
conditions to avoid shell crossings (B 2) and the conditions
for the existence of spatial extrema. By assuming an
asymptotic FLRW background and selecting standard (near
homogeneous near spatially flat) initial conditions at the
last scattering surface ¢t = 7, we found the following results
for models admitting spatial extrema (assuming PLH or
not):

(i) For ever expanding models (with A = 0 and A > 0)
an evolution free from shell crossings for all times is
possible, with some restrictions on the initial con-
ditions for PLH. The exception is hyperbolic models
with an Einstein de Sitter background in which late
time shell crossings may occur regardless of the
assumption of PLH.

(i) Some PLH initial conditions may induce early times
shell crossings, either with a simultaneous Big Bang
tt, = 0 or when the condition 7, <0 is violated.
These shell crossings can be confined to evolution
times much before the last scattering, where the
models are no longer valid (Sec. IX A 3).

(iii) Avoidance of shell crossings is much harder to
achieve for collapsing (elliptic) models or regions
that admit spatial extrema of Szkeres scalars
(whether PLH is assumed or not). Shell crossings
may be eliminated or confined to times before last
scattering, but it is very difficult at the same time to
avoid shell crossings in the late collapsing stage or
near the collapsing singularity. However, reasonable
long evolution times without shell crossings may be
possible.

Another important technical issue is the possibility of
concavity “inversions” of the spatial extrema (i.e. a local
maximum evolving into a local minimum, Sec. X). Some of
these inversions occur during a limited time range and only
for a single scalar (the density but not the Hubble expansion
or vice versa). Other possible inversions occur at a given
time slice (see comprehensive study for LT models in [50]).

D. Modeling cosmic structure

We examined the specific case of the spatial maxima and
minima of the density (Sec. XI), which can be associated
with “structures” such as overdensities or density voids.
Whether we assume compatibility with PLH or not,
Szekeres models allow for the existence of elaborated
networks of arbitrary numbers of such structures around
density maxima or minima whose spatial location can be
specified by initial conditions (Sec. XI A) and whose
“amplitude” (relative density growth) can be controlled
by the choice of dipole parameters following the simulated
shell crossings procedure (Sec. XI B).
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We have presented a simple numerical graphic example
(displayed in Figs. 8 and 9) of a configuration consisting of
a central spheroidal void surrounded by overdensities
whose full three-dimensional morphology is that of thick
curved pancakes (the combination of central overdensity
and pancake voids or any other mixed arrangements are
also possible). Since we can prescribe the comoving
spatial location and amplitudes of the density maxima at
each overdensity in such networks, we do obtain a
sophisticated toy model that has the potential to realize a
coarse grained fitting of observed large scale cosmic
structure [21,22,43,45]. While we have shown that such
networks are preserved in time under the assumption of
PLH, the details of their evolution requires separate articles
(see [44]).

It is important to remark that all conclusions we have
found on the spatial maxima and minima (and saddles)
of the density apply to the spatial extrema of the
remaining covariant scalars, which may be useful for a
full theoretical understanding of the models and their
cosmological applications.

E. Improvements on previous literature

There are various elements that intersect the contents of
our work among the literature on Szekeres models, spe-
cially in Refs. [8,9,26,27,35-42]. However, in several key
issues our results represent a significant improvement over
this existing work. Firstly, all these references (including
for example [8,9,26,27,38,40—42]) have only looked at the
maxima and minima of the density (overdensities and
density voids), whereas we have considered a broad
theoretically unifying study of generic spatial extrema
(including saddles) of all the covariant scalars of the
models. We regard this as a specially relevant improvement
on previous work, as the extrema of the Hubble scalar H or
the shear eigenvalue £ may be related in a nontrivial
manner to peculiar velocities and the Hubble flow of these
structures. Secondly, we have produced a clear systematic
self—consistent procedure based on rigorous sufficient
existence conditions and classification of an arbitrary
number of extrema of all Szekeres scalars, as well as on
the ability to prescribe their spatial location (at all times) of
from initial conditions that prevent shell crossings at least
for the evolution range where the models are valid.

It is important to comment on Refs. [8,9,38,40], which
have also looked at the existence of density extrema and
their compatibility with absence of shell crossings. The
approach of these references to the density extrema is very
rudimentary and incomplete: they have (specially [40])
only examined the extrema of the radial profiles p, (see
definition in Sec. V B) and have thus assumed (without
proof) that these are spatial maxima or minima of the full
three-dimensional density (the same remarks apply to the
intention of identifying structures from the “onion model”
and the “mock n-body simulation data” of [41,42]).
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However, as we showed in Sec. VIII (see rigorous proof
in Appendix C) this is only correct for the extrema at the
origin, but is completely mistaken for the remaining
extrema: only the maxima or minima of the radial profile
p. [at r > 0 along B (r)] are spatial maxima and minima,
while all the extrema of p_ [at r > 0 and along B_(r)] are
saddles. Here we need to point out that the standard
coordinates and metric functions used by these references
(see Appendix A) makes it much more difficult to obtain a
proper classification of the spatial extrema of all scalars
(including the density).

Various aspects of our results have been discussed in
previous articles following a different methodology.
References [38,39] also introduced the notion of an LT
seed model and the dipole parameters are also defined as
piecewise functions in [27,36,39], but all this has been
carried on without our systematic and extensive approach.
Theoretical and observational issues were examined in
[26,27,30,35-37] on models that describe, either an over-
density next to a void [26,27,35,39] or multiple structures
[36,39], but the procedure to determine their spatial
location is not systematic and is not explained with
sufficient methodological rigour. While a nice numerical
example of multiple overdensities was produced in [36]
based on [26,27], the piecewise defined dipole parameters
were discontinuous, which lead to a discontinuous density
(as a contrast, we have shown how to define these
parameters in order to guarantee that all scalars are every-
where smooth). The results we have obtained in this article
are based on a more solid theoretical methodology, and thus
greatly enhance and complement all this previous literature.

F. Potential applications and limitations

In spite of their limitations (which we discuss further
ahead), the Szekeres configurations that we have presented
provide a fully relativistic nonperturbative and nonlinear
description of (still) idealized but nontrivial evolving CDM
structures. The following is a (by no means exhaustive) list
of potential theoretical and empirical applications for these
configurations:

(1) Modeling cosmic structure and fitting observations.
The multistructure configurations can be applied to
obtain a coarse modeling of existing large scale
structure (from galactic surveys [21,22,43,45] or
numerical simulations [5,6]), thus improving pre-
vious work based on spherical LT models (whether
local structure [9,53] or Gpc sized voids [9,13-15])
or on simple Szekeres models describing an over-
density next a density void in a crude dipolar array or
‘Swiss cheese” arrays [26,27,32-35,38]. The net-
works of overdensities and voids that follow from
the class I models we have examined are also an
improvement over the plane symmetric “pancake”
like structures that emerge from Szekeres models of
class II [54,55] (the difference between class I and 11
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models is discussed in [8]). Our work can also
provide theoretical support to the observational
studies of [30,41,42].

(i1) Relativistic corrections. By being fully relativistic
and nonperturbative, the multistructure Szekeres
configurations are ideally suited to examine the
effects of relativistic and nonlinear corrections to
Newtonian or perturbative structure modeling or
observations fitting [56,57]. In particular, our results
can be relevant to complement recent work
in [41,42].

(iii) Theoretical issues. By being obtained from an exact
nonspherical solution of Einstein’s equations, the
multiple structure models are ideal theoretical tools
to test ideas and concepts that involve nonperturba-
tive spacetime inhomogeneity, such as cosmic cen-
sorship and apparent horizons [58,59], backreaction,
averaging and the “fitting problem” [60—64], as well
as the assumption that fulfilling the Copernican
principle may require large scale homogeneity
[65,66]. The Szekeres multistructure configurations
allow for looking at these issues under the
assumption of a spacetime inhomogeneity that is
far less idealized (and more related to the observed
structures) than the very constrained spherical in-
homogeneity of LT models that is normally em-
ployed in theoretical studies.

(iv) The Zeldovich approximation. The pancake mor-
phology of overdensities (as those displayed in
Figs. 8 and 9) are reminiscent of structures that
can be obtained in a Newtonian context through the
Zeldovich approximation [67]. In fact, the general-
isation of the latter in general relativity [68—70]
realizes the axially symmetric particular case of
exact Szekeres models of class II (see [54,55]).
Since the Zeldovich approximation is an important
conceptual tool in the study of structure formation
(even in n—body numerical simulations [71,72]), it is
important to further explore these theoretical con-
nections also for the models of class I that we have
examined.

(v) Structure growth and red shift distortion. By real-
izing a coarse grained fitting of observed large scale
structure (galactic clusters, superclusters and void
regions) we can achieve a nonperturbative and fully
relativistic approach to generalize previous work on
these issues [73-75].

(vi) Peculiar velocities, Hubble flow and tidal forces.
Since the locations of the spatial maxima and
minima of the density are not comoving (see Fig. 3
of [44] and Fig. 3), we can define and study the
peculiar velocity field of overdensities (along the
lines of [69]) with respect to the Hubble flow that
follows from the level surfaces and spatial extrema
of the Hubble scalar H and the shear eigenvalue X,
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while the local field of tidal forces can be examined
though the level surfaces and extrema of the eigen-
value W, of the electric Weyl tensor.

(vil) Fitting observations without dark energy. Large LT
spherical void models used to verify observations
fitting without assuming dark energy or cosmologi-
cal constant have been practically ruled out because
of the stringent restrictions placed by the Kinematic
Sunyaev Zeldovich effect [17-19]. These restric-
tions can be re—examined by testing this effect on a
nonspherical large scale geometry based on multiple
structures generated by Szekeres models (as sug-
gested in [20,65]). This would improve on previous
work using Szkeres models for this purpose
[28,29,32,39] that were axially symmetric or too
idealized.

(viil) Limitations of the models. While Szekeres dust
configurations are ideal to describe nontrivial
CDM sources in cosmological scales, they fail to
incorporate the effects of other forms of cosmic
matter—energy sources, such as: photon radiation
(which is not negligible in the early evolution stages
near the last scattering time), or internal energy in
warm dark matter models. Also, Szekeres configu-
rations cannot incorporate the contribution of cos-
mic magnetic fields or gravitational waves, since the
magnetic Weyl tensor is zero (they are Petrov type D
solutions). However, all these effects can be exam-
ined by considering either Szekeres models admit-
ting sources with nonzero pressure [7,8], or by
adding the appropriate perturbative contributions
associated to these sources to the dust source that
defines the multiple structures we have constructed
here.

We will undertake the study of these potential applications

and extensions in future publications.
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APPENDIX A: SZEKERES MODELS IN THE
STANDARD REPRESENTATION

Szekeres models have been traditionally examined in the
literature by means of the following metric (see its
derivation and relation to various parametrizations in [8]):
(@ —DE'/E)? 2

d2 _d2 d2

=3 5+ (59

ds? =—dr* + (Al)

(A2)
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where ® = ®(t, z), ®' = 0P/0z, the functions K, P, Q and
S > 0 depend only on z and the spatial coordinate ranges
are 7 > 0,—o0 < p,g < oo. The function ® is determined
by the Friedman-like equation

. 2M 8
PP ="K+ —AP?
D 3 ’

L /<I> Vodd
o M —K® + A2

(A3)

where M = M(z) and t, = fy,(z) is the Big Bang time
function.

In order to relate (A1) to the nondiagonal metric (1)—(3),
we choose the z coordinate such that ®, = ®(7y,z) =z
holds for an arbitrary 7= t, This choice allows for
expressing f, as a function of the free parameters
M, K, A from the quadrature in (A3) evaluated at #, (see
(B8). Then, we reparametrize the metric functions as:

(A4)

leading to the g—scalars

4r M K
3= K=
d 2M K 8z, ]2

= —= —_— —_— A s
Mg ot
so that the fluctuations D) and the scalars A = p, H, K
can be computed from (7), (8) and (10). All initial value
functions follow readily from the obtained expressions by
setting ¢, = z and &, = 1. The metric (1)—~(3) is finally
obtained by the following stereographic coordinate trans-
formation (see details in [8])

p = P(r)+ S(r)cot(8/2) cos(¢),
q = Q(r) + S(r)cot (6/2) sin(¢),

z=r, (AS)
which yields the form of W in (5) with the functions X, Y, Z
defined as

(A6)

a reparametrization that is justified because the functions
S, P, Q only appear in the forms above in the metric (1)—(3)
and in the covariant scalars (7)—(8).

All the results obtained in this article can be fully
reproduced in the metric representation (A1) by applying
the transformations given above. In particular, the con-
ditions (38) that define local homogeneity spheres (see
Sec. VI) consist in demanding that (4z/3)p), = (M/z’)'
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and quo = (K/z?)’ have common zeroes in a sequence of
increasing coordinate values z = 0, 2,7

APPENDIX B: REGULARITY CONDITIONS
1. Regularity at the origin

The following regularity conditions must hold at r = 0
for all #:

4], = Al =), =0, = [DW] =Dy =0,
= [A,). = [Aw], = [Al..
=], = [Ewl, = [¥.). = [¥9Y], =0, (B1)
a, >0, [d].=0, [.=1  (B2)
[XL = [Xl}c = [Y]c - [Y/]c = [Z]c = [Z/]c - 0’
W, =[W], =0, (B3)

where [|, denotes evaluation at r = 0. In particular, we have
for the dipole parameters X, Y, Z ~ O(r*) for k > 1 in any
neighborhood r =~ 0 [8]. These regularity conditions are
contained in (37), which justifies describing the origin
worldline as the comoving homogeneity sphere of zero area
(see Sec. VI).

2. Avoidance of shell crossing singularities
Since we are only considering models that admit a single
origin worldline (see Appendix D of [37]), the regularity
conditions to prevent shell crossing singularities are [8,37]

I'>0
I'r-w=>=0

(necessary),

(necessary and sufficient).  (B4)

Evidently, condition (B4) restricts the dipole parameters X,
Y, Z. Since the extrema (angular and radial) of W lie in the
curves B (r), then as a consequence of (19) and (20)—(21)
the following conditions

-0
CFW(r)>0

(necessary),
(BS)

(necessary and sufficient),
are equivalent to (B4) but easier to handle because they
only depend on (¢, ). Also, condition (B5) evaluated at the
initial time slice ¢ = f, (where I'j = 1) becomes:
IFW=1FVX*+Y*+22>0 (B6)
which allows us to use absence of shell crossings to
constrain the dipole parameters.
Condition (B4) [and its equivalent forms (B5) and (B6)]
also restrict the free functions of the LT seed model because
of the presence of I'. From its definition in (4), this metric
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function can be evaluated by implicit radial derivative of the
quadrature of the Friedman equation (A3), which takes the
following form in terms of g—scalars

Hao(t—ty,) =

m A a \/Zle
F(aﬂf,o)vgéo)) E/
0 [Q

m k) ~ A) ~
oW+ ala]

iz (B7)

where QY = QU + QY 1, with Q) = 8ap,0/H2,
and QEI/S) = 871'/\/7‘[20, while the Big Bang time #, is

given in terms of these initial value functions by
. Fo 1 /1 Vada
o = lo— = - . . )
Hpo HgoJo [QEIO> - Qgga + Q(q/(;)cﬁ]l/2
(B8)

where Fy = F(1, Qé’g),Qflg)) follows from our choice of

radial coordinate complying with ay = 1.

Local minimum: det([H,],) > 0,

Local maximum: det([H,],) <0,

Saddle point: any other combination of signs,
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For the case A =0 (and some cases with A > 0) the
quadrature (B7), and thus I'" and #,,, can be obtained in
terms of elementary functions, hence (B4)-(B6) can be
simple analytic constraints between initial value functions
(see [37] and in the standard variables in [8]). For the
general case A > 0, (B7) leads to hyperelliptic integrals
and thus (B4)—(B6) needs to be evaluated numerically, with
analytic constraints only possible in asymptotic evolution
ranges a ~ 0 (t = ty,) or a > 1 (1> t).

It is important to remark that (B4) or even its simplified
form (BS5) are far more stringent than the condition for
absence of shell crossings in LT models: I' > 0. As a
consequence, a Szekeres model may exhibit shell crossings
even if its LT seed model is free from them.

APPENDIX C: RIGOROUS CLASSIFICATION OF
EXTREMA OF THE SCALARS

At any fixed ¢ a scalar A can be considered a real valued
smooth function of (r, 6, ¢). The classification of its
extrema as local maxima, minima or saddle points follows
from the standard “second derivative criterion”:

det([H,],) > 0, det([H],) > 0, (C1)
det([H,],) > 0, det([H],) < 0, (C2)
(C3)

where , denotes evaluation at the extrema: points (r,, 0,, ¢, ) that satisfy (28), and H, H,, H, are the Hessian matrix and its

minors:

Ag Agy Al

H= |40 Ap Ayl Hz—{

Ay A, A

The second derivatives of A evaluated at an extremum
located in (28) are the angular derivatives (47) together with
the mixed radial-angular ones:

DW] Y. X,-X.Y
[A//)] — :l: [ ]e ecre et e ,
Vet Fe :F WG We
wy W B Z L
0 ei_re:}zwe We /—Xg—‘rYg >
and the second radial derivative
(A )ere
A", = ﬁ [(ay —ad )3 + (5W)"],.
3 I—*/ F/ :F W/
ith: ay ==[(1+6“NT ———, (C6
with: a. r[(+ ) :FW]+F EST (C6)

Ase AW], H, = [A ). (c4)

Aoy Agp

|

where §4) = Dgﬁ)) /A, and (to simplify notation) the sub-
index , in the right-hand sides denotes evaluation at either
one of r = r,,, while the symbol = indicates evaluation at
the curves B (r): for any quantity C the notation F C, is

short hand for —C(r, ) and C(r,_). The determinant of the
Hessian matrix and its two minors are

(4)
der((uy)) = Pl )
¢ (T, FW,)?
(X + Y2)ra(DG)2
det([H,],) = e )f‘> >0, (C8)
X2 4+ Y2)r2(p)?
deu((H],) = *eBu) 47 £ (D), ], (C9)

T, FW,)?
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Fe{(X/eYe - XeYe/)ZWZ + ((Xg + Y%)Ze/ -
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3(Xe+Y)Z,)]

with: U, =

where A = [A”],,.. Since the determinant of H, in (C8) is
non-negative, we only need to evaluate the signs of the
determinants of H; and H in (C7) and (C9). Hence, the
second derivative criterion (C1)—(C3) can be stated at each
extremum B, (r,.) as

local minimum: 4. >0 and AL >0, (C11)

local maximum: 2, <0 and A, <O, (C12)

saddle: anysign combination such that [, ][A,] <0,

(C13)

with h, and A, given by
hs = sign[det([H,],.)] =F (D{)),.  (C14)
A. = sign[det([H],.)] = AY £ (D)), .. (CI5)

where we have assumed that I', >0 and I', F W, > 0
hold from demanding absence of shell crossings.
Considering the signs of A”,, the nature of the extrema
above is readily obtained from the following results: (i) the
combination of signs of the determinants of H;(A) and
H(A) given by hy and A, in (C14) and (C15); and (ii) the
concavity of the radial profiles A, yields the signs of the
derivative A” evaluated at the extrema r,_, r,_ (see Fig. 4).
Therefore, the following possibilities readily emerge from
(CI11)—(C13) for A depending on the concavity of the radial
profiles A, in a given interval A’ (see Fig. 4 for reference):
(1) Extremum along B, (r) with radial coordinate
r=r_>0:

@ If (D)), <0.AL >0.h, >0 then A, =
|AY, | — |(Dgﬁ)))e+|. We have a local minimum
if A, > 0 and a saddle point if A, <0.

(b) If (D)., >0.AL, <0,h, <O then A, =

—|ALL |+ |(Dg:)))e+|. We have a local maximum
if A, <0 and a saddle point if A, > 0.
(2) Extremum along B_(r) with radial coordinate
r=ri_>0:

(@ (Dfy)),- <0.AL>0.h_ <0, hence A_ =
|AY_| + |(DE£; )o—| > 0, therefore only saddle
points are possible.

(b) (D))~ > 0.Al_ <0.h_ >0, hence A_=
—AY_| - |(DE;:)) )o_| <0, therefore only saddle
points are possible.

(T, F W)X + Y)W,

>0, (C10)

These results hold for extrema in any interval A% for all
combinations of patterns displayed by Fig. 4. This classi-
fication is easily extended to the extrema of X, ¥, and to
extrema that arise from simulated shell crossings without
assuming PLH (see Sec. VII). The only extrema that are not
covered by the criterion (C1)—(C3) are those occurring at
the . where D™ = 0 holds [see panels (a) and (b) of
Fig. 4]. The fact that these extrema are saddles follows from
looking at the behavior of A in a small neighborhood
around the points [rl, 0. (rl), ¢ (rl)].

The rigorous classification of the extrema described
above coincides with the qualitative one in Sec. VIII, as
expected from the specific sign combinations of s, and

Dgﬁ)) at B (r). However, it follows from the form of A, in

(C15) that even along B,(r) same radial and angular
concavity and a radial maximum or minimum (sign of A7, )
are only necessary (but not sufficient) conditions for a

spatial maximum or minimum of A.

APPENDIX D: PROOF OF THE EXISTENCE
CONDITION OF EXTREMA OF THE
RADIAL PROFILES

Proposition 1 generalizes the following known result for
LT models (Lemma 3 of [50] for a single interval
Al=0<r<rD: azero of A} at r=r} is sufficient
for the existence of an extremum of the radial profile of its
associated covariant LT scalar Ay, in Al. The proof follows
from the integral form of (24) obtained from the integra-

bility of the LT scalar A R® with R = ar:

(a) _ _ L[ .
D(lt) = A(]t) - Aq = FA A’<h>R3dr. (Dl)

Considering the first interval A! = 0 < r < r! (see Fig. 4),
we have from (24) at any fixed ¢

0= Agy(t.rl) = A,(r.r))

1 r _ L
ZI)A A’(h)(t,r)R3(t,r)dr, (D2)

R3(t, 7!

which implies that the integrand must change sign at least
once in the interval Al. Since R > 0 for r > 0, then A(lt)/
must have (at least) a zero at some value r = ry, in this
interval. For n intervals A’ associated with PLH we obtain
this result by integrating along each interval separately.
Proposition 1 is proven by generalizing Lema 3 of [50] to
Szekeres scalars and for 7 intervals A’. For this purpose the
LT radial integral (D1) can be generalized for the Szekeres
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geometry in spherical coordinates as the following three-
dimensional integral

/4) L dpdo(AY?) = /q5 /6 dpdo / ariAY?]
:/(pédfﬁd@/rdr[A’)ﬁ +AQM),

(D3)

where the angular variables (6, ¢) take their usual full
ranges and ) satisfies r)’/) =T — W. Considering that
=Y /Y)(A-A,) follows from (10), we have

AQP) =3)2VA, +ALY* = (A,)?). Substitution into

(D3) yields
//d¢d9(A ANV =D //

= [p /9 depdo / dr(A’))

where rA,/3 =
(Agy — AT = DE ))F If we assume PLH and consider
the first interval Al, then the left-hand side of (D3) vanishes

identically at r = r., hence

_ /¢ A dgdo A " (AP

(D4)

in the second integral we used

(Ds)
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which implies that A’ must have (at least) a zero in this
interval at some r = r,, that smoothly depends on the
angular coordinates. In particular, there most be a zero of A’
at 0., ¢ . The proof is easily extended to the n intervals by
integrating along them.

1. The converse of Proposition 1

Notice that the converse of Lema 3 of [50] is false: an
extremum of A ;) may existin a givenradial range r > Oeven
without extrema of A, [i.e. even if we do not assume PLH
initial conditions (38) so thatA;7 # 0 holds everywhere in this
range]. The proof is as follows. We assume that A7 < 0 holds
inany given radial range r > 0, together with the existence of
a zero of A(y’ at some r = r, > 0, with Ayy’(z, ) < 0 for
0<r<ry and Ay'(t,r) >0 for r > r, (the proof is
analogous for the opposite signs). The integral (D1) for
any upper integration limit r > r,, can be written as

(A) . Iy _ r _
DR = - /0 Al R0+ / Al RF < 0. (D6)

This inequality is not a priori contradictory: it can hold if the
profile of Ay sharply decays for r < ry, (for r ~ r,) and
remains nearly constant for » > r,,, hence the first integral
above can be sufficiently large and negative and the second
one (which is positive) sufficiently small to keep the negative
sign of A},. This result can be easily generalized to Szekeres
scalars.
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