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In an analysis of a 2.92 tb~! data sample taken at 3.773 GeV with the BESIII detector operated at the
BEPCII collider, we measure the absolute decay branching fractions B(D° - K~e*v,) = (3.505 +
0.014 £ 0.033)% and B(D° —» z7e*v,) = (0.295 4 0.004 + 0.003)%. From a study of the differential
decay rates we obtain the products of hadronic form factor and the magnitude of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix element fX(0)|V.,| = 0.7172 £ 0.0025 + 0.0035 and f%(0)|V 4| = 0.1435+
0.0018 + 0.0009. Combining these products with the values of |V“(d)| from the SM constraint fit, we
extract the hadronic form factors fX(0) = 0.7368 + 0.0026 + 0.0036 and % (0) = 0.6372 £ 0.0080 £
0.0044, and their ratio f%(0)//%(0) = 0.8649 + 0.0112 + 0.0073. These form factors and their ratio are
used to test unquenched lattice QCD calculations of the form factors and a light cone sum rule (LCSR)

calculation of their ratio. The measured value of ff(”) (0)|Vcs(a)| and the lattice QCD value for flﬁ”) (0) are
used to extract values of the CKM matrix elements of |V | = 0.9601 + 0.0033 + 0.0047 + 0.0239 and
|V.q| = 0.2155 4+ 0.0027 4+ 0.0014 + 0.0094, where the third errors are due to the uncertainties in lattice
QCD calculations of the form factors. Using the LCSR value for £%(0)/fX(0), we determine the ratio
[V.al/|Ves| = 0.238 £ 0.004 £ 0.002 £ 0.011, where the third error is from the uncertainty in the LCSR
normalization. In addition, we measure form factor parameters for three different theoretical models that
describe the weak hadronic charged currents for these two semileptonic decays. All of these measurements
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are the most precise to date.

DOI: 10.1103/PhysRevD.92.072012

I. INTRODUCTION

In the Standard Model (SM) of particle physics, the
mixing between the quark flavors in the weak interaction
is parametrized by the unitary 3 x 3 Cabibbo-Kobayashi-
Maskawa (CKM) matrix Vg [1,2]. The CKM matrix
elements are fundamental parameters of the SM, which
have to be measured in experiments. Beyond the SM, some
New Physics (NP) effects could also be involved in the
weak interactions of the quark flavors, and modify the
coupling strength of the quark flavor transitions. Due to
these two reasons, precise measurements of the CKM
matrix elements are very important for many tests of the
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SM and searches for NP beyond the SM. Each CKM matrix
element can be extracted from measurements of different
processes supplemented by theoretical calculations of
corresponding hadronic matrix elements. Since the effects
of the strong and weak interactions can be well separated
in semileptonic D° — K~e*v, and D° — n~e*v, decays,
these processes are well suited for the determination of the
magnitudes of the CKM matrix elements V., and V4, and
also for studies of the weak decay mechanisms of charmed
mesons. If any significant inconsistency between the
precise direct measurements of |V.4| or |V.| and those
obtained from the SM global fit is observed, it may indicate
that some NP effects are involved in the first two quark
generations [3].

In the limit of zero positron mass, the differential rate for
D° - K=(n7)e*v, decay is given by

ar Gk

dg*  24rn

- K T
Ve PPx-o PIEA (@R (1)

where G is the Fermi coupling constant, p k- (x-) 18 the three-
momentum of the K~ (z~) meson in the rest frame of the D°

meson, and f Ii(”) (q?) represents the hadronic form factors of
the hadronic weak current that depend on the square of the
four-momentum transfer ¢ = ppo — pg-(,-). These form
factors describe strong interaction effects that can be calcu-
lated in lattice quantum chromodynamics (LQCD).

In recent years, LQCD has provided calculations of these
form factors with steadily increasing precision. With these
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improvements in precision, experimental validation of the
computed results are more and more important. At present,
the main uncertainty of the apex of the B, unitarity triangle
(UT) of B meson decays is dominated by the theoretical
errors in the LQCD determinations of the B meson decay
constants f  and decay form factor £577(0) [3]. Precision

measurements of the charmed-sector form factors f f(”) (q%)
can be used to establish the level of reliability of LQCD
calculations of fZ=7(0). If the LQCD calculations of

" (42) agree well with measured £X™(g?) values, the
LQCD calculations of the form factors for B meson
semileptonic decays can be more confidently used to
improve measurements of B meson semileptonic decay
rates. The improved measurements of B meson semilep-
tonic decay rates would, in turn, improve the determination
of the B, unitarity triangle, with which one can more
precisely test the SM and search for NP.

In this paper, we present direct measurements of the
absolute branching fractions for D - K~e*v, and D° —
n~etv, decays using a 2.92 fb~! data sample taken at
3.773 GeV with the BESIII detector [4] operated at the
upgraded Beijing Electron Positron Collider (BEPCII) [5].
(Throughout this paper, the inclusion of charge conjugate
channels is implied.) By analyzing partial decay rates for
D’ —» K=e*v, and D’ — n7e*v,, we obtain the g¢?
dependence of the form factors f%"(4?). Furthermore
we extract the form factors fX(0) and f% (0) using values of
|V.s| and |V 4| determined by the CKMfitter group [6].
Conversely, taking LQCD values for % (0) and f7(0) as
inputs, we determine the values of the CKM matrix
elements |V | and |V 4|.

We review the approaches for describing the dynamics of
D’ - K~e*v, and D° - 7n7e*v, decays in Sec. II. We
then describe the BESIII detector, the data sample and the
simulated Monte Carlo events used in this analysis in
Sec. III. In Sec. IV, we introduce the analysis technique
used to identify the semileptonic decay events. The
measurements of the absolute branching fractions for these
two decays and study of systematic uncertainties in these
branching fraction measurements are described in Sec. V.
In Sec. VI, we describe the analysis techniques
for measuring the differential decay rates for these two
semileptonic decays, and present our measurements of the
hadronic form factors. The determinations of the CKM
matrix elements |V | and |V 4| are discussed in Sec. VII.
We give a summary of our measurements in Sec. VIIIL.

II. FORM FACTOR AND APPROACHES
FOR D’ SEMILEPTONIC DECAYS

A. Hadronic form factor

In general, the form factor f fw (g*) can be expressed in
terms of a dispersion relation [7]

PHYSICAL REVIEW D 92, 072012 (2015)

_f0)/(1=2) |1 fe  Imf, (1)
f+(q2)+1_7qzz+;/t+ dlt—q%ie’

(2.1)

where M. is the mass of the lowest-lying relevant vector
meson, for D — K~e%y, it is the D**, while for D° —
ey, itis the D*T, f,(0) is the form factor evaluated at
the four-momentum transfer ¢ = 0, A is the relative size of
the contribution to f. (0) from the vector pole at g> = 0,
1. = (mpo + mg-(,-)* corresponds to the threshold for
DK~ (z~) production, mpo and mg-(,-) are the masses of
the D and charged kaon (pion) meson, respectively. From
Eq. (2.1) we find that, except for the pole position of the
lowest-lying meson being located below threshold, £, (g?)
is analytic outside of a cut in the complex g>-plane
extending along the real axis from 7, to oo, corresponding
to the production region for the states with the appropriate
quantum numbers.

B. Parametrizations of form factor

The form of the dispersion relation given in Eq. (2.1)
is often parametrized by keeping the lowest-lying meson
pole explicitly and approximating the remaining dispersion
integral in Eq. (2.1) by a number of effective poles [7,8]

_W%i%, (2.2)

1
> = 1=
M Tk Mpnle

f+(‘12)

pole

where p, and y, are expansion parameters that are not
predicted. The form factor can be approximated by intro-
ducing arbitrarily many effective poles. Equation (2.2) is
the starting point for many proposed form factor
parametrizations.

1. Single pole form

In the constituent quark model, lattice gauge calcula-
tions, and QCD sum rules, such as the Kérner-Schuler [9]
and Bauer-Stech-Wirbel [10] models, a commonly used
form factor has a single pole of the form

rotat) =0 23)

pole

which is simply the first term in Eq. (2.2) (taking 1 = 0).
The pole mass M, is often treated as a free parameter to
improve fit quality.

2. Modified pole model

The modified pole model uses N = 1 in Eq. (2.2), and
the form factor can be expressed as

072012-4
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_ f+(0)
f+<q2)7 (1_ qz )(1_a qz )’

(2.4)

M Me
where a is a free parameter. This model is the so-called
Becirevic-Kaidalov (BK) parametrization [8] and has been
used in many recent lattice calculations and experimental
studies for D° meson semileptonic decays.

3. Series expansion

The series expansion [7] is the most general paramet-
rization that is consistent with constraints from QCD. It has
the form

70 = g o) (14 kfj )} ).
(2.5)
where
) = YIS 29
(- = (mpp = mi- i) )
to =1, (1-+/T—1_/1,), (2.8)

ao(to) and ri(ty) are real coefficients. The function P(r) =
z(t,mp.) for D— K and P(t)=1 for D -z & is
given by

1 t,—t\ /4
D(1,10) = + fo—1+ 1)
() =\ 33 () TV

X (VI =1+ T =10) (VI =T+ T = 1)
x (ty —1)34, (2.9)

where yy can be obtained from dispersion relations using
perturbative QCD and depends on the ratio of the s quark
mass to the ¢ quark mass, £ = m,/m, [11]. At leading
order, with £ =0,

3
=—. 2.10
Xv 327‘[2}’”% ( )
The choice of P and ® is such that
a%(t0)<1 + r%(t0)> <l1. (2.11)
k=1

The z series expansion is model independent and satisfies
analyticity and unitarity. In heavy quark effective theory
[12] the coefficients r; in Eq. (2.5) for D — ze*v, and

PHYSICAL REVIEW D 92, 072012 (2015)

B — nt v, decays are related. A measurement of the r, for
the decay of D — me'v, therefore provides important
information to constrain the class of form factors needed
to fit the decays of B — n£"v,, and thereby provides
improvements in the determination of the magnitude of the
CKM matrix element V,,. However, the validity of the
form factor parametrization given in Eq. (2.5) still needs to
be checked with experimental data. This is one of the
reasons why it is important to precisely measure the form
factors £X"(g?) for D® > K~(z~)e*v, decays.

In practical applications, one often takes k., =1 or
kmax = 2 in Eq. (2.5), which gives following two forms of
the form factor:

(a) Series expansion with two parameters of the form
factor is given by

1
fi(t) = mao(%)

x (14 r(t)[z(t. 10)]), (2.12)
which gives
L L 0P0)3(0,1)
IO = 58010 1+ ()20, 10
x (14 r(t)[z(2, 1)]). (2.13)

(b) Series expansion with three parameters of the form
factor is given by

PO P— Saa(i)(1 4+ (1)<l o)

P(1)®(1, 1,

+ra(t)[2(. 10) ) (2.14)

which gives
B 1
~ P(1)®(t, 1)
J+(0)P(0)®(0, 1)
1+ r1(29)z(0. 1) + r2(29)[2(0. £9)]*
x (1 ry(t0)[2(t, 19)] + ra(t0) [(1, 10)]?).
(2.15)

f()

III. DATA SAMPLE AND THE
BESIII EXPERIMENT

At /s = 3.773 GeV, the w(3770) resonance is directly
produced via et e~ annihilation. About 93% [6] of y(3770)
decays to DD (D°D°, D*D~) meson pairs. In addition,
the continuum processes e"e™ = gg (¢ = u, d, s quark),
ete” > 1T, eTe” - yrd/y, ete” = yisryp(3686)
events are also produced, where y;sg is the radiative photon
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in the initial state. The data sample contains a mixture of all
these classes of events. In the analysis, we refer to events
other than y(3770) decays to DD as “non-DD process”
events.

BEPCII [5] is a double-ring e e~ collider operating in
the center-of-mass energy region between 2.0 and 4.6 GeV.
Its design luminosity at 3.78 GeV is 10* cm=2s~! with a
beam current of 0.93 A. The peak luminosity of the
machine reached 0.65 x 103 cm™2s™!  at /s =
3.773 GeV in April 2011 during the y(3770) data taking.
BESIII [4] is a general purpose detector operated at the
BEPCII. At the BEPCII colliding point, the et and e~
beams collide with a crossing angle of 22 mrad.

The BESIII detector is a cylindrical magnetic detector
with a solid angle coverage of 93% of 4x. It consists of five
main components. Surrounding the beam pipe, there is a
43-layer main drift chamber (MDC) that provides precise
measurements of charged particle trajectories and ioniza-
tion energy losses (dE/dx) that are used for particle
identification. The momentum resolution for charged
particles at 1 GeV/c in a 1 T magnetic field is 0.5%,
and the specific dE/dx resolution is 6%. Outside of the
MDC, a time-of-flight (TOF) system is used for charged
particle identification. The TOF consists of a barrel part
made of two layers with 88 pieces of 2.4 m long plastic
scintillators in each layer, and two end caps with 96 fan-
shaped detectors. The TOF time resolution is 80 ps in the
barrel, and 110 ps in the end caps, corresponding to a K/z
separation better than 2¢ for momenta up to 1 GeV/c. An
electromagnetic calorimeter (EMC) surrounds the TOF and
is made of 6240 CsI(TI) crystals arranged in a cylindrical
shape (barrel) plus two end caps. The EMC is used to
measure the energies of photons and electrons. For 1.0 GeV
photons, the energy resolution is 2.5% in the barrel and
5.0% in the end caps, and the one-dimensional position
resolution is 6 mm in the barrel and 9 mm in the end caps.
A superconducting solenoid magnet outside the EMC
provides a 1 T magnetic field in the central tracking region
of the detector. A muon identification system is placed
outside of the detector, consisting of about 1272 m? of
resistive plate chambers arranged in nine layers in the barrel
and eight layers in the end caps incorporated in the
magnetic flux return iron of the magnetic. The position
resolution of the muon chambers is about 2 cm. This
system efficiently identifies muons with momentum greater
than 500 MeV/c over 88% of the total solid angle.

The BESII detector response was studied using
Monte Carlo event samples generated with a GEANT4-
based [13] detector simulation software package, BOOST
[14]. To match the data, 1.98 x 108 Monte Carlo events for
ete” - w(3770) - DD were simulated with the
Monte Carlo event generator KK, KkMmC [15], where
56% of the y(3770) resonance is set to decay to D°D°
while the remainder decays to D™D~ meson pairs. All of
these DD and D*D~ meson pairs are set to decay into
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different final states which were generated with EVTGEN
[16] with branching fractions from the Particle Data Group
(PDG) [6]. This Monte Carlo event sample corresponds to
about 11 times the luminosity of real data. With these
Monte Carlo events, we determine the event selection
criteria for the data analysis and study possible background
events for the measurement of the D° - K~e*y, and
D’ — z7e*tv, decays. We refer to these Monte Carlo
events as “cocktail vs cocktail DD process” events.

Since the non-DD process events are mixed with the DD
events in the data sample, we also generate non-DD
process Monte Carlo events simulated with KkMC [15]
and EVTGEN [16] to estimate the number of the background
events in the selected D° - K~e*v, and D° — 7 ey,
samples.

To estimate the efficiencies, we also generate “signal”
Monte Carlo events, i.e. y(3770) — D°D° events in which
the D° meson decays to all possible final states [6], and the
D° meson decays to a semileptonic or a hadronic decay
final state that is being investigated. These Monte Carlo
events were all generated and simulated with the software
packages mentioned above.

IV. RECONSTRUCTION OF DD’
DECAY EVENTS

In y(3770) resonance decays into DD mesons in which
a D meson is fully reconstructed, all of the remaining tracks
and photons in the event must originate from the accom-
panying D. In these cases, the reconstructed meson is called
a single D tag. Using the single D° tag sample, the decays
of D" - K~e*v, and D° - 7~e*v, can be reliably iden-
tified from the recoiling tracks in the event. We refer to
the event in which the D° meson is reconstructed and a
semileptonic D° decay is reconstructed from the recoiling
tracks as a doubly tagged D°D° decay event or a double
D°DP tag. With these doubly tagged DD events, the
absolute branching fractions and the differential decay rates
for DO semileptonic decays can be well measured.

In the analysis, all four-momentum vectors measured
in the laboratory frame are boosted to the e e~ center-of-
mass frame.

In this section, we describe the procedure for selecting
the single D° tags and the D° semileptonic decay events.

A. Properties of doubly tagged D’D° decays

For a specific tag decay mode, the number of the single
DO tags is given by

Ntag = 2ND0D°Btag€tagv (41)
where Npopo is the number of the D°D® meson pairs
produced in the data sample, By, is the branching fraction
for the tag mode, and €, is the efficiency for reconstruction
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of this mode. Similarly, the number of the D° semileptonic
decay events observed in the system recoiling against the
single D tags is given by

Nobserved(Do - h_€+lje) = 2ND0D°BtagB(D0 - ]’l_€+l/e)
(4.2)

X €tag. DO h=etu,»
where A~ denotes the final state hadron (i.e. A~ = K~ or
77), B(D® - h=e*v,) is the DY meson semileptonic decay
branching fraction, and €, po_,j-.+,, 1s the efficiency of
simultaneously reconstructing both the single D° tag and
the D° meson semileptonic decay. With these two equa-
tions, we obtain

Nobserved<D0 - h_€+l/e)

B(D° - h~etv,) =
(D = hmetve) Nug€(D® - h™e'v,)

. (43)

where (D = h™e'v,) = €uq popety, /€rag-

To measure the D° semileptonic differential decay rates
given in Eq. (1.1) we need to evaluate the partial decay rate
AT’; observed within a small range of the squared four-
momentum transfer Ag?, where i stands for the ith ¢* bin.
This partial decay rate can be evaluated with the double tag
DPDO events as well. The measurement of the partial decay
rates is described in Sec. VI.

B. Single D° tags and efficiencies

The D° meson is reconstructed in five hadronic decay
modes: K*z~, KTz~ z°, Ktnnznt, Ktnntn7° and
K*n~7°z°. Events that contain at least two reconstructed
charged tracks with good helix fits are selected. The
charged tracks used in the single tag analysis are required
to satisfy | cos @] < 0.93, where 6 is the polar angle of the
charged track. All of these charged tracks are required to
originate from the interaction region with a distance of
closest approach in the transverse plane that is less than
1.0 cm and less than 15.0 cm along the z axis. The
dE/dx and TOF measurements are combined to form
confidence levels for pion (CL,) and kaon (CLg) particle
identification hypotheses. In the selection of single D° tags,
pion (kaon) identification requires CL, > CLyx(CLg >
CL,) for momenta p < 0.75 GeV/c and CL, > 0.1%
(CLg > 0.1%) for p > 0.75 GeV/c.

A 7° meson is reconstructed via the decay 7° — yy. To
select photons from 7° decays, we require an energy
deposit in the barrel (end-cap) EMC to be greater than
0.025(0.050) GeV and in-time coincidence with the beam
crossing. In addition, the angle between the photon and the
nearest charged track is required to be greater than 10°. A
one-constraint (1-C) kinematic fit is performed to constrain
the invariant mass of yy to the mass of z° meson, and
7> < 50 is required.
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For the D — K*z~ final state, we reduce backgrounds
from cosmic rays, Bhabha and dimuon events by requiring
the difference of the time of flight of the two charged tracks
be less than 5 ns, and the opening angle of the two charged
track directions be less than 176 degree. In addition, we
require that the sum of the ratio of energy over the
momentum of the charged track is less than 1.4.

The single D tags are selected using beam energy
constrained mass of the Knz (where n =1, 2, 3, or 4)
combination, which is given by

Mpc =

E%eam - |1_5Kn;z 27 (44)
where Ej,p, is the beam energy and | pg,,,| is the magnitude
of the momentum of the daughter Knz system. We also
use the variable AE = Eg,,; — Epeam, Where Eg,. is the
energy of the Knz combination computed with the
identified charged species. Each Knz combination is
subjected to a requirement of energy conservation with
|AE| < (2 ~3)og,, , where 6, _is the standard deviation
of the Eg,, distribution. For each event, there may be
several different charged track (or both charged track and
neutral cluster) combinations for each of the five single D°
tag modes. If more than one combination satisfies the
energy requirement, the combination with the smallest
value of |AE| is retained.

The dots with error bars in Fig. 1 show the resulting
distributions of My for the five single D° tag modes,
where the D° meson signals are evident. To determine the
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FIG. 1 (color online). Distributions of the beam energy con-
strained masses of the Knz (n = 1, 2, 3 or 4) combinations for the
five single D° tag modes: (a) K™z, (b) K* 7~ 2%, (¢) K*n~n~n™,
(d) Ktz z~xtz° and (e) Ktn 2%7°.
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number of the single D° tags that are reconstructed for each
mode, we fit a signal function plus a background shape
to these distributions. For the fit, we use signal shapes
obtained from Monte Carlo simulation convolved with a
double-Gaussian function for the signal component, added
to an ARGUS function multiplied by a third-order poly-
nomial function [17,18] to represent the combinatorial
background shape. In the Monte Carlo simulation, the
effects of beam energy spread, initial state radiation and the
w(3770) line shape are all taken into account. The ARGUS
function is [19]

== (2 ol 1-(2))

where m is the beam energy constrained mass, E is the end
point given by the beam energy and c is a free parameter.
The solid lines in Fig. 1 show the best fits, while the dashed
lines show the fitted background shapes.

In addition to the combinatorial background, there are
also small wrong-sign (WS) peaking backgrounds in single
DO tags. The doubly Cabibbo suppressed decays contribute
to the WS peaking background for single D° tag modes
of D° > K+tz=, DY > KT7~7z° and D° - Ktz 7~ z". In
addition, the D°— KYK-zt (K} - 7atz7), D°—
KOK=7t7° (K§ —» 2"7z7) and KYK=zt (K§ — n°2°) also
make significant contributions to WS peaking backgrounds
forthe D° - Kt 7z 7z, D - Ktz 7 7ntz° and D° -
K7~ 772" tag modes, respectively. The size of these WS
peaking backgrounds are estimated from Monte Carlo
simulation and then subtracted from the yields obtained
from the fits to My spectra.

Table I summarizes the single D° tags. In the Table, the
second column gives the AFE requirement on the Knz
combination, the fourth column gives the number of the
single DY tags in the tag mass region as shown in the third
column.

The efficiencies for reconstruction of the single D° tags
for the five tag modes are obtained by applying the identical
analysis procedure to simulated signal Monte Carlo events

TABLE L.
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mixed with “background” Monte Carlo events. The signal
Monte Carlo events are generated as e"e™ — y/(3770) —
DD, where the D meson is set to decay to the tag mode
in question and the D meson is set to decay to all possible
final states with corresponding branching fractions [6]. The
efficiencies for reconstruction of the single D° tags are
presented in the last column of Table I.

C. Selection of D’ - K~e*v, and D" — n7e",

The D° - K~e*v, and D° — 7~ e*v, event candidates
are selected from the tracks recoiling against the single D°
tags. To select the D — K~e*v, and D° — 7~e* v, events,
it is required that there are only two oppositely charged
tracks, one of which is identified as a positron and the other
as a kaon or a pion. The combined confidence level CL
(CL,) for the K (x) hypothesis is required to be greater than
CL, (CLg) for kaon (pion) candidates. For positron
identification, the combined confidence level (CL,), calcu-
lated for the e hypothesis using the dE/dx, TOF and EMC
measurements (deposited energy and shape of the electro-
magnetic shower) is required to be greater than 0.1%, and the
ratio CL,/(CL, + CL, 4+ CLy) is required to be greater
than 0.8. We include the four-momenta of near-by photons
with the direction of the positron momentum to partially
account for final-state-radiation energy losses (FSR recov-
ery). In addition, to suppress fake photon background it is
required that the maximum energy of any unused photon in
the recoil system, E, ., be less than 300 MeV.

Since the neutrino escapes detection, the kinematic
variable

Uniss = Enmiss — |Z7miss‘ (46)
is used to obtain the information about the missing neutrino,
where E,; and P are, respectively, the total missing
energy and momentum in the event, computed from

Eniss = Epeam — Ej- — Eo+, (47)
where E)- and E,+ are the measured energies of the hadron
and the positron, respectively. The p, is calculated by

Summary of the single D° tags and efficiencies for reconstruction of the single D tags, where AE gives

the requirements on the energy difference between the measured E,,, and beam energy E,.,,, While the My range
defines the signal region of the single D° tags. Ny is the number of single DO tags and € 1 the efficiency for
reconstruction of the single D tags, where the uncertainties are only statistical.

Tag mode AE (GeV) Mg range (GeV/c?) Niag €rag (%)
KTz~ (—0.049,0.044) (1.860,1.875) 567083 + 848 70.29 £ 0.07
Ktaa° (—0.071,0.052) (1.858,1.875) 1094081 + 1692 36.80 +0.03
Ktnnn® (—0.043,0.043) (1.860,1.875) 700061 + 1121 39.57 £0.04
Ktnnata® (—=0.067,0.066) (1.858,1.875) 158367 + 749 15.95 +£0.08
K*n~7%2° (—0.082,0.050) (1.858,1.875) 273725 £+ 2859 15.78 £ 0.08
Sum 2793317 £ 3684
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ﬁmiss = ﬁDO - ﬁh‘ - ﬁeﬂ (48)
where ppo, p,- and p,+ are the momenta of the D°
meson, the hadron and the positron, respectively. The
three-momentum ppo of the D° meson is computed by

d — /2 2
pDO - _ptag Ebeam - mDO’

where py,, is the direction of the momentum of the single D°
tag. If the daughter particles from a semileptonic decay are
correctly identified, U, 1s zero, since only one neutrino is
missing.

Figures 2(a) and 2(b) show the U, distributions for the
D° - K~e*v, and D — 7~ e*v, candidate events, respec-
tively. In both cases, most of the events are from the D —
K~ e*v, and D° — 7~ e*v, decays. Backgrounds from DD
processes include mistagged D° and D° decays other than
the semileptonic decay in question. Other backgrounds are
from non-DD process processes. From the simulated
cocktail vs cocktail DD process events, we find that the
DD background events are mostly from D° — K=z’ "y,
D’ — K~ ptv, and D’ - e, selected as D’ - K~ e,
and D° — 72

(4.9)

e*v,, D" > K etv, and D° > 7 pty,
selected as D’ — z~e*v,. Backgrounds from non-DD
processes include the initial state radiation (ISR)
return to the w(3686) and J/w, continuum light hadron
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FIG. 2 (color online). U,y distributions of events for (a) D°
tags vs D° - K~e*v,, and for (b) D° tags vs D° = 7~ etu,,
where the dots with error bars show the data, the solid lines show
the best fit to the data, and the dashed lines show the background
shapes estimated by analyzing the cocktail vs cocktail DD
process Monte Carlo events and the non-D D process Monte Carlo
events (see text for more details).
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production, y(3770) — non-DD decays and eTe™ — vz~
events. The levels of these backgrounds events are esti-
mated by analyzing the corresponding simulated event
samples.

Because of ISR and final state radiation (FSR), the signal
U niss distributions are not Gaussian; instead, the U,
distributions have Gaussian cores with long tails at both the
lower and the higher sides of the distributions. To obtain the
numbers of the signal events for these two semileptonic
decays, we fit these distributions with an empirical function
that includes these tails.

We use the same probability density function as CLEO
[20] for U i

n
al<”—‘—a1+x) if x>

ay

exp(—32/2)
(B-a-x)™
ar Z — Q) —X

where x = (U —m)/o, m and ¢ are the mean value
and standard deviation of the Gaussian distribution,

flx)= if —a, <x<a (4.10)

if x < —y,

respectively. In Eq. (4.10), a; = (n;/a;)™e /2, and
ay = (ny/ay)™e~%/2, where ay, ay, n; and n, are param-
eters describing the tails of the signal function, determined
from fits to the simulated U, distributions of signal
Monte Carlo events.

To account for differences between data and
Monte Carlo, we fit the data using the Monte Carlo
determined f(x) distribution convolved with a Gaussian
function with free mean and width. The background
function is formed from histograms of U, distributions
for background events from the cocktail vs cocktail DD
and non-DD simulated event samples. The normalizations
of the signal and background are free parameters in the fits
to the data.

The results of the fits to the two U,y distributions are
shown in Figs. 2(a) and 2(b); the fitted yields of signal
events are

Nopeervea(D° = K~etv,) = 70727 £278  (4.11)

and

Nobserved(DO - 77—3+1/3) = 6297 + 87. (412)

In Figs. 2(a) and 2(b), the solid lines show the best fits to
the data, while the dashed lines show the background.
To gain confidence in the quality of the Monte Carlo
simulation, we examine the momentum distributions of the
kaon, the pion and the positron as well as cos 6y, from the
semileptonic decays of D® - K~e*v, and D° - 7~ ey,
where 0y, is the angle between the direction of the virtual
W+ boson in the D° rest frame and the three-momentum of
the positron in the W rest frame. These distributions are
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Distributions of particle momenta and cos @y, from D® — K~e*v, and D° — z~e*v, semileptonic decays,

where (a) and (b) are the momenta of kaon and positron from D° — K~e*v,, respectively; (d) and (e) are the momenta of pion and
positron from D° — z~e*v,, respectively; (c) and (f) are the distributions of cos @y, for D° = K~e*v, and D° — 7~ e*w,, respectively;
these events satisfy —0.06 < U ;s < 0.06 GeV. The solid histograms are Monte Carlo simulated signal plus background; the shaded

histograms are Monte Carlo simulated background only.

shown in Figs. 3(a)-3(f), respectively, where the dots with
error bars are for the data, the solid histograms are for the
full Monte Carlo simulation and the shaded histograms
show the Monte Carlo simulated backgrounds only.

V. MEASUREMENTS OF ABSOLUTE DECAY
BRANCHING FRACTIONS

A. Efficiency for reconstruction
of semileptonic decays

To determine the efficiency e(D° — h~e*v,) for
reconstruction of each of the two semileptonic decays
for each single tag mode, signal Monte Carlo event samples
of y(3770) — D°D° decays, where the D° meson is set to
decay to the h~e*tv, final state in question and the D°
meson is set to decay to each of the five single D° tag
modes, are generated and simulated with the BESIII

software package. By subjecting these simulated events
to the same requirements that are applied to the data we
obtain the reconstruction efficiencies €yg po_p-¢+,, for
simultaneously finding the D° meson semileptonic decay
and the single D tag in the same event; these are given in
Table II.

Due to their low multiplicity, it is usually easier to
reconstruct D° tags in semileptonic events than in typical
DD events (tag bias). In addition, the size of the tag bias
is correlated with the multiplicity of the tag mode. In
consequence the overall efficiencies shown in Table II
vary greatly from the D° - K~z mode to the D° —
K ntza*z~ and D° - K~ 7" 72°2° modes.

The last row in Table II gives the overall efficiency
which is obtained by weighting the individual efficiencies
for each of the five single D° tags by the corresponding
yield shown in Table I.

TABLE II.  Double tag efficiencies for reconstruction of “D, vs D° — h~e*v,” and overall efficiencies for
reconstruction of D — h~e*v, in the recoil side of D° tags, where the uncertainties are only statistical.

Tag mode €lag, D'>K=etv, €lag, D'>r ey, €MC(D0 - K_€+VE) €MC(D0 - 7l'_€+l/e)
Ktn™ 0.4566 + 0.0014 0.4995 £ 0.0014 0.6496 + 0.0021 0.7106 £+ 0.0021
K*tna® 0.2685 £ 0.0006 0.2927 £ 0.0007 0.7296 £+ 0.0017 0.7954 £+ 0.0020
Ktnzmt 0.2666 + 0.0008 0.2897 £ 0.0008 0.6737 £ 0.0021 0.7321 £+ 0.0022
Kt nntn® 0.1260 £ 0.0008 0.1363 £ 0.0008 0.7900 £ 0.0064 0.8545 £+ 0.0066
K*n=7%2° 0.1331 £ 0.0007 0.1467 £ 0.0007 0.8435 £ 0.0062 0.9297 £ 0.0065
Average 0.7140 £ 0.0012 0.7788 +0.0013
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There are small differences in efficiencies for finding a
charged particle and for identifying the type of the charged
particle between the data and Monte Carlo events that
are discussed in Sec. V C. To take these differences into
account, the overall efficiencies eyc(D° — K~e*v,) and
emc(D® = n7e*v,) are corrected by the multiplicative
factors of

ftrk +PID _
corr -

{1.0118:&0.0050 forD* - K-ety, (5.1)

0.9814+0.0040 for D° — et v,.

After making these corrections, we obtain the “true” overall
efficiencies for reconstruction of these two semileptonic
decays,

e(D° > K-etv,) = 0.7224 £0.0012  (5.2)

and

e(D° - n=ety,) = 0.7643 £ 0.0013, (5.3)

where the uncertainties are only statistical.

B. Decay branching fraction

Inserting the number of the single D° tags, the numbers
of the signal events for these two D° semileptonic decays
observed in the recoil of the single D° tags together with
corresponding efficiency into Eq. (4.3), we obtain the
absolute decay branching fractions

B(DO — K e"v,) =(3.505£0.014 £0.033)% (5.4)
and
l’j’(D0 - ety,) = (0.295 £ 0.004 + 0.003)%, (5.5)

where the first errors are statistical and the second sys-
tematic. The sources of systematic uncertainties in the
measured decay branching fractions are discussed in the
next subsection.

C. Systematic uncertainties in measured
branching fractions

Table III lists the sources of the systematic uncertainties
in the measured semileptonic branching fractions. We
discuss each of these sources in the following.

1. Uncertainty in number of D° tags

To estimate the uncertainty in the number of single
DO tags, we repeat the fits to the Mg distributions by
varying the bin size, fit range and background functions.
We also investigate the contribution arising from possible
differences in the z° fake rates between data and

PHYSICAL REVIEW D 92, 072012 (2015)

TABLE III.
measured  branching
D’ = z7ety,.

Sources of the systematic uncertainties in the
fractions for D°— K~eTy, and

Systematic uncertainty (%)

Source K- e'y, T ety,
Number of D° tags 0.50 0.50
Tracking for e™ 0.19 0.15
Tracking for K~ 0.42 e
Tracking for z~ e 0.28
PID for e™ 0.16 0.14
PID for K~ 0.10 e
PID for z~ e 0.19
E, max cut 0.10 0.10
Fit to U s 0.48 0.50
Form factor structure 0.10 0.10
FSR recovery 0.30 0.30
Finite MC statistics 0.17 0.17
Single tag cancelation 0.12 0.12
Total 0.94 0.90

Monte Carlo simulation. Finally, we assign a systematic
uncertainty of 0.5% to the number of D tags.

2. Uncertainty in tracking efficiency

The uncertainties for finding a charged track are esti-
mated by comparing the efficiencies for reconstructing the
positron, kaon and pion in data and Monte Carlo events.

Using radiative Bhabha scattering events selected from
the data and simulated radiative Bhabha scattering events,
we measure the difference in efficiencies for finding a
positron between data and simulation. Considering both
the cos#, where 6 is the polar angle of the positron,
and momentum distributions of the positrons, we obtain
two-dimensional weighted-average efficiency differences
(€data/€mc — 1) of (0.22£0.19)% and (0.11 £0.15)%.
These translate uncertainties on the decay branching
fractions of 0.19% and 0.15% for D° - K~e*v, and
D° — 7~e*w, decays, respectively.

The efficiencies for finding a charged kaon and a charged
pion are determined by analyzing doubly tagged DD decay
events. In the selection of the doubly tagged DD decay
events, we exclude one charged kaon or one charged pion
track and examine the variable M2, . . defined as the
difference between the missing energy squared E2. = and
the missing momentum squared p2.  of the selected DD
decay events. By analyzing these M2, . variables for
both the data and the simulated cocktail vs cocktail DD
process Monte Carlo events, we find the differences in
efficiencies for reconstructing a charged kaon or a charged
pion between the data and the Monte Carlo events as a
function of the charged particle momentum. Considering
the momentum distributions of the kaon and pion from
these two semileptonic decays, we obtain the magnitudes of
systematic differences and their uncertainties of the track
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reconstruction efficiencies. The level of uncertainties in the
corrections for these differences in measurements of the
decay branching fractions and partial decay rates (see
Sec. VI) are 0.42% and 0.28% for charged kaons and
pions, respectively.

3. Uncertainty in particle identification

The differences in efficiencies for identifying a positron
between the data and the Monte Carlo samples depend not
only on the momentum of the positron, but also on cos 6.
Considering both of these for our signal positrons, we
obtain a weighted-average difference in efficiency for
identifying the positron from the two semileptonic decays.
After making correction for these differences in efficiencies
for identifying the positrons, we obtain a systematic
uncertainty of 0.16% (0.14%) on the K~ (7~ )e*v, mode
from this source.

The systematic uncertainties associated with the effi-
ciencies for identifying a charged kaon and a charged pion
are estimated using the missing mass square techniques
discussed above. Taking into account the momentum
distributions of the charged particles from the two semi-
leptonic modes, we correct for the momentum-weighted
efficiency differences for identifying the kaon and the pion,
and we assign systematic uncertainties of 0.10% and 0.19%
for charged kaons and pions, respectively.

4. Uncertainty in E, ,,, cut

The uncertainty associated with the E, ., requirement
on the events is estimated by analyzing doubly tagged DD
events with hadronic decay modes. With these events, we
examine the fake photons from the EMC measurements. By
analyzing these selected samples from both the data and the
simulated Monte Carlo events, we find that the magnitude
of difference in the number of fake photons between the
data and the Monte Carlo events is 0.10%, which is set as
the systematic uncertainty due to this source.

5. Uncertainty in fit to U distribution

To estimate the systematic uncertainty in the numbers of
signal events due to the fit to the U distribution, we vary
the bin size and the tail parameters of the signal function.
We then repeat the fits to the U, distributions, and
combine the changes in the yields in quadrature to obtain
the systematic uncertainty. Since the background function
is formed from many background modes with fixed relative
normalizations, we also vary the relative contributions of
several of the largest background modes based on the
uncertainties in their branching fractions and the uncer-
tainties in the rates of misidentifying a hadron (muon) as
an electron. Finally we find that the relative sizes of
this systematic uncertainty are 0.48% and 0.50% for
D’ - K~e*v, and D° — 7~e"v,, respectively.
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6. Uncertainty in form factors

In order to estimate the systematic uncertainty associated
with the form factor used to generate signal events in the
Monte Carlo simulation, we reweight the signal
Monte Carlo events so that their ¢> distributions match
the measured spectra. We then remeasure the branching
fraction (partial decay rates in different ¢> bins) with the
new weighted efficiency (efficiency matrix). The maximum
relative changes in branching fraction (partial decay rates in
different g* bins) is 0.05%. To be conservative, we assign a
relative systematic uncertainty of 0.10% to the branching
fraction measurements for D° — K~ety, and D° —
r~etv, decays.

7. Uncertainty in FSR recovery

The difference between the measured branching frac-
tion obtained with the FSR recovery of the positron
momentum and the one obtained without the FSR
recovery is assigned as the most conservative systematic
uncertainty due to FSR recovery. We find the magnitude
of this difference to be 0.30% for both D° — K~e*v, and
D° — n=etv, decays.

8. Uncertainty due to finite Monte Carlo statistics

The uncertainties associated with the finite Monte Carlo
statistics are 0.17% for both D°— K~e*v, and
D’ = 7 etu,.

9. Uncertainty due to single tag cancelation

Most of the systematic uncertainties arising from the
selection of single D tags are canceled due to the double
tag technique. The uncanceled systematic error of MDC
tracking, particle identification and z° selection in
single tag selection is estimated by (3,0 (€tag/€rag — 1)
0.258ug X Niag)/ (D _tagNiag)» Where e, and e, are the
efficiencies of reconstructing single D° tags obtained by
analyzing the Monte Carlo events of D° — tag vs D —
h~e*v, and D° — tag vs D° — anything after mixing all
the simulated backgrounds, respectively; Ny, is the
number of single DY tags reconstructed in data; Otag 18
the total systematic error of MDC tracking, particle
identification and z° selection in single tag selection.
Since no efficiency correction is made in the single tag
selection, the uncertainty in MDC tracking (or particle
identification) for charged kaon or pion is taken to be
1.0% per track, and the uncertainty in z° selection is taken
to be 2.0% per z°. For each single D° tag mode, the
uncertainty in MDC tracking, particle identification or z°
selection are added linearly separately, and then they are
added in quadrature to obtain the total systematic error
in the single D° tag selection. Finally, we assign a
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TABLEIV. Comparison of the measured B(D° — K~e*v,) and B(D" — z~e*v,) values with those measured by
other experiments and theoretical predictions based on QCD and the world-average value of 7.

Experiment/theory B(D® —» K~etv,) (%) B(D° — z7ety,) (%)
PDG2014 [6] 3.55+0.05 0.289 £ 0.008
MARK-III [21] 344+05+04 0.3970% £ 0.04

CLEO [22] 3.82+£0.11+0.25

BES-II [17] 3.82+0.40+0.27 0.33+£0.13+0.03
CLEO-c [23] 3.50£0.03 £0.04 0.288 + 0.008 £ 0.003
Belle [30] 3.45+£0.07+0.20 0.255 £0.019 £0.016
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BABAR [24,25]

3.522 +0.027 £ 0.045 £+ 0.065

0.2770 £ 0.0068 +£ 0.0092 + 0.0037

BESIII (this work) 3.505 +0.014 + 0.033 0.295 + 0.004 + 0.003

LQCD [26] 3.77 £0.29 £0.74 0.316 +0.025 £ 0.070

LQCD [27] 2.99 +0.45+£0.74 0.24 £ 0.06

QCD SR [28] 2.7+0.6

LCSR [29] 394+1.2 0.30 £ 0.09
systematic uncertainty of 0.12% for the branching frac- E, = E s> (6.2)
tion measurements.

ﬁy = Emissi’miss- (63)

D. Comparison with other measurements

A comparison of our measured branching fractions for
D’ — K~e*v, and D = 7~ e*v, decays with those pre-
viously measured by the MARK-III [21], CLEO [22],
BES-II [17], CLEO [23] (at the CLEO-c experiment) and
BABAR [24,25] collaborations as well as the world
average given by the PDG [6] is given in Table IV. Our
measured branching fractions for these two decays are in
excellent agreement with the experimental results
obtained by other experiments, but are more precise. In
the Table, we also compare our branching fraction
measurements to theoretical predictions for these two
semileptonic decays. The precision of our measured
branching fractions are much higher than those of the
LQCD [26,27], the QCD sum rule [28] and the light cone
sum rule (LCSR) [29] predictions.

VI. DIFFERENTIAL DECAY RATES

The differential decay rate dI"/dq® for D° — K~ (n7)e*v,
is given by Eq. (1.1). The form factor ffm(qz) can be
extracted from measurements of dI'/dg”. Such measure-
ments are obtained from the event rates in bins of ¢ ranging
from ¢? — 0.5A¢* to g? + 0.5A¢>, where Ag? is the bin
width and i is the bin number.

A. Measurement of differential decay rates

The ¢? value is given by

¢’ =(E.+E)* = (pe+ P.). (6.1)

where E, and p, are the measured energy and momentum
of the positron, E, and p, are the energy and momentum of
the missing neutrino:

For the D’ — K~eTy, differential rate, we divide the
candidates for the decays into 18 g bins. For the D° —
7~ etv, mode, which has fewer events, we use 14 ¢ bins.
The first columns of Tables V and VI give the range of each
g* bin for D* — K~e"v, and D° — n~ev,, respectively.

The points with error bars in Figs. 4 and 5 show the U ;g
distributions for the D° - K~e*v, and D° — z7e'y,
decays for each ¢> bin, respectively. Fits to these distri-
butions that follow the procedure described in Sec. IV C

TABLE V. Summary of the range of each g2 bin, the number of
the observed events Npserved» the number of produced events
N produced» and the partial decay rate AT in each ¢* bin for D —
K~ e'v, decays.

q2 (GCV2/04) Nobserved Nproduced AF(HS_I)

0.0, 0.1) 7876.1 £94.2 10094.9 +£132.3 8.812£0.116
0.1, 0.2) 7504.3 £90.5 10015.4 + 140.8 8.743 £0.123
0.2, 0.3) 6940.5 = 87.2  9502.6 = 142.0 8.295£0.124
(0.3, 0.4) 6376.0 £ 83.4 8667.9 +£138.6 7.567 £0.121
0.4, 0.5) 6139.8 £81.9 85759 +£137.7 7.486 £0.120
0.5, 0.6) 5460.5£77.1 7384.0£128.1 6.446 £0.112
0.6, 0.7) 51203 £74.7 7101.8 £125.8 6.200 £0.110
0.7, 0.8) 45455+£70.5 6322.2£120.2 5519 +0.105
0.8, 0.9) 4159.4+£67.1 5760.3 £113.3 5.028 +0.099
(0.9, 1.0) 3680.7 £63.2 5183.5£107.6 4.525 +0.094
(1.0, 1.1) 3199.6 £ 58.9  4550.0 £100.2 3.972 £ 0.087
(1.1, 1.2) 2637.1 £53.5 3810.2+£924 3.326 £ 0.081
(1.2, 1.3) 2239.1 £49.4 3239.1 £84.3 2.828 £0.074
(1.3, 1.4) 1752.1 £43.9 2621.2+77.3 2.288 £0.067
(14, 1.5) 1301.0£37.7 1989.4+674 1.737 £0.059
(1.5, 1.6) 927.54+32.0 1505.1£59.0 1.314+0.052
(1.6, 1.7) 541.3 +£24.6 983.44+50.3 0.858 £0.044
(1.7, G2a) 1882+ 15.1  4342+39.6 0.379 +0.035
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TABLE VI. Summary of the range of each ¢ bin, the number
of the observed events N ..eq, the number of produced events
N produced» and the partial decay rate AT in each ¢* bin for D° —
7~ etv, decays.
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give the signal yields N pervea fOr each g2 bin. In these
figures, the blue solid lines show the best fit to the data,
while the red dashed lines show the background. In these
fits, the background normalizations are left free.

7*(GeV?/c*) Npserved N produced Al(ns™") To account for detection efficiency and detector resoz—
lution, the number of events N! observed in the ith ¢
0,02 1444309 1066.9+432 0.931+0. L observed
02,04 69725287 93515428 0816003 bin is extracted from the relation
0.4, 0.6) 634.6 £27.7 836.6 £41.3 0.730 +0.036
(0.6, 0.8) 654.6 +27.8 850.1 £40.6 0.742 £0.035 ) Nping )
(0.8, 1.0) 6432+273  840.24+39.9 0.733 +0.035 N erved = Z €iiN hroduceds (6.4)
(1.0, 1.2) 578.6 +26.3 744.6 +=37.7 0.650 £ 0.033 j=1
(1.2, 1.4) 509.9 £24.7 651.1 £35.1 0.568 +£0.031
(1.4, 1.6) 438.6£232  551.6£328 0481£0.029  ypere €;; 18 the overall efficiency matrix that describes the
(1.6, 1.8) 412.6 £22.3 534.7+31.7 0.467 +0.028 . . . 2.
(1.8, 2.0) 3209+ 198 42064286 036740025  ciiciency and migration across g bins.
(20,22)  2458+17.0 3240+247 0283+0022  1he efficiency matrix element ¢;; is obtained by
2.2,24) 165.4 £ 14.1 2299 +21.7 0.201 £0.019
(2.4, 2.6) 93.6 +10.7 129.2 £16.7 0.113 £0.015 Nﬁconstructed 1 o PID
_ trk+
(2.6, GRax) 758100 10724150 0.094 +0.013 €= W;fgmj , (6.5)
J ag
1500F g 0d2<0.1 Geverc* ] 0.1P<0.2 GeV?/c* | 0.257<0.3 GeV/c* |
1000} 1 1000 1o0or ]
500 - {1 500 5001 1
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500} { 500} 1 S00F T
1000 06scp<0.7 GeVc* 1 8OOF 0.75cP<0.8 Gev2/c* = 1 232‘ 0.8¢P<0.9 GeV/c*
> 600 ] 1
® i | 400
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Q 200 200
LO [ ] [ )y y
Z 600k 0.95¢?<1.0 GeV¥c* 1 600[ 1.0<?<1.1 GeV3/c* 1 400l 1.1<6P<1.2 GeV2/e* |
(2]
S 400F 400F
o 200} 1
[ 200F 200
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¢
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U,.iss (GeV)

FIG. 4 (color online).

Distributions of U, for D° tags vs D° — K~e*v, with the squared four-momentum transfer ¢> filled in

different g* bins. The dots with error bars show the data, the blue solid lines show the best fits to the data, while the red dashed lines show

the background shapes.
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T > T I2 4 T T > T I2 4 T T > T I2 4 T
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< sof 50+ ] sof
=
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0201 0 01 02

U,iss (GeV)
FIG. 5 (color online). Distributions of U, for D° tags vs D° — z~e*v, with the squared four-momentum transfer ¢ filled in

different q2 bins. The dots with error bars show the data, the blue solid lines show the best fits to the data, while the red dashed lines show
the background shapes.

where Nﬁ“’"mc“”d is the number of signal Monte Carlo
events generated in the jth g* bin and reconstructed in the
ith g* bin, Nfe“erated is the total number of the signal
Monte Carlo events which are generated in the jth g?

bin, €, is the single D° tag efficiency, and fiy/® is

the efficiency correction matrix for correcting the
Monte Carlo deviations for tracking and particle identi-
fication efficiencies of each element of the efficiency matrix
described above.

Table VII presents the average overall efficiency matrix
for the D° - K~e*v, mode. To produce this average

TABLE VII. Weighted efficiency matrix ¢;; (in percent) for D° — K~ e*tv,. The column gives the true ¢* bin j,

while the row gives the reconstructed g> bin i.

ij 1 2 3 4 5 6 7 8

9

o 1 12 13 14 15 16 17 18

71.62 539 0.70 0.31 0.11 0.03 0.01 0.00
2.5465.14 6.31 0.86 0.42 0.15 0.02 0.01
0.05 3.1962.49 6.53 0.84 0.37 0.10 0.05
0.02 0.09 3.6161.47 7.07 0.79 0.31 0.09
0.01 0.02 0.11 3.6460.77 6.93 0.88 0.29
0.00 0.03 0.05 0.10 3.9861.58 6.81 0.80
0.01 0.01 0.01 0.05 0.14 4.1660.75 6.71
0.00 0.00 0.02 0.01 0.05 0.16 4.1260.04
0.00 0.00 0.01 0.03 0.01 0.05 0.18
0.00 0.01 0.00 0.00 0.02 0.05 0.05
0.00 0.00 0.01 0.00 0.01 0.01 0.04
0.00 0.00 0.00 0.00 0.00 0.01 0.02
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.01 0.00 0.00 0.00 0.00 0.00

NN IS e NN NI R

0.17
0.09
0.03
0.00
0.00
0.00
0.00
0.01
0.00

0.01 0.00
0.01 0.00
0.01 0.02
0.01 0.00
0.08 0.01
0.27 0.08
0.66 0.27
6.70 0.75
4.1260.61 6.64
4.0159.99 6.38
0.20 3.91 59.97 5.84
0.05 0.15
0.03 0.12
0.02 0.03
0.01 0.01
0.00 0.01
0.00 0.00
0.00 0.00

0.00
0.00
0.00
0.01
0.01
0.01
0.04
0.22
0.75

0.00
0.00
0.00
0.01
0.03
0.03
0.02
0.04
0.17
0.62

0.00
0.00
0.00
0.00
0.00
0.00
0.02
0.04
0.03
0.12
0.62
3.90 59.02 5.61 0.46
0.20 3.8259.59 5.15 0.47
0.10 0.23 3.6357.71 5.06 0.34
0.03 0.07 0.18 3.4756.72 4.57 0.17
0.00 0.02 0.03 0.28 2.8254.82 3.66 0.17
0.01 0.00 0.02 0.04 0.21 2.6649.34 2.10
0.00 0.00 0.01 0.01 0.02 0.05 1.9538.30

0.00
0.00
0.01
0.00
0.00
0.00
0.00
0.02
0.03
0.04
0.10

0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.01
0.03
0.01
0.09

0.00
0.00
0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.02
0.04
0.11

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.03
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.05

072012-15



M. ABLIKIM et al.

overall efficiency matrix, we combine the efficiency matri-
ces for each tag mode weighted by its yields shown in
Table I. The diagonal elements of the matrix give the
overall efficiency for D — K~e*v, decays to be recon-
structed in the correct g bin in the recoil of the single D°
tags, while the neighboring off-diagonal elements of the
matrix give the overall efficiency for cross feed between
different ¢* bins. Similarly, Table VIII presents the average
overall efficiency matrix for the D° — 7~e*v, channel.

The number of D — K~(z7)e*v, semileptonic decay
events produced with ¢ filled in the ith ¢> bin is obtained
from

Nbins )
i _ —1 J
N produced — ((—,' )i jN observed?
J

(6.6)

with a statistical error given by

Nhins A

Gstat(NE)roduced) = Z (e_l )?j(ostat(N{)bserved))z’ (67)
J

in which 6 (N, .veq) is the statistical error of N7, ..
The partial width for the ith bin is given by

i
N produced

AF,- - N
TDO Ntag

(6.8)

where 7, is the lifetime of the D° meson and Ny, 1s the
number of the single D° tags.

The numbers of the signal events and g’-dependent
partial widths for D° - K~e*v, and D° — n~e*v, are
summarized in Tables V and VI, respectively, where the
uncertainties are statistical only.

PHYSICAL REVIEW D 92, 072012 (2015)

B. Fitting partial decay rates to extract form factors

To extract the form-factor parameters, we fit the theo-
retical predictions of the rates to the measured partial decay
rates. Taking into account the correlations of the measured
partial decay rates among ¢ bins, the y? to be minimized is
defined as

Nbins J
2 _ 'measured expecte
X = E (AT — AT )
=1

% C;l (Al'*;_neasured _ AF;XPeCted), (69)
where AIMeasured jg the measured partial decay rate in ¢* bin
i, Cl-‘j1 is the inverse of the covariance matrix C;; which
accounts for the correlations between the measured partial
decay rates in different ¢ bins, and Ny, is the number of
g* bins. The expected partial decay rate in the ith ¢ bin is
given by

2

2 2

d Dnax(i GF|V d| - K

arpst — [0 ZEROL i FIFE ) Pl
q

min(i)

(6.10)

where qrznm(i) and qrznax(i> are the lower and higher bounda-

ries of the ¢ bin i, respectively. In the fits, all parameters of
the form-factor parametrizations are left free.

We separate the covariance matrix into two parts, one is
the statistical covariance matrix Cj* and the other is the

Sys

systematic covariance matrix C;;". The statistical covari-

ance matrix is determined by

1 2
Ct = Ze;; € (O(N%erea))- (6.11)
TN tag

a

TABLE VIII. Weighted efficiency matrix ¢;; (in percent) for D" — z=e*v,. The column gives the true ¢> bin j,

while the row gives the reconstructed ¢> bin i.

€ij 1 2 3 4 5 6 8 9 10 11 12 13 14

1 7186 455 057 004 001 0.00 0.00 000 000 000 000 0.00 0.00 0.00
2 1.71 6750 5.18 047 0.03 0.01 0.00 0.00 000 000 001 000 0.00 0.03
3 0.05 211 6778 522 032 0.03 000 001 000 000 000 0.00 0.00 0.00
4 002 007 242 6905 530 025 0.01 000 000 0.00 000 0.00 001 0.00
5 0.00 0.03 0.10 264 69.00 511 026 002 001 0.00 000 0.00 0.00 0.00
6 001 0.02 003 0.14 257 7020 485 0.17 002 0.00 000 0.00 0.00 0.00
7 0.01 002 0.04 0.05 015 267 7101 446 0.13 001 000 0.00 0.00 0.00
8 001 002 0.02 004 010 023 275 7132 438 0.11 000 0.00 0.00 0.00
9 0.01 001 001 003 0.04 0.12 026 270 7075 3.73 0.08 0.01 0.00 0.00
10 0.00 0.00 000 000 003 006 016 029 255 6948 350 0.14 0.02 0.00
11 000 0.00 000 000 0.00 002 0.07 012 032 272 69.08 328 0.03 0.02
12 000 000 000 000 0.00 0.00 0.01 005 019 038 263 6519 3.09 0.01
13 000 000 000 0.00 0.01 000 000 001 001 013 041 249 64.07 28I
14 000 000 000 000 000 0.00 0.01 000 001 002 008 033 229 66.78

072012-16



STUDY OF DYNAMICS OF ...

PHYSICAL REVIEW D 92, 072012 (2015)

TABLE IX. Statistical correlation matrix and relative statistical uncertainty of the measured partial decay rate in

each ¢* bin for D° - K~etw,.

g% bin 1 2 3 4 5 6 7 8 9 10
Correlation p;; 1.000
—0.115 1.000
0.003 -0.146 1.000
—0.003 0.005 -0.159 1.000
—0.001 -0.005 0.007 -0.171 1.000
0.000 -0.001 -0.005 0.011 -=0.172 1.000
0.000 0.000 0.000 -0.004 0.009 -0.175 1.000
0.000 0.000 -0.001 0.000 -0.004 0.010 -0.174 1.000
0.000  0.000 0.000 0.000 0.000 -0.004 0.011 -0.174 1.000
0.000 0.000 0.000 0.000 0.000 -0.001 —0.004 0.010 -0.171 1.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.003 0.008 —0.166
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.002 0.010
0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.003
0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.001 0.000
0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 -0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Statistical uncertainty 1.31% 1.41% 149% 1.60% 1.61% 1.74% 1.77% 190% 197% 2.08%
g* bin 11 12 13 14 15 16 17 18
Correlation p;; 1.000
—0.159 1.000
0.007 -0.154 1.000
—0.002 0.007 -0.146 1.000
0.000 -0.002 0.006 -0.145 1.000
0.000 -0.001 -0.001 0.003 -0.127 1.000
0.000 0.000 -0.001 0.000 0.004 -0.119 1.000
0.000  0.000 0.000 0.000 -0.001 0.006 -—0.098 1.000
Statistical uncertainty 2.20% 2.42% 2.60% 2.95% 3.39% 3.92% 5.11% 9.12%

Tables IX and X give the statistical correlation matrix and
relative statistical uncertainties of the measured partial
decay rates for D - K=e*v, and D° — 7~e*v, decays,
respectively.

Inserting the inverse statistical covariance matrix (C%4t)~!
into Eq. (6.9), replacing the form factor ff(”)(qz) in
Eq. (6.10) with different form-factor parametrizations dis-
cussed in the Sec. II, and fitting to the measured partial decay

rates yields the product of f° f(”) (0) and |V .5(4)| as well as the
parameters of the form factor.

C. Systematic uncertainties in form
factor measurements

1. Systematic covariance matrix

For each source of systematic uncertainty, an Ny;,s X Npins
covariance matrix is estimated. The total systematic covari-
ance matrix is obtained by summing all these matrices.

(1) Number of D° tags—The uncertainties associated

with the number of the single D° tags are fully
correlated across all ¢> bins. The systematic

covariance contributed from the uncertainty in the
number of single D° tags is calculated by

sys 0(Nug)\?
Ci*(Nyg) = ATAT <i> , (6.12)

where (N, )/ Ny, is the relative uncertainty of the
number of the single D° tags.

DO lifetime.—The uncertainty associated with the
lifetime of the D° meson are fully correlated across
all g? bins, so the systematic covariance is calculated
by

2

0 2

TDU

where 6(z;y0) is the uncertainty of the D° lifetime
taken from PDG [6].

Monte Carlo statistics.—The systematic uncertain-
ties and correlations in g2 bins due to the limited size
of the Monte Carlo samples used to determine the
efficiency matrices are calculated by

3
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TABLE X. Statistical correlation matrix and relative statistical uncertainty of the measured partial decay rate in

each ¢* bin for D° - z7e*w,.

g* bin 1 2 3 4 5 6 7 8 9 10
Correlation p;; 1.000
—-0.087 1.000
—0.001 -0.105 1.000
0.000 0.002 -0.110 1.000
0.000 0.000 0.004 -0.114 1.000
0.000 0.000 -0.001 0.004 —0.108 1.000
0.000 0.000 0.000 -0.001 0.003 -0.104 1.000
0.000 0.000 0.000 0.000 -0.001 0.003 -0.099 1.000
0.000 0.000 0.000 0.000 0.000 -0.002 0.002 -—0.098 1.000
0.000 0.000 0.000 0.000 0.000 -0.001 -0.002 0.001 -0.087 1.000
0.000 0.000 0.000 0.000 0.000 0.000 -0.001 —=0.002 0.000 -0.088
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.001 -0.004 -0.003
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.003
0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Statistical uncertainty 4.05% 4.58% 4.93% 4.77% 4.75% 5.07% 5.39% 594% 5.93% 6.80%
g* bin 11 12 13 14
Correlation p;; 1.000
—0.087 1.000
—-0.003 —0.086 1.000
-0.001 -0.002 -0.077 1.000
Statistical uncertainty 7.64% 9.45% 12.96% 13.95%
sys 1 2 a events in each ¢” bin, and assume that they are fully
Cij (MCstat) = <1D0Ntag> ;(N"bse’ved correlated between ¢ bins. The systematic covari-
ance due to this requirement can be obtained by
XNobservedCOV( €iq » ]/jl)) (614)

where the covariance of the inverse efficiency matrix
elements are given by [31]

COV( (1/)” ;}}) = Z(emleazl)[o-z (611)]2(61_[)’161_})1)
ij

(6.15)

Form factor structure—In order to estimate the
systematic uncertainty associated with the form
factor used to generate signal events in the
Monte Carlo simulation, we reweight the signal
Monte Carlo events so that the g spectra agree
with the measured spectra. We then recalculate the
partial decay rates with the new efficiency matrices
which are determined wusing the weighted
Monte Carlo events. The covariance matrix due to
this source is assigned via

C;(F.F.) = 6(Al,)8(AT;), (6.16)
where 5(AT’;) denotes the change in the measured
partial rate in the ith ¢ bin.

E, max cut.—We assign systematic uncertainties of

0.10% due to the E, ,,« requirement on the selected

Q)

)

072012-18

Cii"(Eymax) = 0(AT;)o(AL), (6.17)
where o(Al';) = 0.10% x AT;.

U s fits.—The technique of fitting U, distribu-
tions affects the numbers of signal events observed
in ¢? bins. The covariance matrix due to the U
fits is determined by

1 2
G Ui = ()
tag

E -1 —l
X €ig € ]a

where o5 is the systematic uncertainty of the
number of the signal events observed in the bin «
due to fitting U, distribution, evaluated as de-
scribed in Sec. V CS5.

Tracking and PID efficiencies—The covariance
matrices for the systematic uncertainties associated
with the tracking efficiencies and the particle iden-
tification efficiencies for the charged particles are
obtained in the following way. We first vary the
correction coefficients for tracking (PID) efficiencies
by +10, then remeasure the partial decay rates using
the efficiency matrices obtained from the recorrected

Flt 27 (618)
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TABLE XI. Systematic correlation matrix and relative systematic uncertainty of the measured partial decay rate in
each ¢* bin for D° - K~etw,.
g* bin 1 2 3 4 5 6 7 8 9 10
Correlation p;; 1.000
0.284  1.000
0.356  0.407  1.000
0.350 0.482 0.406 1.000
0.354 0.481 0496 0412 1.000
0.350 0.477 0485 0.499 0.419 1.000
0.353 0.481 0492 0496 0.513 0419 1.000
0.350 0.477 0.488 0.496 0.506 0.509 0426 1.000
0.340 0465 0477 0485 0498 0493 0.506 0414 1.000
0.332 0454 0464 0472 0482 0479 0483 0489 0.388 1.000
0.317 0433 0442 0449 0457 0455 0461 0458 0456 0.345
0.297 0406 0414 0419 0428 0425 0429 0428 0419 0413
0.282 0386 0.395 0400 0409 0407 0411 0410 0404 0.390
0.264 0361 0370 0377 038 0384 0.388 0.388 0.381 0.369
0.222 0304 0312 0317 0325 0323 0326 0326 0.321 0310
0.211 0.288 0.297 0303 0.312 0.310 0314 0.315 0310 0.299
0.170 0233  0.241 0.248 0.256 0.255 0.259 0.259 0.257 0.247
0.120 0.163 0.172 0.180 0.188 0.187 0.191 0.192 0.192 0.183
Systematic uncertainty 1.67% 1.21% 1.20% 1.24% 123% 124% 125% 125% 130% 1.32%
g* bin 11 12 13 14 15 16 17 18
Correlation p;; 1.000
0.291  1.000
0.377 0.246  1.000
0.349 0331 0.214 1.000
0.295 0.273 0.268 0.140  1.000
0.283 0.263 0.253 0.243 0.101 1.000
0.233  0.216  0.208 0.197 0.170 0.063  1.000
0.171  0.157 0.152 0.146 0.122 0.127 0.019 1.000
Systematic uncertainty 1.36% 1.42% 1.50% 1.62% 193% 2.04% 2.78% 4.66%

signal Monte Carlo events. The covariance matrix
due to this source is assigned via

C;7*(Tracking, PID) = §(AIL,)8(AL;),  (6.19)

where 6(AT;) denotes the change in the measured
partial decay rate in the ith g* bin.

FSR recovery—To estimate the systematic covari-
ance matrix associated with the FSR recovery of
the positron momentum, we remeasure the partial
decay rates without the FSR recovery. The covari-
ance matrix due to this source is assigned via

C3*(FSR) = 6(AT,)5(AT), (6.20)

where 6(AT;) denotes the change in the measured
partial decay rate in ith ¢ bin.

Single tag cancelation—We take the systematic
uncertainties associated with single tag cancellation
as 0.12% in each ¢ bin, and assume they are fully
correlated between different ¢> bins.

The total systematic correlation matrix and relative
systematic uncertainties for measurements of the partial
decay rates of the two semileptonic decays of DY —
K etv, and D" — 7 etv, are presented in the
Tables XI and XII, respectively.

2. Systematic uncertainty in measurements
of form factor parameters

To obtain the systematic uncertainty of the parameters of
the form factors obtained from the fits, we add the matrix
elements of the statistical covariance matrix and systematic
covariance matrix together. We then repeat the fits to the
partial decay rates.

The central values of the form factor parameters are
taken from the results obtained by fitting the data with
the combined statistical and systematic covariance matrix
together. The quadrature difference between the uncertain-
ties of the fit parameters obtained from the fits with the
combined covariance matrix and the uncertainties of the fit
parameters obtained from the fits with only the statistical
covariance matrix is taken as the systematic error of the
measured form factor parameter.
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TABLE XII. Systematic correlation matrix and relative systematic uncertainty of the measured partial decay rate
in each ¢? bin for D = 7~ ety,.

g* bin 1 2 3 4 5 6 7 8 9 10
Correlation p;; 1.000
0.271  1.000

0.286  0.200  1.000

0305 0299 0.183 1.000

0.252  0.246  0.220 0.137 1.000

0.276  0.272  0.240 0.263 0.134  1.000

0.200 0.197 0.174 0.187 0.158 0.077 1.000

0.206 0207  0.183 0.197 0.163 0.187 0.048 1.000

0.174 0.176  0.156  0.168 0.140 0.155 0.115 0.031 1.000

0201 0.205 0.181 0.195 0.162 0.182 0.129 0.143 0.043 1.000

0.169 0.173  0.153 0.165 0.138 0.154 0.111 0.119 0.101 0.043

0.132  0.135 0.120 0.129 0.108 0.121 0.088 0.094 0.077 0.093

0.144  0.147  0.130 0.141 0.117 0.133 0.096 0.103 0.089 0.101

0.110  0.107  0.093 0.102 0.086 0.097 0.069 0.074 0.063 0.074
Systematic uncertainty 1.58% 1.47% 1.65% 1.53% 1.85% 1.66% 2.28% 2.09% 242% 2.10%

g* bin 11 12 13 14
Correlation p;; 1.000
0.002  1.000

0.083 —0.020 1.000
0.062 0.047 -0.023 1.000
Systematic uncertainty 2.43% 3.09% 2.98% 4.92%

D. Results of form-factor measurements Figures 8 and 9 show the projections of fits onto f (g?)

After considering the effects of the systematic uncer- for the D — K _e+’{e and D° — 7T—e+_’/e decays, respec-
tainties on the fitted parameters, we finally obtain the  tively. In these two figures, the dots with error bars show
results of these fits to the partial decay rates with each form- the measured values of the form factors, f f(”) (qz), which

factor model. The results of these fits are summarized in are obtained with
Table XIII, where the first errors are statistical and the

second systematic. The fits to the differential decay rates 3
for D° - K~e*v, and D° — n~e*w, are shown in Figs. 6 O = Al 24 (6.21)
and 7, respectively. l Ag; G%p’,ﬁ(”)chs(d)Iz

TABLE XIII. Summary of results of form factor fits to the data.

Single pole model

Decay mode IS”) OV 5] M y1.(GeV /c?) y*/d.of.

DY - K~e*v, 0.7209 & 0.0022 + 0.0035 1.921 £ 0.010 £ 0.007 18.8/16

DY - zety, 0.1475 4 0.0014 £ 0.0005 1.911 £0.012 + 0.004 20.0/12

Modified pole model

Decay mode f’ﬁ”) OV 5| a y*/d.of.

DY —» K=ety, 0.7163 4 0.0024 & 0.0034  0.309 £ 0.020 + 0.013 20.2/16

DY - ze*y, 0.143740.0017 £0.0008  0.279 £ 0.035 £ 0.011 12.6/12
Two-parameter series expansion

Decay mode K= OV 5| r x*/d.o.f.

DY —» K=etv, 0.7172 4 0.0025 £ 0.0035 —2.2286 + 0.0864 4 0.0573 19.6/16

DY - z7ety, 0.143540.0018 +0.0009 —2.0365 + 0.0807 + 0.0257 12.8/12
" Three-parameter series expansion

Decay mode +(”) (0)|V es(al r s y*/d.of.

D —» K=eTv, 0.7195 4 0.0035 4+ 0.0041 —2.3338 +0.1587 + 0.0804 3.4188 4+ 3.9090 +2.4098  19.1/15
DY = z7ety, 0.1420 +0.0024 +0.0010 —1.8432 +0.2212 + 0.0690 —1.3874 + 1.4615 +0.4680 11.9/11

e

072012-20



STUDY OF DYNAMICS OF ...

PHYSICAL REVIEW D 92, 072012 (2015)

100 :
g D’—Ke'v, ] D mety,
- —e— data - 3 [~ —e—data ,71-
3 80 —— Single pole model | —— Single pole model 5
‘>‘> NG e Modified pole model . Modified pole model 2
[0} L --- zseries (2 par.) ] | --- zseries(2par) G h
O] 60 i I series (3 par.
- S N 2 series (3 par.) b o z series (3 par.) ¢
() B 7 s
p L i il i
o 40 .
T 1 1 N
E L i
20 j i - |
0 L ! ‘ ! ] 0 :
0 0.5 1 1.5 2 0 1 2
2, 4
q2 (Gev2/c4) q2 (GeV /C )

FIG. 6 (color online). Differential decay rates for D° —
K~etv, as a function of ¢>. The dots with error bars show
the data and the lines give the best fits to the data with different
form-factor parametrizations.
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FIG. 9 (color online).  Projections on f% (g?) for D° — z~e*w,.
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FIG. 7 (color online).  Differential decay rates for D° — z~e"v,

in different parametrizations

For the single pole model, the fits give

as function of ¢>. The dots with error bars show the data and the MP=K — (1.921 +0.010 £ 0.007) GeV/c? (6.23)
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lines give the best fits to the data with different form-factor
parametrizations. and
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D°—Ke'v,
- e data . for D - K=e*v, and D° — 7~e*tv, decays, respectively.
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With the modified pole model, the fits give

@K = 0310+ 0.020+0.013,  (6.25)
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FIG. 8 (color online).  Projections on fX (¢?) for D* - K~e*w,. aP~" =0.279 £ 0.035 +£0.011 (6.26)
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TABLE XIV. Comparison of measurements of the pole masses
MD—»K and MD—)I[.

pole pole
Experiment MK (Gev/e?) MDT (GeV/c?)
Mark-IT [21] 1.807030 £0.25
E691 [32] 2.105050 £0.20
CLEO [33] 2107090 £0.25

CLEO-II [34]
E687 (Tag) [35]

E687 (Incl) [35]
CLEO-II [36]

2.00+£0.12£0.18
1977933 £0.07
1.877 044 £0.07
1.89 £ 0.05 0%
FOCUS [37] 1.93 +£0.05 £ 0.03 1917045 £0.07
Belle [30] 1.82£0.04 £0.03  1.97 +0.08 & 0.04
BABAR [24,25] 1.884 £0.012 £ 0.015 1.906 + 0.029 + 0.023

1.867 040 £ 0.05

CLEO-c [20] 1.97 £0.03 £ 0.01 1.95 +£0.04 £0.02
CLEO-c [38] 1.97 £0.03 £0.01 1.87 £ 0.03 £ 0.01
This work 1.921 +£0.010 £0.007 1.911 +£0.012 £ 0.004

for D° - K~e*v, and D° — 7~ e*v, decays, respectively.
In the modified pole model (BK parametrization) for the
form factors, afgX is expected to be ~1.75 and afg™ is
expected to be ~1.34 [20]. Our measured values of a”?~X
and aP~” significantly deviate from the values required by
the modified pole model. Table XV presents a comparison
of our measurements of these two parameters with those
previously measured at other experiments and the expected
values from the lattice QCD calculations.

F. Comparison of the measured ff(”) (%)
with LQCD predictions

Figures 10(a) and 10(b) show comparisons between our
measured form factors and those calculated in LQCD [26]
for D - K~e*v, and D° — 7z~ e*v, semileptonic decays,
respectively. From these two figures we find that, although
our measured values of the form factors fX(g?) and f7 (¢?)
are consistent within uncertainties with the LQCD pre-
dictions, our measured values of the form factors signifi-
cantly deviate from the most probable values calculated in
LQCD in the regions above 0.75 and 1.5 GeV?/c* for
D — K=e*v, and D° — 7~ et v, decays, respectively. The

PHYSICAL REVIEW D 92, 072012 (2015)
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FIG. 10 (color online). Comparisons of the measured form
factors (squares with error bars) with the LQCD calculations [26]
(solid lines present the central values, bands present the LQCD
uncertainties).

precision of the measured fX(g?) and f~(¢*) is much
higher than that of the LQCD calculations.

G. Comparison of measurements of fX(0) and /7 (0)

Using the measured ff<”>(0)|Vcs(d)| from the two-
parameter series expansion fits, we obtain

TABLE XV. Comparison of measurements of the shape parameters a”~¥ and ¢~ in the modified pole model.
Theory/experiment aP=k ab=7

LQCD [26] 0.50 £0.04 +0.07 0.44 £0.04 +0.07
LCSR [39] 0.0773% 011754
FOCUS [37] 0.28 £0.08 +0.07

Belle [30] 0.52 £0.08 +0.06 0.10£0.21 £0.10

CLEO-c(281 pb~!) (tagged) [20]
CLEO-c(281 pb™') (untagged) [38]

0.21 £0.05£0.02
0.21 £0.05+£0.03

0.16 £0.10 £ 0.05
0.37 £0.08 £ 0.03

CLEO-c(818 pb~') [23] 0.30 £ 0.03 £0.01 0.21 £0.07 £0.02
BABAR [24,25] 0.377 £0.023 £ 0.029 0.268 £ 0.074 £ 0.059
BESIII (this work) 0.309 £0.020 £ 0.013 0.279 £0.035 £ 0.011
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fLO0)[Ved]

= 0.2001 = 0.0026 + 0.0016,
SEO)Ves]

(6.27)

where the first error is statistical and second systematic.
With the values of |V (4| from the SM constraint fit [6], we
find

f%(0)
f50)

= 0.8649 £ 0.0112 4 0.0073, (6.28)

where the first error is statistical and second systematic.
This measured ratio, /% (0)/%(0) = 0.865 £ 0.013, is in
excellent agreement with the LCSR calculation of
f7(0)/f%(0) = 0.84 +0.04 [40], but the precision is
higher than the LCSR calculation by more than a factor
of 3.

Using the fX(7)(0)|Vgq)| values from the two-
parameter series expansion fits and taking the values of
|V ¢s(a)| from the SM constraint fit [6] as inputs, we obtain
the form factors

FX(0) = 0.7368 £ 0.0026 + 0.0036 (6.29)

and

f7(0) = 0.6372 £ 0.0080 £ 0.0044, (6.30)
where the first errors are statistical and the second
systematic.

Tables XVI and XVII show the comparisons of our
measured form factors with those measured at other
experiments, for which different form-factor parametriza-
tions and values of |Vcs(d>| have been used. Our measure-
ments of these two form factors are consistent within errors
with other measurements, but with a higher precision.

PHYSICAL REVIEW D 92, 072012 (2015)
VIL. EXTRACTION OF |V,| AND |V,
A. Determination of |V | and |V,,|

Using the values for ff(”)(O)\V”(dﬂ from the two-
parameter z-series expansion fits and in conjunction
with fX(0) = 0.747 £ 0.011 £0.015 [41] and f7(0) =
0.666 £ 0.020 + 0.021 [42] calculated in LQCD, we
obtain

|Vl = 0.9601 £+ 0.0033 £ 0.0047 £ 0.0239  (7.1)

and

|V.q| = 0.2155 £ 0.0027 £ 0.0014 + 0.0094,  (7.2)
where the first uncertainties are statistical, the second ones
systematic, and the third ones are due to the theoretical
uncertainties in the form factor calculations.

From the measured ratio of ;%Eg;ll“i“’l‘ given in Eq. (6.27)
2O)Ves

together with the LCSR calculation of f7(0)/fX(0) =
0.84 4+ 0.04 [40], we determine

|Vcd|

= 0.238 £0.004 £ 0.002 £ 0.011, (7.3)

Vel

where the first error is statistical, the second one systematic,
and the third one is from LCSR normalization.

B. Comparison of |V, | and |V ]|

Tables XVIII and XIX give comparisons of our mea-
sured |V, and |V .| with those measured at other experi-
ments. Our measurements of |V | and |V ,| are of higher
precision than previous results from both D meson decays
and W boson decays.

TABLE XVI. Comparison of the form factor fX(0) measured at different experiments.

Experiment 7X(0) Form-factor parametrization

BES-II [17] 0.78 +£0.04 = 0.03 Single pole model

Belle [30] 0.695 + 0.007 £ 0.022 Modified pole model

BABAR [24] 0.727 £ 0.007 £+ 0.005 + 0.007 Single pole model and modified pole model
CLEO-c [23] 0.739 £ 0.007 4 0.005 + 0.000 Three-parameter series expansion

BESIII (this work)

0.7368 £ 0.0026 £ 0.0036

Two-parameter series expansion

TABLE XVII. Comparison of the form factor /% (0) measured at different experiments.

Experiment 1%(0) Form-factor parametrization
BES-II [17] 0.73 £0.14 £ 0.06 Single pole model

Belle [30] 0.624 + 0.020 £ 0.003 Modified pole model

CLEO-c [23] 0.666 + 0.019 £ 0.004 £ 0.003 Three-parameter series expansion
BABAR [25] 0.610 £ 0.020 4 0.005 Three-parameter series expansion
BESIII (this work) 0.6372 + 0.0080 =+ 0.0044 Two-parameter series expansion
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TABLE XVIII. Comparison of |V | measurements.

PHYSICAL REVIEW D 92, 072012 (2015)

Experiment [V s Note
PDG2014 [6] 0.986 + 0.016 Using DY — ¢*u,, D° — K~¢*v, and D — Ko¢*u,
PDG2014 [6] 1.008 £ 0.021 Using D7 — £,

PDG2014 [6]
PDG2014 [6]
PDG2006 [43]
BES-II [17]
CLEO-c [23]
BESIII (this work)

0.953 + 0.008 =+ 0.024
0.97343 £ 0.00015
0.941052 +0.14
1.00 £ 0.05 £ 0.11
0.985 + 0.009 = 0.006 + 0.103
0.9601 + 0.0033 + 0.0047 £ 0.0239

Using D° - K=¢*v, and DT — K%"v,
Global fit in the Standard Model

Using W boson decay

Using D = K~ety,

Using D° - K~e*v, and D — K%,
Using D — K~e*y,

TABLE XIX. Comparison of |V 4| measurements.

Experiment |V edl Note

PDG2014 [6] 0.225 £ 0.008 Using D° - 7=¢*v,, D™ = 2%, and neutrino interactions
PDG2014 [6] 0.220 = 0.006 + 0.010 Using D° — 7= ¢*u, and D* — 20ty

PDG2014 [6] 0.230 £0.011 Using neutrino interactions

PDG2014 [6] 0.22522 £+ 0.00061 Global fit in the Standard Model

CLEO-c [23] 0.234 £+ 0.007 £ 0.002 + 0.025 Using D° — z7e*v, and DT — n%*y,

BESIII [44] 0.2210 % 0.0058 4 0.0047 Using D™ — /,{+l/”

BABAR [25] 0.206 £+ 0.007 4+ 0.009 Using D° = 77e*y,

BESIII (this work) 0.2155 £ 0.0027 £ 0.0014 £ 0.0094

: 0 - ot
Using D” — n7e ",

TABLE XX. Comparison of |V 4|/|V.| measurements.

Experiment [Veal/|V sl Note
PDG2014 [6] 0.228 + 0.009 Using |V,4| = 0.225 + 0.008 and |V,| = 0.986 = 0.016
CLEO-c [23] 0.242 +0.011 +0.004 +0.012 Using D — ze*v, and D — Ke™v,

BESIII (this work) 0.238 4 0.004 £ 0.002 £ 0.011

Using D = 77e*v, and D° - K~e*v,

Table XX gives a comparison of our measured
[V.al/|V.s| with the one measured by CLEO-c [23] and
the world average calculated with |V 4| and |V | given in
PDG2014 [6]. Our measurement of the ratio is in excellent
agreement with the world average.

VIII. SUMMARY

In summary, by analyzing about 2.92 fb~! data collected
at 3.773 GeV with the BESIII detector operated at the
BEPCII collider, the semileptonic decays of D — K~ e*y,
and D° — n~e*v, have been studied. From a total of
2793317 £ 3684 single D° tags, 70727 +278 D° —
K= e*v, and 6297 £87 D° — n~e*v, signal events are
observed in the system recoiling against the single D tags.
These yield the decay branching fractions

B(D° - K=e*v,) = (3.505 £ 0.014 + 0.033)%

and

B(D" - 7e*v,) = (0.295 = 0.004 = 0.003)%.

Using these samples of D° - K~e*v, and D° —
rne'v, decays, we study the form factors as a function
of the squared four-momentum transfer ¢> for these two
decays. By fitting the partial decays rates, we obtain the
parameter values for several different form-factor func-
tions. For the physical interpretation of the shape param-
eters in the single pole and modified pole models, the
values of the parameters obtained from our fits significantly
deviate from those expected by these models. This means
that the data do not support the physical interpretation
of the shape parameter in those models. We choose the
values of fX(0)|V | and f%.(0)|V 4| obtained with the two-
parameter series expansion as our main result. In this case,
we obtain the form factors

ff(O) = 0.7368 4+ 0.0026 + 0.0036
and

f%.(0) = 0.6372 £ 0.0080 =+ 0.0044.
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Furthermore, using the form factors calculated in recent
LQCD calculations [41,42], we obtain the CKM matrix
elements

[V.s| =0.9601 £+ 0.0033 £ 0.0047 + 0.0239
and
|Veq| = 0.2155 £0.0027 £ 0.0014 + 0.0094,

where the errors are dominated by the theoretical uncer-
tainties in the form factor calculations. Our measurement
of the product fX(0)|V.,| =0.7172 & 0.0025 + 0.0035
(f%(0)|V 4| = 0.1435 £ 0.0018 £ 0.0009) is the most pre-
cise to date and would give more precise value of |V |
(|V.q]) with its precision increasing to 0.6% (1.4%) when
the uncertainty of the value of the related form factor
calculated in LQCD can be ignored.

Our measurements of the branching fractions, the form-
factor parameters and the shapes of the form factor
f f(”) (¢?) as a function of ¢* for D* - K=e*v, and D° —
n-eTv, decays are all the most precise to date. These
precise measurements of X (¢?), £~ (¢*), £%(0), f=(0) and
f7(0)/f%(0) are in good agreement with the LQCD
calculations of the form factors and the LCSR calculations
of the ratio of the form factors, but have higher precision
than those calculated in theories based on QCD, and
therefore will allow incisive tests of any future theoretical
calculations.
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