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We study the equation of motion for the Noether current in an electron gas within the framework of the
Schwinger-Keldysh closed-time-path formalism. The equation is shown to be highly nonlinear and
irreversible even for a noninteracting, ideal gas of electrons at nonzero density. We truncate the linearized
equation of motion, written as the Laurent series in Fourier space, so that the resulting expressions are local
in time, both at zero and at small finite temperatures. Furthermore, we show that the one-loop Coulomb
interactions only alter the physical picture quantitatively, while preserving the characteristics of the
dynamics that the electric current exhibits in the absence of interactions. As a result of the composite nature
of the Noether current, composite sound waves are found to be the dominant IR collective excitations at
length scales between the inverse Fermi momentum and the mean free path that would exist in an
interacting electron gas. We also discuss the difference and the transition between the hydrodynamical
regime of an ideal gas, defined in this work, and the hydrodynamical regime in phenomenological
hydrodynamics, which is normally used for the description of interacting gases.
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I. INTRODUCTION AND MOTIVATION

Hydrodynamical description of many-body systems with
collective excitations is a well-established and widely
applied method, which successfully combines microscopic
and phenomenological information about the physical
system. Despite the numerous successes of this mixed
scheme, the systematic, microscopic derivation of the
hydrodynamical equations is not fully understood. Rather
than deriving them directly, one usually calculates transport
coefficients from the microscopic description and uses their
values in the equations of phenomenological hydrodynam-
ics, i.e. the gradient expanded constitutive relations [1–3].
Much recent research has been focused on understanding

hydrodynamics in terms of an effective theory of Goldstone
modes [4–8], including works that proposed ways of
incorporating dissipation into the effective description
[9–12]. However, none of these approaches provides us
with a detailed microscopic view of the origin of the
effective field theory of hydrodynamics. This present work
grew from a desire to bridge this gap and to gain new
insight into the ab initio elements of a hydrodynamic
system, derived directly from a microscopic quantum field
theory, including dissipation. In essence, this paper is one
of the simplest examples of a microscopically derived

effective Schwinger-Keldysh field theory with the structure
of the classical theory explored in [9].
An important simplifying feature of this work is that our

present goal is to understand the role of many-body
correlations that characterize the hydrodynamic flow, inde-
pendently of the interactions among the participating par-
ticles. The suspicion that highly nontrivial correlations might
be present even in the absence of interactions comes from
the simple fact that gauge-invariant (i.e. charge-conserving)
observables are composite operators, and hence the structure
of their connected Green’s functions is richer than for those
of elementary operators. We will argue that similar types of
phenomena are not restricted only to quantum systems but
that they are present also in classical mechanics.
Our main goal in this paper is to find the equation of

motion for the expectation value of the current operator,
hjμi, in an ideal gas of electrons at nonzero density, both at
vanishing and low temperatures. In the absence of any
phenomenological input, the relevant effective theory must
be such that hjμi satisfies its variational equation. It is the
calculation of expectation values that requires us to go
beyond the conventional formalism of quantum field theory
and perform the calculation in the Schwinger-Keldysh
closed-time-path (CTP) formalism [13–17].
The CTP effective action will be calculated within

the spirit of the Landau-Ginzburg double expansion, by
organizing each order of the expansion in powers of the
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amplitude. This expansion gives rise to a Laurent series and
orders the terms in the equation of motion in increasing
powers of the wave vector. This should be compared with
the phenomenological approach to classical hydrodynam-
ics where the equations, expressing the conservation of the
energy-momentum and charges, are also constructed by
using the traditional double expansion [1]. These two
approaches are fully analogous with the exception of three
important differences. Firstly, the equations derived from
microscopic physics are closed without the requirement of
additional thermodynamical considerations. Local equilib-
rium in an infinite, homogeneous system is automatically
ensured so long as the perturbations are weak and slowly
varying. As a result, the usual difficulties of the phenom-
enological approach to zero-temperature hydrodynamics
appear as a problem in performing the Legendre transform
in deriving the effective action. Secondly, a new element
of this approach is the fact that the derivation reveals a
spatial nonlocality induced by the Fermi surface, which is
reflected by the appearance of the negative powers of the
wave vector, 1=jqj, in the Laurent series. Such terms,
generated by loop integrals, are absent in the usual
phenomenological approaches, which are based on the
naïve Taylor series expansion of classical physics, i.e. in ω
and q.1 The third difference concerns the definition
of the hydrodynamical regime. In the phenomenological
approach, the relevant regime is defined at length scales
where the local density, current and thermodynamical
potentials can be defined. In our approach, based solely
on local expectation values, there is a well-defined effective
action, valid at any length scale, well beyond the minimal
length, set by the UV cutoff of the underlying quantum
field theory model. We define the hydrodynamical limit by
the requirement that the equations of motion be local in
time and display integro-differential structure in space.
The transport coefficients, entering into the phenomeno-

logical hydrodynamical equations, can be derived from
quantum field theory by using Kubo’s formulas [3,21,22].
Our generating functional for the connected CTP Green’s
functions of the current, calculated at the quadratic order,
reproduces the usual Kubo formulas. It is then the next step
in our work that goes beyond the traditional treatment of the
electron gas. We perform the functional Legendre trans-
form and calculate the effective action for the current,
which is what produces closed equations of motion without
the need for any thermodynamical input. Even though the
derivation of the standard Kubo formula for electrical
resistivity [21] is the first step in obtaining the dynamical
equation for hjμi, this line of research has not been pursued
in a systematic manner to our knowledge.

The behavior of a Fermi liquid is normally formulated
by Landau’s phenomenological theory [23–25], which is
based on the idea of quasiparticles. However, the charged,
local fields that represent the quasiparticle excitations
around the Fermi surface are not Hermitian physical
observables. This problem is circumvented in Landau’s
argument by carefully constructing the effective dynamics
near local equilibrium in terms of the scattering processes
of the quasiparticles. The complication in deriving such a
theory from microscopic physics in a systematic manner is
the necessity for using nonlocal transition amplitudes,
which are given by the gauge-invariant residues of the
amputated, connected Green’s functions. Instead, we wish
to formulate an effective theory in terms of local observ-
ables to understand how phenomenological equations of
hydrodynamics arise. We must therefore rely on neutral,
composite operators. The obvious choice, the current
jμðxÞ ¼ ψ̄ðxÞγμψðxÞ, makes our effective theory formally
different from Landau’s Fermi liquid theory.
The main observation we wish to present in this work is

that a noninteracting, ideal gas of electrons displays
complicated correlations and dynamics when one analyzes
the behavior of the electric current. It exhibits features that
are usually characteristic of interacting systems, such as the
presence of a sound mode. To better understand the role of
interactions, imagine a calculation of the ac electrical
conductivity in an electron gas. This can be done by
introducing an external plane-wave electric field with the
amplitude E ¼ ðE; 0; 0Þ and then calculating the response
of the system, namely the amplitude of the induced current
j ¼ ðj; 0; 0Þ. Perturbatively, the result has the form

j ¼ e
X∞
m¼1

X∞
n¼0

cmn

�
eE
ϵF

�
m
�
e2

ℏc

�
n

; ð1Þ

expanded in terms of two small parameters, the QED
coupling strength e and the ratio of the external perturba-
tion eE to the Fermi energy ϵF. The double expansion
reflects the double role the electromagnetic interactions
play in this problem; on the one hand, e is the fundamental
interaction among the charges in the gas and on the other
hand, it is the interaction used to diagnose the gas. The key
point is that the dynamics of an out-of-equilibrium gas
behaves differently depending on the order the two inde-
pendent e → 0 and eE=ϵF → 0 limits are taken.
To characterize the gas itself, without the large interfer-

ence of the external probe, one goes into the limit of the
linear-response regime. Namely, one carries out the limit
eE=ϵF → 0 first in such a way that the transport coefficient,
i.e. the conductivity, becomes well defined and finite:

σ ≡ j
E
¼ e2

ϵF

X∞
n¼0

c1n

�
e2

ℏc

�
n

þO
�
eE
ϵF

�
: ð2Þ

1An example of the complexity of hydrodynamics beyond an
analytic Taylor expansion in ω and q, which has been well known
and also arises in the computation of current-current correlation
functions (away from large N) are the so-called “long-time tails,”
which exhibit nonanalytic behavior in ω [3,18–20].
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In this limit, the interactions between the gas and the
observational probe are severely simplified. However, the
interactions among the charges still play an important and
complicated role in determining the coefficients c1n. To
simplify the contribution from the fundamental inter-
actions, one usually considers the unphysical limit in which
the QED interaction becomes extremely weak. The lead-
ing-order result σ=e2 ∼ c10=ϵF is then sufficient for describ-
ing the dynamics of a (nearly) ideal gas in the presence of a
weak external perturbation eE.
Alternatively, one may be interested in the way the

elementary interactions of QED dress the noninteracting,
ideal gas in the presence of external perturbations. This
scenario corresponds to the other order of limits where
e → 0 is performed for finite eE. In this approach, the
external perturbation has to be restricted to an ac form in
order to avoid the instabilities of noninteracting particles
subject to homogeneous external forces. This is the strategy
followed in this paper in which we derive the linearized
equation of motion for the electric current in the presence of
an external perturbation, within the one-loop approxima-
tion in QED. The external source aμðxÞ is fictitious in our
scheme. It is used to drive the electron gas from its
equilibrium state at ti ¼ −∞ to a desired, nontrivial state
at t ¼ 0 when the source is switched off, i.e. aμðxÞ ¼ 0 for
t > 0. The equation of motion, satisfied in the absence of
the source, is therefore well defined so long as it is local in
time. Since it is only possible to find a local equation of
motion for sufficiently slow motion of the gas, we will
restrict our attention to external sources with slow time
dependence.
The nontrivial correlations in a noninteracting, ideal gas

appear due to the redistribution of the energy-momentum
into its noninteracting normal modes, when the dynamics is
diagnosed by composite operators. The initial energy-
momentum is injected into the gas from the external source.
Such a redistribution generates new collective modes with
nontrivial dispersion relations, leading to new composite
soundwaves. Dissipationmanifests itself in the spread of the
flow pattern in space, as a function of time. As a result, this
type of a sound wave is different from both the zero and first
sound modes of the usual Fermi liquid.
There are three major parts of this paper: the discussion

of inertial forces that arise from nonlinear coordinate
transformations, the argument that effective theories have
to be derived within the CTP formalism and the presen-
tation of the dynamics of the electric current.
In Sec. II, we point out that inertial forces show a

surprising similarity with genuine interactions. The equa-
tions of motion become highly involved and lead to
nontrivial dispersion relations for the collective excitations.
For us, the nonlinear transformation of interest in the
electron gas is the field transformation from that of the
electron, ψðxÞ and ψ̄ðxÞ, to the Noether current,
jμðxÞ ¼ ψ̄ðxÞγμψðxÞ.

In Sec. III, we proceed with an introduction of the CTP
formalism. Special emphasis is placed on the structure of
the CTP propagators. Physical phenomena that arise in the
CTP formalism from the coupling between the two time
axes, namely decoherence and irreversibility, are discussed
in Sec. IV. We also discus why decoherence and irrevers-
ibility can be present in harmonic systems.
The CTP scheme is then applied to the electron gas in

Sec. V by working out the effective action for the current at
the quadratic level and by using the one-loop approxima-
tion. The corresponding equations of motion are presented
for longitudinal and transverse components of the current.
Section VI is devoted to the discussion of the infrared,
hydrodynamical limit of the solutions. We first consider the
linearized equations of motion and decoherence in a dense
ideal gas with vanishing temperature. We then couple it to a
heat bath and finally turn on the Coulomb interactions.
Finally, we present our conclusions in Sec. VII. Three

Appendixes include a brief discussion of the linear
response formalism, the structure of the free Schwinger-
Keldysh propagators and the summary of the one-loop
current-current Green’s function calculation.

II. INERTIAL FORCES AND INTERACTIONS

We begin this paper by analyzing the dynamics of
physical systems in which the quantities of interest are
nonlinear combinations of the fundamental degrees of
freedom.

A. Particle dynamics

To examine nonlinear field transformations, consider
first a simple harmonic oscillator:

L ¼ 1

2
m_x2 −

1

2
mω2x2: ð3Þ

We can introduce a nonlinear coordinate y ¼ x2=2, under
which the Lagrangian becomes

L ¼ 1

2

�
m
2y

�
_y2 −

1

2

�
m
2y

�
ω2
yy2; ð4Þ

where ωy ¼ 2ω. The system in Eq. (4), expressed in terms
of y, appears to have a position-dependent effective mass,
mðyÞ ¼ m=2y, a periodically diverging speed and oscil-
lations, which are unable to pass through the point y ¼ 0.
Despite the fact that both systems describe the same
physics, the inertial force exerted by the coordinate-
dependent mass of the oscillator yðtÞ hides the simplicity
of the motion expressed in terms of xðtÞ.
The lesson to be learned at this point is that inertial

forces, arising from a nonlinear change of the coordinates,
may disguise the normal modes of a harmonic system
beyond recognition. Let us suppose that our system,
described by the coordinate x, obeys dynamics described
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by a quadratic action S½x� and that we are interested in the
effective theory of some nonlinear combination of the
original coordinate, y ¼ y½x�. The action S½x½y�� is then
nonlinear and contains terms that make the physical system
appear to behave as an interacting system [26].

B. Classical fields

Let us increase the complexity of the model and consider
a complex scalar field ϕðxÞ, governed by a translationally
invariant quadratic action:

S ¼ ϕ�Lϕþ j�ϕþ ϕ�jþ kΦ: ð5Þ

The products of the type fg denote space-time integrations:

fg≡ 1

c

Z
d4xfðxÞgðxÞ ¼ c

Z
d4q
ð2πÞ4 fð−qÞgðqÞ; ð6Þ

with the Fourier transform defined as2

fðqÞ ¼ 1

c

Z
d4xeiq·xfðxÞ: ð7Þ

The source kðxÞ is coupled to the composite field
ΦðxÞ ¼ ϕ�ðxÞϕðxÞ and the kernel Lði∂μÞ can be a poly-
nomial in space-time derivatives. The normal modes of the
model (5) with j ¼ k ¼ 0 are plane waves with a wave
vector q̄μ ¼ ðω0ðqÞ; qÞ, where Lðq̄μÞ ¼ 0. If we turn on a
source j with four-momentum q̄μ, then all of the energy-
momentum gets absorbed exclusively by the normal mode
q̄μ. The system’s response to an external source j thus
reflects the simplicity of a harmonic system in which each
normal mode remains independently excited. On the other
hand, the energy-momentum injected through the source k,
which is coupled to the composite field Φ, gets transmitted
through the system in a completely different way. It spreads
over all normal modes with the energy-momentum con-
servation being the only restriction. The dispersion relation
of the response is modified in a highly nontrivial manner
compared to the previously excited normal modes
with ω0ðqÞ.
The above statements can also be understood in the

following way: after turning on the source k, we not only
lose the original normal modes but the response of the
system begins displaying correlations among those modes.
It is important to stress that correlations are usually thought
of as the hallmark of genuine interactions. In this language,
we can understand the noninteracting nature of the model
diagnosed by j as the absence of correlations among the
normal modes. In fact, the external source jðqÞ ∼ δðq − pÞ,
which is local in Fourier space, induces a local response,

ϕðqÞ ∼ δðq − pÞ. This is no longer the case when the
source k is used to diagnose the dynamics since kðqÞ ∼
δðq − pÞ induces a response in the whole Fourier space
because the momentum pμ, injected by the source k, is
spread over infinitely many plane wave normal modes of
the k ≠ 0 model.
It is also instructive to compare the time evolution of

ΦðxÞ induced by a wave packet in kðxÞ with the spread of
the wave packet in quantum mechanics. In standard
quantum mechanics, the spatial Fourier transform of the
probability density can be written as

ρðt; pÞ ¼
Z

d3q
ð2πÞ3 e

i
ℏ½EðqÞ−EðpþqÞ�tψ�ðqÞψðpþ qÞ; ð8Þ

where ψðqÞ denotes the Fourier transform of the wave
function at t ¼ 0, assumed to be regular and localized in
Fourier space. The probability density is also localized at
t ¼ 0 and its p dependence displays a convoluted peak. As
time passes, the oscillating phase factor makes this peak
more and more localized in Fourier space, leading to the
spread of the wave packet in position space. The time
reversal, being an antiunitary transformation, leaves the
Schrödinger equation invariant and the spread of the wave
packet results from the choice of the initial condition rather
than the breakdown of time reversal invariance. It is
possible to find initial conditions for the wave function
with a singular phase in Fourier space so that the wave
packet becomes narrower in time.
The field ΦðxÞ, induced in the field theory (5) with j ≠ 0

and k ¼ 0, is given by

Φðt; pÞ ¼ −
X
ab

Z
d3q
ð2πÞ3 e

iωðaÞ
0

ðqÞt−iωðbÞ
0

ðpþqÞt

× ½ResLðωðaÞ
0 ðqÞ; qÞ��½ResLðωðbÞ

0 ðpþ qÞ; pþ qÞ�
× jðωðaÞ

0 ðqÞ; qÞjðωðbÞ
0 ðpþ qÞ; pþ qÞ; ð9Þ

where ResGrðωðaÞ
0 ðqÞ; qÞ is the residue of the retarded

Green’s function and the summation extends over the poles.
The comparison with Eq. (8) indicates that if the source j
has a regular and localized Fourier transform, then the peak
in Φðt; xÞ spreads as the time passes. The interference
among the independent normal modes leads to diffusion-
like processes as in the case of Landau damping [27]. As a
result, the mixing of infinitely many normal modes may
make the effective dynamics of the composite field, ΦðxÞ,
appear to be diffusive.

C. Quantum fields

To continue with our chain of increasingly complex
models, consider a charged scalar quantum field:

2Throughout this work, we will be using the ημν ¼
diagfþ1;−1;−1;−1g sign convention for the Minkowski metric
tensor.
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ϕðxÞ ¼
X
c

Z
d3q
ð2πÞ3 ½Θðω

ðcÞ
0 ÞacðqÞe−iqx

þ Θð−ωðcÞ
0 Þb†cð−qÞe−iqx�q0¼ωðcÞ

0
ðqÞ=c; ð10Þ

where the operators acðqÞ and bcðqÞ annihilate a particle
and an antiparticle, respectively, and the sum is over the
different particle modes of the Lagrangian (5). The non-
interacting nature of an ideal gas is clearly apparent on the
level of the one-particle Green’s functions. The factoriza-
tion of the higher-order Green’s functions of the elementary
field,

G2n ¼ h0jT fϕðx1Þ…ϕðxnÞϕ†ðy1Þ…ϕ†ðynÞgj0i; ð11Þ

according to Wick’s theorem, implies that all connected
Green’s functions with n > 1 vanish. In fact, there are n
elementary excitations contributing to G2n, each of them
controlled by a pair of particle or antiparticle operators
acðqÞa†cðq0Þ or bcðqÞb†cðq0Þ. They can be represented by
propagator lines in the Feynman diagrams and G2n is the
sum over all possible different combinations of the pair-
ings. Since the elementary excitations are noninteracting,
their amplitudes factorize for all the combinations.
The Green’s functions of the composite operator ΦðxÞ,

H2n ¼ h0jT fΦðx1Þ…ΦðxnÞgj0i; ð12Þ

have a much more involved structure. In fact, each
composite operator is made of two elementary excitations
and therefore ΦðxÞ can be paired with two elementary
field lines in a Feynman diagram, as for example in Figs. 1
and 2. In other words, the measurement of ΦðxiÞ generates
two elementary excitations, which have to be removed by
other operators appearing in H2n. The lines drawn between
the composite operator insertions can therefore give rise to
connected diagrams at arbitrary orders. As a result, the
simplicity of the noninteracting, ideal gas becomes com-
pletely disguised by the composite operator analysis.
Even though both the noninteracting and the interacting

system share the property that they support nontrivial
connected composite operator Green’s functions of arbi-
trarily high orders, there is a marked difference between
these Green’s functions. For an ideal gas, they are given by
a single Feynman loop integral. In the presence of inter-
actions, on the other hand, there exists an infinite series of
distinct Feynman diagrams. For an example of a diagram

with added interaction vertices, see Fig. 3. Let us consider a
composite operator that is an Nth-order homogeneous
multinomial of an elementary free field. It is easy to see
that in the noninteracting case its Green’s function with n
legs, corresponding to an n-point function, is given by a
single Feynman diagram with nðN − 2Þ=2þ 1 loops. For
example, all n-point functions for a bilinear operator with
N ¼ 2, as depicted in Fig. 2, are given by one-loop
diagrams. The numerical values of the many-body corre-
lations can therefore be as involved in a noninteracting gas
as in an interacting system. However, the elementary
processes that build up these correlations are far more
complicated in the interacting than in the free case. This is
consistent with the findings of Sec. VI D, where we show
that the Coulomb interaction resummed propagator only
modifies the numerical values of the coefficients in the
linearized equation of motion for the current, compared to
those derived for an ideal gas. We note that our analysis will
neglect the vertex corrections as well as the electron self-
energy, which would qualitatively change the behavior of
the gas. We will discuss these issues in detail below.
To conclude this section, let us consider a particle

described by a complex field ϕðxÞ, which is invariant
under the phase transformations ϕðxÞ → eiθϕðxÞ and
ϕ†ðxÞ → e−iθϕ†ðxÞ. Its interactions can be described by
vertices constructed out of the bilocal field Φðx; yÞ ¼
ϕðxÞϕ†ðyÞ. Furthermore, Φðx; yÞ also generates the field’s
excitations. In a sense, this is a generalization of the ideas
on bosonization because the excitations are controlled by a
bosonic bilocal field, both for bosons and fermions. The
dynamics of such excitations is nonlocal. However, by
adopting the idea of the operator product expansion, it can
be characterized by a set of infinitely many local fields:

Φμ1;…;μn
n ðxÞ ¼ ∂n

∂zμ1…∂zμn
ϕðxþ zÞϕ†ðx − zÞjz¼0: ð13Þ

FIG. 1. An example of a scalar two-point Green’s function ring
diagram for a composite operator.

FIG. 2. An example of a scalar n-point Green’s function ring
diagram, which contains n current insertions of ⊗ along the ring
with propagators connecting the neighboring pairs of the operator
insertions.

FIG. 3. A simple two-point current-current Green’s function
diagram in the presence of interactions.
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One expects that the long wavelength excitations of the
system are generated by the Φn fields with small n. It is
therefore reasonable to look for a simple effective infrared
theory in terms of Φ0. Such effective dynamics may contain
dissipative forces because the excitations that are controlled
by the fields Φn, with higher n, represent an environment
for the long-distance modes. Note that this environment is
well defined even though it has no corresponding direct
product structure in the Fock space.

III. CTP FORMALISM

The standard single-time axis formalism of quantum
field theory, developed for the calculation of transition
amplitudes between pure states, is not sufficient to describe
the time evolution of expectation values. To overcome this
problem, we will use the Schwinger-Keldysh, CTP for-
malism [13] in order to derive the equation of motion for
the expectation value of the Noether current jμ. This
powerful formalism has been applied to numerous calcu-
lations in condensed matter physics as well as in high
energy physics; see e.g. [28,29]. To make the paper self-
contained, we will devote this section and Sec. IV to the
introduction and summary of the relevant CTP techniques
employed in this work.

A. Generating functional

To make our presentation of the CTP techniques as
simple as possible, we will work with a specific example.
We will consider the dynamics of a neutral scalar field ϕðxÞ
during the time interval ti < t < tf, defined by the
Hermitian Hamiltonian density HðxÞ. In standard quantum
field theory (QFT), transition amplitudes between pure
initial and final states are calculated by using the generating
functional

e
i
ℏW½j� ¼ hΨfjT fe− i

ℏ

R
d4x½HðxÞ−jðxÞϕðxÞ�gjΨii: ð14Þ

The source jðxÞ is introduced so that we can generate
n-point Green’s functions and facilitate the perturbation
expansion. In order to compute expectation values and
allow for an evolution to (and from) mixed states, one
generalizes the expression (14) to the trace of the final
density matrix ρf ≡ ρðtfÞ, written in the Heisenberg
representation as

e
i
ℏW½jþ;j−� ¼ Tr½T fe− i

ℏ

R
d4x½HðxÞ−jþðxÞϕðxÞ�gρi

× T �fei
ℏ

R
d4x½HðxÞþj−ðxÞϕðxÞ�g�; ð15Þ

where ρi ≡ ρðtiÞ stands for the density matrix of the initial
state and T � denotes the anti-time ordering. The sources
j�ðxÞ generate observables through functional differentia-
tion, δ=δj�ðxÞ, and are set to the physical value,
jþðxÞ ¼ −j−ðxÞ ¼ jðxÞ, at the end of the calculation.

One can distinguish between the two time axes by
introducing two time variables tþ and t− for the time-
ordered and the anti-time-ordered products, respectively.
Furthermore, it is convenient to define the extended time
ordering T̄ in such a manner that it acts as T on tþ and T �
on t−, while placing each t− after tþ. The result is the
condensed expression

e
i
ℏW½jþ;j−�

¼ Tr½T̄ fei
ℏ

R
d4x½Hðx−Þ−HðxþÞþjþðxþÞϕðxþÞþj−ðx−Þϕðx−Þ�gρi�;

ð16Þ

where ðt; xÞ goes from ðtþ; xÞ to ðt−; xÞ. Moreover, Wick’s
theorem also becomes explicitly available and can be used
in calculations.
The path integral representation of (15) is

e
i
ℏW½jþ;j−� ¼

Z
ϕþðtf;xÞ¼ϕ−ðtf;xÞ

D½ϕþ�D½ϕ−�ρi½ϕþðti; xÞ;

× ϕ−ðti; xÞ�ei
ℏðS½ϕþ�þjþϕþ−S�½ϕ−�þj−ϕ−Þ; ð17Þ

where S½ϕ� is the action, which includes Feynman’s iϵ
prescription. In this paper, we will make use of the notation

e
i
ℏW½ĵ� ¼

Z
D½ϕ̂�ei

ℏS½ϕ̂�þ i
ℏĵ ϕ̂; ð18Þ

where the CTP doublets are ϕ̂ ¼ ðϕþ;ϕ−Þ and
ĵ ¼ ðjþ; j−Þ, and the action is

S½ϕ̂� ¼ S½ϕþ� − S�½ϕ−�: ð19Þ

S� here denotes the complex conjugate of S. The CTP
symmetry

S½ϕ−;ϕþ� ¼ −S�½ϕþ;ϕ−� ð20Þ

plays an important role in restricting the structure of the
Green’s functions and effective actions.
The unitarity of the time evolution, on the level of the

whole system, is expressed by the preservation of the total
probability. This is reflected in the fact that the trace of the
density matrix, (15), calculated for a physical source,
jþ ¼ −j− ¼ j, equals to 1, or equivalently,

W½j;−j� ¼ 0: ð21Þ

Is the CTP scheme simply a trivial generalization of the
usual, single time axis formalism? The generating func-
tional (15) factorizes into the product of the conventional
transition amplitude (14) and its complex conjugate, with
W½j;−j� ¼ W½j� −W�½j�, if the initial state jΨii evolves
under the influence of the given external source into jΨfi at
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the final time. Such a trivial relation between the single and
the double time axes cases is no longer valid when either
the initial state is mixed or we use “nonphysical” sources,
jþ ≠ −j−. In such cases, the CTP scheme covers new,
nontrivial physical phenomena, which could not be
described by (14). The essential point is that in calculating
the expectation values of operators, we always encounter
nonphysical sources, such as

Tr½ϕðxÞρi� ¼
δW½ĵ�
δjþðxÞjjþ¼j−→0

¼ δW½ĵ�
δj−ðxÞjjþ¼j−→0

; ð22Þ

which explains the need for the CTP formalism, as for
instance in the theory of linear response. We will make use
of this feature in the construction of the effective dynamics
for the expectation value of the electric current, described in
Sec. V. As mentioned above, another circumstance that
makes the CTP formalism a necessity is the presence of a
mixed initial state, which happens when the system under
consideration is open due to its coupling to an environment.
In Sec. IV, we will explain that this extension is in fact
essential for effective theories.

B. Propagator

The CTP formalism with its doubling of the degrees of
freedom allows us to set up perturbation expansion for
retarded Green’s functions. They are completely encoded
by the CTP propagator

iDσσ0 ðx; yÞ ¼ Tr½T̄ fϕσðxÞϕσ0 ðyÞgρi�; ð23Þ

defined by the generating functional (18). We will use σ to
denote the CTP indices þ and −. The generalized time
ordering T̄ agrees with the usual one T on the positive time
axis. Therefore, Dþþ is the Feynman propagator:

Tr½T fϕþðxÞϕþðyÞgj0ih0j� ¼ h0jT fϕðxÞϕðyÞgj0i: ð24Þ

The action of T̄ is trivial if the two operators belong to
different time axes, giving us

Tr½T̄ fϕ−ðxÞϕþðyÞgj0ih0j� ¼ Tr½ϕðxÞϕðyÞj0ih0j�
¼ h0jϕðxÞϕðyÞj0i: ð25Þ

Hence, the off-diagonal components of the propagator
are the Wightman functions without time ordering. The
remaining components of Dσσ0 ðx; yÞ can be found by
complex conjugation, leading to the block matrix form

iD̂ðx; yÞ ¼
� hT ½ϕðxÞϕðyÞ�i hϕðyÞϕðxÞi

hϕðxÞϕðyÞi hT ½ϕðyÞϕðxÞ�i�
�
: ð26Þ

The CTP propagators for free bosons and fermions are
given in Appendix B. The CTP identity

T fAðtAÞBðtBÞg þ T �fAðtAÞBðtBÞg
¼ AðtAÞBðtBÞ þ BðtBÞAðtAÞ; ð27Þ

valid for bosonic operators, restricts the propagator to the
standard CTP form

D̂ ¼
�
Dn þ iDi −Df þ iDi

Df þ iDi −Dn þ iDi

�
; ð28Þ

where the functions Dn, Df and Di appearing in the matrix
elements are real. In the bosonic case, the exchange
symmetry ðσ; xÞ ↔ ðσ0; yÞ imposes Dnðx; yÞ ¼ Dnðy; xÞ,
Dfðx; yÞ ¼ −Dfðy; xÞ, and Diðx; yÞ ¼ Diðy; xÞ.
The Fourier transform of the Wightman function,

iD−þðpÞ ¼ Θðp0ÞSðpÞ; ð29Þ

is the spectral function of excitations, which are generated
by ϕðpÞ in a system with translational invariance and
SðpÞ ≥ 0. The relation (29) allows us to express both Df

and Di in terms of the spectral function, which leads to the
spectral condition

DfðpÞ ¼ sgnðp0ÞiDiðpÞ; ð30Þ

and the CTP propagator can thus be specified by only two
real functions,

D̂ðpÞ

¼
�
DnðpÞþsgnðp0ÞDfðpÞ −2Θð−p0ÞDfðpÞ

2Θðp0ÞDfðpÞ −DnðpÞþsgnðp0ÞDfðpÞ

�
;

ð31Þ

where the positive definiteness of the norm imposes the
bound

iΘðp0ÞDfðpÞ > 0: ð32Þ

The inverse of the propagator (28) is given by

D̂−1 ¼ σ̂

�
Δn þ iΔi −Δf þ iΔi

Δf þ iΔi −Δn þ iΔi

�
σ̂; ð33Þ

where σ̂ is a diagonal “metric tensor” of the form
σ̂ ¼ diagð1;−1Þ. Furthermore,

Δr;a ¼ 1=Dr;a; ð34Þ

Δi ¼ −ΔrDiΔa; ð35Þ

where Δnðx;yÞ¼Δnðy;xÞ, Δfðx;yÞ¼−Δfðy;xÞ, Δiðx; yÞ ¼
Δiðy; xÞ, Δr ¼ Δn þ Δf and Δa ¼ Δn − Δf. We also note
that the spectral condition, i.e. Eq. (30), yields
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ΔfðpÞ ¼ sgnðp0ÞiΔiðpÞ: ð36Þ

Even though the preceding remarks apply to interacting
fields, it is instructive to consider free fields in a harmonic
model given by the action

Seff ½ϕ̂� ¼
1

2

Z
d4xðϕþ;ϕ−Þ

�
Δn þ iΔi Δf − iΔi

−Δf − iΔi −Δn þ iΔi

�

×

�
ϕþ

ϕ−

�
: ð37Þ

The external source, introduced in the generating functional
(15), generates a nontrivial expectation value, which can be
obtained from either one of the two time axes:

hϕðxÞi
�
1

1

�
¼ −

Z
d4yD̂ðx; yÞ

�
jðyÞ
−jðyÞ

�
; ð38Þ

showing that Dr ¼ Dn þDf and Da ¼ Dn −Df can be
identified as the retarded and the advanced Green’s
function, respectively. Since these Green’s functions
are real in position space, DnðpÞ ¼ ℜDrðpÞ and
DfðpÞ ¼ iℑDrðpÞ.

IV. COUPLING TO THE ENVIRONMENT

In the above section, we mentioned that the CTP scheme
is important for the analysis of open systems. In this
section, we will address the question of how precisely this
formalism is able to describe the coupling between a
system and its environment.

A. Effective theories

Let us suppose that the states of a closed dynamical
system correspond to the linear space H ¼ Hs ⊗ He,
and that we are interested in the expectation values of
observables acting only on the system factor space Hs,
assuming that the initial state is pure, jΨii ∈ H. It is well
known that the environment, represented by the factor
space He, decouples and that the expectation values
can be obtained within Hs if the state is factorizable,
jΨðtÞi¼jϕðtÞi⊗ jψðtÞi, with jϕðtÞi∈Hs, and jψðtÞi ∈ He.
This scenario is certainly applicable when the initial state is
factorizable and there is no interaction between the system
and its environment. But as soon as the system and the
environment begin to interact in some manner, the factor-
izability of the state vector is lost. The system and the
environment must be in a pure, entangled state; hence, the
expectation values within the system can no longer be
reproduced by pure states in Hs. In this case, the system
state becomes mixed and must be represented by the
reduced density matrix.
The traditional framework to discuss effective dynamics

is based on the single time axis formalism and the

generating functional (14), which is designed to describe
the transition amplitudes between pure states. As a result,
it is very difficult to use such a formalism to describe
mixed states and open systems. An example of such
difficulties is the necessity to perform an involved, partial
resummation of the perturbation series to cancel the
collinear divergences in the effective theory of point
charges [30–33]. This example will be discussed again
below, in Sec. IV D.
Another property of effective theory, which is not

covered by the single time axis formalism, is irreversibility.
This is because the variational equations are conservative.
In the CTP formalism, however, the doubling of the degrees
of freedom allows us the realize irreversibility within
variational equations by coupling the two time axes. We
will further discuss irreversibility in Sec. IV E.

B. Coupling of the time axes in effective theories

The distinguishing feature of the CTP formalism is the
coupling of the two time axes, which was implemented on
the level of a phenomenological effective action for
hydrodynamics in [9]. Such couplings are always present
and the simplicity of the action (19) is misleading as it
does not reflect the fact that the dynamical variables on the
two time axes are correlated at t ¼ tf. In fact, the final
condition ϕþðtf; xÞ ¼ ϕ−ðtf; xÞ does not fix the dynamical
variables as in the single time axes path integral scheme.
Instead, it establishes a correlation among ϕþðtf; xÞ and
ϕ−ðtf; xÞ, leaving the actual value undetermined.
Furthermore, if ϕþ and ϕ− are introduced as two inde-
pendent variables, then the constraint representing the
final-time condition implies a nontrivial coupling between
the time axes at t ¼ tf.
The explicit appearance of the condition ϕþðtf; xÞ ¼

ϕ−ðtf; xÞ in the path integral (17) violates translational
invariance in time. To recover this symmetry, together with
the diagonal structure of the Green’s functions in frequency
space, one can take the limits of ti → −∞ and tf → ∞. One
may expect that the coupling of the time axes, generated at
t ¼ tf, disappears in this limit. However, a more careful
calculation shows that the time axes remain coupled by a
time-translationally invariant, infinitesimally strong cou-
pling [34]. Such a transmutation of the boundary conditions
is actually the origin of the OðϵÞ terms in the quadratic
action of a free particle, given by Eqs. (B3).
In effective theories, the time axes are correlated by

finite couplings. As an example, let us consider the system
of two interacting fields, ϕðxÞ and ψðxÞ, governed by the
action

S½ϕ;ψ � ¼ Ss½ϕ� þ Sse½ϕ;ψ �; ð39Þ

where Sse describes the interaction between the system and
its environment. The CTP generating functional for the
effective theory of ϕðxÞ is
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e
i
ℏW½ĵ� ¼

Z
D½ϕ̂�D½ψ̂ � exp

�
i
ℏ
S½ϕþ;ψþ�

−
i
ℏ
S�½ϕ−;ψ−� þ i

ℏ
ĵ ϕ̂

�
; ð40Þ

where ϕþðtf; xÞ ¼ ϕ−ðtf; xÞ and ψþðtf; xÞ ¼ ψ−ðtf; xÞ.
After integrating out the fields ψ̂ , the bare effective action
can be written in the form of Eq. (18) as

Seff ½ϕ̂� ¼ Ss½ϕþ� − S�s ½ϕ−� þ Sinfl½ϕ̂�; ð41Þ

where the last term on the right-hand side, the influence
functional [35], contains the effective interactions gener-
ated by the environment. It is defined by the expression

e
i
ℏSinfl½ϕ̂� ¼

Z
D½ψ̂ � exp

�
i
ℏ
Sse½ϕþ;ψþ� − i

ℏ
S�se½ϕ−;ψ−�

�
:

ð42Þ

The form (41) of the action does not separate terms that
play different roles in the effective dynamics. To distin-
guish different contributions to the physical properties of
the system, it is more illuminating to write

Sinfl½ϕ̂� ¼ S1½ϕþ� − S�1½ϕ−� þ S2½ϕ̂�; ð43Þ

where S2½ϕþ; 0� ¼ S2½0;ϕ−� ¼ 0. S1 is then the self inter-
action and S2 the entanglement functional. They contain
the contributions from the single and the double time axes,
respectively. Note that the symmetries that act on both
components of the CTP doublet identically and simulta-
neously are preserved by Seff, Sinfl and S2.

C. Perturbative self-energy
and the entanglement functional

The physical origin of the separation of the effective
vertices of the influence functional into S1 and S2 is easiest
to see in the perturbative construction of the effective
dynamics. Let us write the action for ψ as

Sse½ϕ;ψ � ¼
1

2
ψD−1

0 ψ þ Sse;int½ϕ;ψ �: ð44Þ

The perturbative expansion of the influence functional is
then defined by

e
i
ℏSinfl½ϕ̂� ¼ exp

�
i
ℏ

�
Sse

�
ϕþ;

1

i
δ

δJþ

�

−S�se
�
ϕ−;

1

i
δ

δJ−

���
exp

�
i
ℏ
W0½Ĵ�

�
; ð45Þ

where

e
i
ℏW0½Ĵ� ¼

Z
D½ψ̂ �e i

2ℏψ̂D̂
−1
0 ψ̂þ i

ℏĴ ψ̂ ¼ e−
i
2ℏĴD̂0Ĵ ð46Þ

is the free generating functional for the field ψ .
The couplings between the time axes arise from the free

CTP propagator D̂0, given by Eq. (26), which has non-
vanishing off-diagonal blocks. The propagator lines in the
Feynman diagrams, representing the perturbation series
(45), that connect elementary vertices on different time axes
are the ones encoded in these off-diagonal blocks. To find
the physical origin of the off-diagonal propagator compo-
nents, write Eq. (25) as

D−þðx; yÞ ¼
X
n

hnjϕðxÞϕðyÞj0ih0jni

¼
X
n

h0jϕðxÞjnihnjϕðyÞj0i; ð47Þ

where fjnig is a complete set of basis vectors. D−þ thus
receives contributions from one-particle states, which
together contribute to the trace in the generating functional
(14) and the propagator (23) at t ¼ tf. The internal lines of
the Feynman diagrams that connect the time axes therefore
correspond to the excitations of the field ψ at the final time.
The states that contribute to the trace and realize the

couplings between the time axes are on the mass shell
because the Wightman function in Eq. (25) contains no
time ordering. S2 is therefore suppressed in the limit of
tf → ∞ if the excitations of the initial state, involving ψ
particles, have a gap.
The single time axis contributions to the effective action,

S1, describe the type of system-environment interactions
that can be successfully handled by the conventional, single
time axis formalism. Hence, the separation (43) splits the
system-environment interactions into two parts, one that
keeps a pure state pure and another that generates
entanglement.

D. Conservation laws

The separation (43) of the effective interactions is
particularly clear in classical systems where the CTP action
has an infinitesimal imaginary part. The full theory usually
possesses some continuous symmetries, which are realized
in the same manner on each of the two time axes, for
instance external space-time symmetries or internal global
symmetries. Effective vertices in S1 are called conservative
because they correspond to a traditional, single time axis
action and thereby preserve the conservation laws for all
conserved currents of the full theory, derived from the
Noether theorem. The functional S2, which mixes the two
time axes, contains the remaining, nonconserving and
dissipative system-environment interactions, which make
the system open [36].
Such a formal separation of the CTP effective vertices,

based on conservation laws, is less clear in the quantum
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case where the effective action has an imaginary part
and ℑS1 and ℑS2 also contribute to dissipative phenomena.
The system-environment interactions generate two kinds of
dissipative phenomena. Firstly, the finite lifetime of
quasiparticles due to the leakage of the pure quasiparticle
states into the environment, called damping, is expressed
by ℑS1. Secondly, the system-environment entanglement
makes the quasiparticle states in the effective theory mixed
and generates decoherence, which will be discussed in
Sec. IV F. The latter phenomena are encoded by ℑS2.
In the effective theories of charges in QED, the typical

example of the effects described by S1 is vacuum polari-
zation, which is produced by the virtual soft photon content
of charged particles. Virtual intermediate excitations cannot
violate conservation laws in the asymptotic, on-shell states.
The finite energy resolution of observations performed in a
finite amount of time always leaves the on-shell, soft
photon content of charged particle states unresolved and
the realistic charged states, which avoid the collinear
divergences of nondegenerate perturbation expansion, are
defined with a small but finite energy spread. A typical
effective interaction described by S2 is therefore due to real
soft photon contributions to charged particle states.
The cancellation of the collinear divergences of the

nondegenerate perturbation expansion in the effective theory
of point charges, mentioned above, requires us to sum up the
real and the virtual soft photon contributions. This is a very
natural procedure within the CTP formalism, as the former
and the latter are automatically encoded by S1 and S2,
respectively. The same construction in terms of the single
time axis formalism is rather involved but is required to
compute finite transition amplitudes in the effective theory.
It is essential to note that the mixing of fields in S2 breaks

space-time translational symmetries, thereby causing the
physical system on each of the time axes to break energy-
momentum conservation. This is the way an effective
action that encodes the dynamics of only a subset of all
degrees of freedom can describe dissipation, i.e. loss of
energy from the relevant effective degrees of freedom to
those that were integrated out. This fact was used for
example in [9] to write down a classical dissipative action
of a fluid with bulk viscosity.

E. Irreversibility

It is important to distinguish between the loss of time
reversal invariance and the irreversibility of an effective
theory [37]. By assuming that the microscopic dynamics is
time reversal invariant, the only source of time reversal
noninvariant effective interaction is the initial condition of
the environment. The time inversion odd piece of the action
(37) is Δf, which completely determines S2 according to
the spectral condition (36). Therefore the harmonic theory
(37) breaks time reversal invariance if Δf ≠ 0. The form
(B3) of the inverse free scalar propagator shows that an
infinitesimally strong violation of time reversal invariance

is sufficient to produce finite time reversal odd expectation
values, e.g. Df ≠ 0 in Eq. (38).
The amplification of infinitesimally small symmetry

breaking, on the level of the action, to a finite symmetry
breaking by expectation values is the hallmark of sponta-
neous symmetry breaking. Let us again consider a free
field, i.e. in the model (37) with infinitesimal Δf, given by
(B3). Such an amplification takes place for a free field
because of the inversion D̂ ¼ Δ̂−1, with its sole role in the
dynamics being the representation of the initial conditions.
This is no longer the case if Δf assumes a finite value. S2 is
then finite and the dynamics, governed by the equation of
motion Δ̂ ϕ̂ ¼ −ĵ, is open and nonconservative. An envi-
ronment with a sufficiently large capacity for absorbing
energy and a nontrivial spectral weight at vanishing energy
then makes the effective dynamics irreversible [38].
The microscopic realisation of irreversibility is dissipa-

tion, which is the leakage of the system into the environ-
ment. The resulting effect, i.e. damping, is described by
ℑS1 and ℜS2, with the former being responsible for the
finite lifetime of the excitations and the latter contributing
to diffusive forces in the equation of motion derived from
the effective theory. In a classical effective theory, such as
the one considered in [9], the only way to introduce
dissipation is through S2. This is because the imaginary
part of the Lagrangian is infinitesimally small.
The emergence of a complex action in a conventional,

single time axis path integral signals nonunitary time
evolution. However, the unitarity condition, expressed by
Eq. (21), is preserved in the effective theories, which
therefore always preserve the unitarity of the microscopic
theory. Such a global unitarity is maintained by compen-
sating for the leakage of the system state into the environ-
ment, described by ℑS1, with the system-environment
entanglement expressed by S2.

F. Decoherence

Decoherence [39,40] is the suppression of the off-
diagonal density matrix elements and is a basis-dependent
phenomenon. In fact, the density matrix, being Hermitian,
is always diagonal in a suitable basis. Here, we wish to
consider the decoherence of a local operator ΦðxÞ ¼
F½ϕðxÞ�. More precisely, we are interested in the suppres-
sion of the off-diagonal elements of the reduced density
matrix for ΦðxÞ in the field-diagonal basis where the basis
vectors are the eigenvectors of ΦðxÞ. It is convenient to use
the Fourier transform ΦðkÞ rather than the coordinate-
dependent field because the eigenstates of this operator
contribute independently to the suppression in our trun-
cated effective theory.
For the purposes of analysing decoherence, it is useful to

generalize the CTP formalism, which is aimed at comput-
ing the trace of the density matrix, to the open-time-path
(OTP) scheme, which is able to reproduce the full density
matrix. Instead of Eq. (15), one defines the OTP generating
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functional as a matrix element of the density matrix,
identified by the spatial configurations ϕ�

f ðxÞ in the
presence of external sources:

e
i
ℏW½jþ;j−;ϕþ

f ;ϕ
−
f � ¼ ρ½ϕþ;ϕ−; tf�
¼ hϕþ

f jT fe− i
ℏ

R
d4x½HðxÞ−jþðxÞϕðxÞ�gρðtiÞ

× T �fei
ℏ

R
d4x½HðxÞþj−ðxÞϕðxÞ�gjϕ−

f i; ð48Þ

with finite tf. The path integral expression for this func-
tional is

e
i
ℏW½ĵ;ϕ̂f � ¼

Z
ϕ̂fðxÞ¼ϕ̂ðtf;xÞ

D½ϕ̂�ei
ℏS½ϕ̂;ϕ̂f �þ i

ℏĵ ϕ̂; ð49Þ

where the action satisfies the OTP symmetry

S½ϕþ;ϕ−;ϕþ
f ;ϕ

−
f � ¼ −S�½ϕ−;ϕþ;ϕ−

f ;ϕ
þ
f �: ð50Þ

The generating functional for the reduced density matrix
of a composite operator F½ϕðxÞ�, the OTP analog of the
effective theory, is then

e
i
ℏW½jþ;j−;Φþ

f ;Φ
−
f � ¼ hΦþ

f jT fe− i
ℏ

R
d4x½HðxÞ−jþðxÞFðϕðxÞÞ�gρðtiÞ

× T �fei
ℏ

R
d4x½HðxÞþj−ðxÞFðϕðxÞÞ�gjΦ−

f i;
ð51Þ

where the state jΦðxÞi is an eigenstate of F½ϕðxÞ� with an
eigenvalue ΦðxÞ. In the path integral language, the expres-
sion (51) can be written as

e
i
ℏW½ĵ;Φ̂f � ¼

Z
D½ϕ̂�ei

ℏS½ϕ̂�þ i
ℏĵFðϕ̂Þ

Y
x

δðΦ�
f ðxÞ − F½ϕ�ðtf; xÞ�Þ;

ð52Þ

or in terms of an effective action,

e
i
ℏW½ĵ;Φ̂f � ¼

Z
Φ̂ðtf;xÞ¼Φ̂fðxÞ

D½Φ̂�ei
ℏSeff ½Φ̂�þ i

ℏĵF½ϕ̂�: ð53Þ

The effective action in Eq. (53) is given by

Seff ½Φ̂� ¼ −iℏ log
�Z

D½ϕ̂�ei
ℏS½ϕ̂�
Y
x

δðΦ�ðxÞ − F½ϕ�ðxÞ�Þ
�
;

ð54Þ

which has the structure of Eq. (43). If F½ϕðxÞ� does not
determine ϕðxÞ uniquely or if the initial state, described by
ρðtiÞ, is mixed, then the path integral on the right-hand side
of Eq. (54) becomes nontrivial and Sinfl ≠ 0.

Decoherence of F½ϕðxÞ�, i.e. the suppression of the
off-diagonal reduced density matrix elements for the
composite operator, is governed in the OTP formalism
by ℑS2½Φþ;Φ−�. It is a property of the state at each given
instant, which gradually builds up through temporal evo-
lution. Its dynamical origin is consistency [41]. This is the
suppression of the contributions to the density matrix that
correspond to well-separated OTP doublet trajectories,
where ΦþðxÞ − Φ−ðxÞ assumes significant values in large
regions of space-time. Such a buildup of the suppression
can be detected without having access to the full density
matrix. In fact, decoherence must also appear as the
suppression of the CTP doublet trajectories that are well
separated for a significant amount of time. In our calcu-
lation, we will give up the details provided by the access to
the off-diagonal density matrix elements of the OTP
formalism. Instead, we will use the simpler CTP effective
theory and only compute the trace of the density matrix to
analyze decoherence in the electron gas.

G. Generalized fluctuation-dissipation theorem

Quasiparticles are dressed by the conservative inter-
actions and have a finite lifetime if ℑS1 makes the
effective theory irreversible, as explained in Sec. IV E.
Nonconservative interactions make the final state mixed
even if the initial state is pure and ℑS2 generates
decoherence; cf. Sec. IV F. A common element of these
phenomena is that both irreversibility and decoherence
result from the quasidegeneracy of a continuous spectrum.
Such a common origin is actually rooted in a more
fundamental identity of the CTP two-point functions,
which can be considered as a generalization of the
fluctuation-dissipation theorem.
The fluctuation-dissipation relation is usually discussed

in the context of a linear equation of motion. Hence, we
consider a translationally invariant, harmonic effective
action given by Eq. (37) where the quasiparticles are
defined by the single time axis action

S0½ϕ� ¼
1

2

Z
d4xϕðΔn þ iΔiÞϕ: ð55Þ

The entanglement with the environment can described by
the correlation functional

Scorr½ϕ̂� ¼
Z

d4xϕþðΔf − iΔiÞϕ−: ð56Þ

We will use the Keldysh basis [17], ϕ� ¼ ϕ� ϕd=2, in
which

Seff ½ϕ̂� ¼
1

2

Z
d4x½ϕΔaϕd þ ϕdΔrϕþ iϕdΔiϕd�: ð57Þ

We also introduce the parametrization j� ¼ j=2� jp of the
external sources, where jpðxÞ is the physical source. This
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represents the experimental setup in which the system
is driven adiabatically from the perturbative vacuum at
ti ¼ −∞ to a desired initial state at t ¼ 0. The source term
is thus

ĵ ϕ̂ ¼ jϕþ jpϕd; ð58Þ
indicating that the expectation value hϕðxÞi is generated by
the bookkeeping source jðxÞ, which should be set to zero
after the functional derivatives had been taken.
The translationally invariant operators commute and

each CTP block is diagonal in Fourier space, a property
which simplifies the discussion. The common origin of
irreversibility and decoherence in this simple model is the
fact that the eigenvalue ΔiðqÞ plays two different roles in
the effective dynamics. On the one hand, it is the imaginary
part of the inverse Feynman propagator of the action (55)
and as such it describes the inverse lifetime of the plane
wave q:

ΔiðqÞ ¼ 1=τðqÞ: ð59Þ
It serves as a measure of strength of the breakdown of time
reversal invariance. Note that ΔiðqÞ ≥ 0 as a result of the
positive definiteness of the norm in the effective theory;
cf. Eq. (32). On the other hand, ΔiðqÞ enters into the
imaginary part of the double time axis action and

jei
ℏS2½ϕ̂�j ¼ exp

�
−
1

2

Z
d4q
ð2πÞ4 Δ

iðqÞjϕdðqÞj2
�
; ð60Þ

indicating that the off-diagonal matrix elements of the
density matrix are exponentially suppressed in ϕd ¼ ϕþ −
ϕ− and that the width of the corresponding Gaussian is
1=ΔiðqÞ. In other words, τðqÞ is a measure of the
contribution of the plane waves to decoherence. It is
worthwhile noting that a lesson of Eq. (36) is that both
decoherence and time reversal invariance arise when the
time-translationally invariant couplings of the two time
axes have a finite strength.
The coupling between the time axes, Δf, may be local in

time. However, the decoherence of the state builds up in
time in a nonlocal manner. In fact, sgnðωÞ, which appears
in Eq. (36), contains slow time dependence,Z

dω
2π

e−iωtsgnðωÞ ¼ −P
i
πt

; ð61Þ

if the integration is carried out over t. We use P to denote
the principal value of the integral.
What happens in an interacting system? The form (31) of

the two-point function, which is also valid for interacting,
composite operators, shows that the imaginary parts of the
diagonal and off-diagonal blocks are given by the same real
function, i.e. the far field component. The structure of the
action (37) of our simple harmonic model therefore also
remains present in the quadratic part of any effective action
for interacting theories. As a result, irreversibility and
decoherence have a common origin as far as small
fluctuations around a stable state are concerned.
The double role of Δi, discussed above, can be consid-

ered as an extension of the fluctuation-dissipation theorem.
On the one hand, ΔiðpÞ is the imaginary part of the inverse
Feynman propagator of the action (55). Furthermore, it also
provides the imaginary part to the inverse retarded Green’s
function, ΔfðpÞ ¼ sgnðp0ÞΔiðpÞ, and thus controls the
“leakage” of the quasiparticle states towards the environ-
ment, which is an elementary dissipative process. On the
other hand, Δ−þðpÞ ¼ 2Θðp0ÞΔiðpÞ is the quadratic form
of S2 and therefore represents the interactions with the
environment, which are the origin of fluctuations. Such a
relation between fluctuations and dissipation holds even in
the absence of thermodynamical reservoirs so long as the
linearized equation of motion is reliable, i.e. the system is
in a state that is resilient against microscopic fluctuations.

V. THE ELECTRIC CURRENT
IN AN ELECTRON GAS

We are now ready to begin analyzing the dynamical
properties of the electric current in an electron gas by using
the full CTP machinery introduced above. The relevant
theory of the microscopic physics of electrons and photons
is quantum electrodynamics (QED). Our goal will be the
derivation of the effective action for the Noether current jμ

in the quadratic and one-loop approximations of QED at
finite density and temperature.

A. Effective theory for the current

We begin by introducing the microscopic theory of QED,
which we will use to compute the Green’s functions for the
current, sourced by aμ, as well as the electromagnetic field,
sourced by jμ. The relevant generating functional is

e
i
ℏW½â;ĵ� ¼

Z
D½ψ̂ �D½ ˆ̄ψ �D½Â� exp

�
i
ℏ

Z
d4x

�
ˆ̄ψ

�
F̂−1 þ â −

e
c
σ̂ Â

�
ψ̂ þ 1

2
ÂD̂−1

0 Âþ ĵ Â

��
: ð62Þ

The free photon propagator is

D̂μν
0 ðpÞ ¼ −D̂ðp; 0ÞTμν; ð63Þ
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with Tμν ¼ gμν − ∂μ∂ν=□, and the free electron propagator is

F̂ðpÞ ¼
�
pþmc

ℏ

��
D̂ðp;mÞ þ 2πiδ

�
p2 −

m2c2

ℏ2

�
nðpÞ

�
1 −1
−1 1

��
; ð64Þ

where

D̂ðp;m2Þ ¼

0
B@

1

p2−m2c2

ℏ2
þiϵ

−2πiδðp2 − m2c2

ℏ2 ÞΘð−p0Þ
−2πiδðp2 − m2c2

ℏ2 ÞΘðp0Þ − 1

p2−m2c2

ℏ2
−iϵ

1
CA: ð65Þ

The occupation number density nðpÞ is given by the
expression

nðpÞ ¼ Θðp0Þ
eβðϵp−μÞ þ 1

þ Θð−p0Þ
eβðϵpþμÞ þ 1

; ð66Þ

in terms of the single particle energy,
ϵp ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2c2 þ ℏ2p2

p
, and the chemical potential μ. The

UV divergences are the same as in the single time axis case,
but special care is required to ensure that the composite
operator Green’s functions are finite. The similarity be-
tween the current-current two-point function in the case of
QED with noninteracting electrons and the one-loop
photon polarization tensor in the standard interacting
QED implies that we require an Oðe0Þ counterterm even
for the ideal gas [42].
The functional W½â; ĵ� can be used to construct the

effective action through a functional Legendre transform:

W½â; ĵ� ¼ Γ½Ĵ; Â� þ â Ĵþĵ Â; ð67Þ

where the new variables

Ĵ ¼ δW½â; ĵ�
δâ

; Â ¼ δW½â; ĵ�
δĵ

; ð68Þ

are the expectation values

JμðxÞ≡ hjμðxÞi ¼ Tr½ρψ̄ðxÞγμψðxÞ�;
AμðxÞ ¼ Tr½ρAμðxÞ�;

ð69Þ

for â ¼ ĵ ¼ 0.
In what is to follow, we will make use of the para-

metrization

a� ¼ ā
2
� a; ð70Þ

for the sources. The function a represents a source that can
be adjusted by a suitably chosen physical environment and
leads to unitary time evolution; cf. Eq. (21). The other

component, ā, is only used as a formal bookkeeping device.
The Legendre transform of a real, convex function can be
defined either geometrically or algebraically. We follow the
latter route and use Eqs. (67) and (68) to define the effective
action, a complex functional, in an algebraic manner. The
inverse Legendre transform is based on the variables

â ¼ −
δΓ½Ĵ; Â�

δĴ
; ĵ ¼ −

δΓ½Ĵ; Â�
δÂ

: ð71Þ

Hence, the variational equations of the effective action are
satisfied by the expectation values, which are obtained by
setting the external sources to zero.
We are interested in the effective current dynamics and

the corresponding effective action Γ½Ĵ�, which can be
obtained by eliminating Â from Γ½Ĵ; Â� by making use
of the second equation in (71). The effective action is real in
the physical case, jþ ¼ −j−, aþ ¼ −a−; therefore, it is
sufficient to retain only the real part,ℜΓ, of the equation of
motion.
We write the external source coupling as

â Ĵ ¼ āJ þ aJd; ð72Þ

which yields

J ¼ δW
δā

¼ 1

2
ðJþ þ J−Þ; Jd ¼ δW

δa
¼ Jþ − J−; ð73Þ

showing that J is the current expectation value and Jd ¼ 0
in the physical case with ā ¼ 0.
To find the linearized equation of motion, we need the

quadratic parts of W and Γ, which will be calculated by
expanding in ℏ and keeping the first two orders. We start by
integrating out the electron field:

e
i
ℏW½â;ĵ� ¼

Z
D½Â� exp

�Z
d4x

�
Tr½F̂−1 þ â −

e
c
σ̂ Â�

þ i
2iℏ

ÂD̂−1
0 Âþ i

ℏ
ĵ Â

��
ð74Þ
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and keeping the Oðℏ0â2Þ terms, giving us

e
i
ℏW½â;ĵ� ¼

Z
D½Â� exp

�Z
d4x

�
−

i
2ℏ

â Ĝ â

þ i
ℏ
k̂ Âþ i

2iℏ
ÂD̂−1Â

��
: ð75Þ

The inverse of D̂,

D̂−1 ¼ D̂−1
0 −

e2

c2
σ̂ Ĝ σ; ð76Þ

and the source

k̂ ¼ ĵþ e
c
σ̂ Ĝ â ð77Þ

are given in terms of the one-loop current-current Green’s
function, represented diagrammatically in Fig. 4:

Gσ1σ2
μ1μ2ðx1; x2Þ ¼ −iℏtr½F̂σ1σ2ðx1; x2Þγμ2F̂σ2σ1ðx2; x1Þγμ1 �:

ð78Þ
The presence of a neutralizing, homogeneous background
charge was assumed in Eq. (77) to avoid divergent tadpole
contributions. The Gaussian integral (75) yields

W½â; ĵ� ¼ −
1

2
â Ĝ â−

e
c
ĵD̂0σĜ â

−
1

2
ĵ

�
D̂0 þ

e2

c2
D̂0σ̂ Ĝ σ̂ D̂0

�
ĵ; ð79Þ

at the quadratic order in the sources.
Although the orders of the expansion ofW½â; ĵ� in ℏ and

in the number of loops correspond to each other in standard
QFT calculations, this is no longer the case when the
effective action is considered. The reason is that the
variables of the effective action have different orders in

ℏ, Ĵ ¼ OðℏÞ and Â ¼ Oðℏ0Þ, as opposed to the variables of
W, â ¼ Oðℏ0Þ, ĵ ¼ Oðℏ0Þ. The Legendre transform (67)
therefore gives

Γ½Ĵ; Â� ¼ 1

2
ĴĜ−1Ĵ þ 1

2
ÂD̂−1

0 Â − eÂ σ̂ Ĵ ð80Þ

for the next-to-leading order, OðℏÞ effective action.
Maxwell’s equation,

Â ¼ eD̂0σĴ; ð81Þ

can be used to eliminate the photon field so that we obtain
an effective action

Γ½Ĵ� ¼ 1

2
Ĵ L̂ Ĵ; ð82Þ

with the Schwinger-Dyson re-summed propagator, repre-
sented in Fig. 5, giving us

L̂ ¼ Ĝ−1 −
e2

c2
σ̂D̂0σ̂: ð83Þ

The calculation of Ĝ is summarized in Appendix C.

B. Equation of motion

All bosonic two-point functions, including Ĝ, have the
same CTP matrix structure as Eq. (28). This allows us to
define the retarded and advanced parts of the linearized
equation of motion for the current:

Lr;a ¼ ðGr;aÞ−1 − e2

c2
Dr;a

0 ; ð84Þ

where Dr;a
0 are given by Eqs. (C41) and (C6), respectively.

The effective action, expressed in terms of the near
and the far components of L, Ln ¼ ðLr þ LaÞ and
Lf ¼ ðLr − LaÞ, is

Γ½Jþ; J−� ¼ 1

2
ðJþ; J−Þ

�
−iðLn − LfÞ2 þ Ln iðLn − LfÞ2 þ Lf

iðLn − LfÞ2 − Ln −iðLn − LfÞ2 − Ln

��
Jþ

J−

�
ð85Þ

FIG. 5. Current-current two-point Green’s function with the
Schwinger-Dyson resummed propagator.

FIG. 4. Current-current two-point Green’s function diagram in
QED.
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[cf. Eq. (33)], which results in

Γ½J; Jd� ¼ −
i
2
JdLrLaJd þ 1

2
JdLrJ þ 1

2
JLaJd; ð86Þ

when expressed in terms of the Keldysh basis, i.e. Eq. (73).
The form of (85) shows that ℜS2 and ℑS2 are given by
the kernels Lf and ðLn − LfÞ2, respectively. The form (86)
of the effective action then reveals that ℑΓ governs
decoherence. On the other hand, the equation of motion
for the physical expectation value J, for which ā ¼ 0, i.e.
the variational equation for Jd at Jd ¼ 0,

a ¼ −LrJ; ð87Þ

arises from ℜΓ. We note that an effective action with the
structure of this type, i.e. mixing Jþ and J−, was used in [9]
to describe a classical dissipative fluid.
The Legendre transform of the effective action (82),

W½a� ¼ −
1

2
â L̂ â; ð88Þ

is the generator functional of the connected Green’s
functions for the current after the resummation of the ring
diagrams with photon line insertions. The corresponding,
improved Kubo formula for the induced current,

J ¼ −ðLrÞ−1a ð89Þ

[cf. Eq. (A14)] corresponds to the inversion of the equation
of motion (87). In other words, the equation of motion,
used in this paper, could have been obtained from the
traditional Kubo formulas for the electric current after the
resummation of the ring diagrams and an inversion, which
expresses the external source as the function of the induced
response. For a review of the linear response formalism and
its connection to the CTP formalism, see Appendix A.
The nonrelativistic limit c → ∞ has been well under-

stood in QED, where the minimal coupling is given by the
term −ejμAμ=c in the Lagrangian. The source term that
generates the electric current, jμaμ, is not suppressed by c.
The higher-than-quadratic order terms in W, in the source
aμ, therefore represent correlations, which come from
relativistic effects in QED. In other words, the nonrelativ-
istic mechanical equation of motion for the electric current
of the noninteracting Dirac sea can contain relativistic
terms in the presence of an external electromagnetic field.
At the leading order, i.e. the quadratic level of the
generating functional, studied in this work, there are no
such unusual mixing terms.
We can now use the nonrelativistic retarded Green’s

functions (C41) and the three-dimensional parametrizations
aμ ¼ ðϕ=c; aÞ and Jμ ¼ ðρc; jÞ to find the equation of
motion in Fourier space for the mode qμ ¼ ðω=c; qÞ:

�
ϕ=c

a

�
¼ −

1

c

�
1

c
Ll

�
1 nξ

nξ ξ2L

�
þ cLt

�
0 0

0 T

��

×

�
cρ

−j
�
; ð90Þ

where the overall factor of 1=c on the right-hand side is due
to the definition (6) of the scalar product in Fourier space
and ξ ¼ ω=cjqj. We are also using n ¼ q=jqj, L ¼ n ⊗ n
and T ¼ 1 − L, or in terms of the index notation,
Lij ¼ ninj. We decomposed the above expression in terms
of the longitudinal

Ll ¼ 1

Gr
l
−
e2

c
Dr

0 ð91Þ

and the transverse part

Lt ¼
1

Gt T: ð92Þ

Finally, we are in a position to derive the desired non-
relativistic equations of motion:

ϕ ¼ −Llρ; a ¼ Lt j: ð93Þ

It is worth noting that the second equation indicates that the
external source in a nonrelativistic gas should be in the
Coulomb gauge, ∇ · a ¼ 0.

VI. HYDRODYNAMICAL LIMIT

The question we wish to address in this section is
whether local equilibrium can be formed in the presence
of weak, slowly changing external sources, in space-time,
leading to hydrodynamic behavior of the electron gas at
nonzero density, even in the absence of interactions.
Somewhat counterintuitively, we wish to argue that this
is indeed possible. While local equilibrium is assumed in
the usual phenomenological approach to hydrodynamics, it
is our goal to understand its emergence through a detailed
derivation of an effective theory. We hope that such
calculations may reveal new microscopic insights into
hydrodynamics. To define our terminology more precisely,
we consider the system to be in local equilibrium when the
following two conditions are satisfied:

(I) The equations of motion are local in time and
contain a finitely ranged smearing in space. While
the equations of motion of an interacting systemmay
be local in space-time, such a smearing is necessary
in an ideal gas due to the absence of elementary
relaxation processes.

(II) The retarded Green’s functions, describing the
solution of the linearized equation of motion, display
damped time dependence, leading to relaxation.
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In order to satisfy condition I, we have to restrict our
attention to phenomena with sufficiently slow dependence
on the space-time coordinates. To ensure local response, the
external perturbations should therefore remain slow com-
pared to the characteristic velocity. However, determining
the precise temporal resolution for the “hydrodynamical”
processes to be observable can be rather complicated in an
ideal gas with no interactions. In the traditional phenom-
enological approach, developed for interacting systems,
one assumes the analyticity of the dynamics in the infrared
region, i.e. in a small vicinity of the point ω ¼ 0, q ¼ 0 in
Fourier space. This renders the determination of the
allowed space-time resolution in a hydrodynamic regime
straightforward. Although the conservation laws tend to
generate slow, long-range modes, the interactions generate
a finite lifetime τ0 for quasiparticles. This lifetime acts as an
infrared cutoff for the frequency and makes the dynamics
local for ω ≪ 1=τ0 and jqj ≪ 1=rmfp, where vF ¼ ℏkF=m
and rmfp ¼ vFτ0 denote the Fermi velocity and the mean
free path, respectively. The absence of elementary (micro-
scopic) relaxation processes in an ideal gas, i.e. as τ0 → ∞,
forces us to look for other sources of smearing mechanisms
to establish local dynamics.
It is shown in Appendix C that the response to the

external field can be conveniently expressed in our case in
terms of two dimensionless variables:

x ¼ mω

ℏjqjkF
and y ¼ jqj

kF
: ð94Þ

The singularities of the linearized, one-loop dynamics of
the ideal gas then arise at the threshold of the particle-hole
excitations, i.e. at the border of the domain,

Dhydr ¼ fðy; xÞj∥xj − y=2j < 1g; ð95Þ

on the ðy; xÞ plane. We claim that in order for the current to
display hydrodynamiclike behavior, ω and q must be
restricted to Dhydr, where the functions (C20) and (C23)
are analytic. More precisely, the dynamics will be most
closely analogous to the usual hydrodynamics when y ≪ 1
and jxj < 1, having used Eq. (95). The resulting Laurent
series for hjμi in the magnitude of the wave vector, jqj,
starts with a nonzero, negative power of jqj. The situation
here is therefore significantly different compared to the
traditional phenomenological expansion, where hjμi is
given by a Taylor series in ω and q. This explains the
appearance of the factor 1=jqj in the equations of motion,
announced in the introduction.
Such a hydrodynamical regime is more restricted than

that of the interacting systems, described by phenomeno-
logical hydrodynamics, where the analyticity of ω and q
allows us to consider the two limits ω → 0 and q → 0,
independently. In the absence of interactions, the IR limit
depends on the ratio of ω and jqj, as the point ω ¼ q ¼ 0 is

approached on the ðy; xÞ plane. To understand the physical
meaning of the restriction imposed by Dhydr, note that
x ¼ vph=vF, with vph ¼ ω=jqj, is the ratio of the phase
velocity of the external probe to the Fermi velocity. As
argued above, the external perturbations should remain
slow compared to the characteristic velocity, thus giving us
a restriction on the size of x. As soon as interactions are
turned on, the quasiparticles acquire finite lifetime, which
then acts as an IR cutoff and begins screening the 1=jqj
singularities. More precisely, it is the imaginary part of the
self-energy at the Fermi surface, correcting the loop
integrals (C13), that makes the Green’s functions analytic
in qμ. The traditional phenomenological approaches for
interacting systems, which rely on the analyticity in qμ,
therefore correctly assume that the hydrodynamical regime
extends to arbitrarily large values of jxj.
We will see that the above considerations also make

condition II satisfied for the discussed ranges of x and y.
Details will be presented in the sections below.

A. Spectral function at zero temperature

The simplest insight into the response of the dynamics to
an external perturbation is provided by the spectral weight
of the excitations, given in our case by

iG−þ
μν ðqÞ ¼ h0jjμð−qÞjνðqÞj0i: ð96Þ

This correlator can be recovered from the imaginary part of
the retarded Green’s function in momentum space, i.e. the
far field component. A more detailed view of the response
is provided by the identification of the collective modes.
The dispersion relation of the collective modes, ωðqÞ, of a
harmonic system is easiest to define by the use of the
residue theorem, if the inverse retarded Green’s function is
an analytic function on the complex frequency plane.
The dispersion relations are then defined by the zeros of
the inverse retarded Green’s function, ½Grðω; qÞ�−1 ¼ 0,
and the real and the imaginary parts of ω0ðqÞ give the
frequency and the inverse lifetime, respectively. A sim-
plification of this prescription occurs when the frequency
dependence of ½Grðω; qÞ�−1 is linear and jℑωðqÞj ≪
jℜωðqÞj. The approximate normal mode dispersion relation
is then given by the vanishing ofℜ½Grðω; qÞ�−1 ¼ 0 and the
inverse lifetime can be approximated by evaluating
ℑ½Grðω; qÞ�−1 on the dispersion relation.
It is important to note that our spectral function is not

analytic on the entire complex frequency plane at T ¼ 0
[cf. Eq. (C22)]; hence, the residue theorem-based argu-
ments, mentioned above, do not apply. One can presumably
recover analyticity at nonzero temperature; however, the
nonanalytic part of the Green’s function is still present in
the low-temperature expansion. The picture becomes
clearer if we restrict our attention to a sufficiently small
region near x ¼ y ¼ 0, where we do indeed recover
analyticity and are able to find well-defined collective
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modes. This feature explains the universal importance of
collective modes for the hydrodynamical description, as
they can be introduced in the IR even if they become ill
defined at shorter time and length scales.
The abundance of particle-hole states can be estimated

by the spectral weight (96), given by theþ− components of
the propagators in Eq. (C3) and presented in a more
detailed way in Eq. (C22). We depict the longitudinal
and transverse spectral functions, −ℑT þ− and −ℑSþ−,
respectively, in Figs. 6 and 7. The numerical results are
presented at metal density with kF ¼ 108 cm−1, in units of
λc ¼ ℏ=mc ¼ 1. The spectral weight at y ∼ 0 is propor-
tional to x and drops rapidly to zero for jxj ¼ 1 −OðyÞ. For
y ≫ 1, the Fermi sphere is negligible and the holes carry
negligible energy-momentum. Hence, the particle-hole
excitations, both in the longitudinal and in the transverse
sectors, obey approximately the same dispersion relation of
a free particle and spread over the interval 2jxj − 1 <
y < 2jxj þ 1, for jxj ≫ 1.

However, the spectral weights in the longitudinal and the
transverse sectors are markedly different. The majority of
the longitudinal modes are present at long wavelengths and
their number diminishes at shorter wavelengths. On the
other hand, the transverse excitations are more common at
short wavelengths. Of course, these are relative statements,
as the longitudinal spectral weight is several orders of
magnitude larger than the transverse one in the kinematical
regime of interest.

B. Excitations at zero temperature

We begin a more detailed analysis of the current
dynamics by first considering an ideal gas with e ¼ 0
at zero temperature, T ¼ 0. The retarded Green’s
function and its inverse can be presented in the hydrody-
namical limit, discussed above, by the Laurent expansion
in Fourier space. The longitudinal retarded Green’s
function
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FIG. 7 (color online). Plots of the longitudinal and transverse spectral functions, shown as functions of −ω=kF, in units ofm ¼ 1. The
curves with different colors represent spectral functions at different dimensionless momenta y ¼ jqj=kF. In both plots the colors range
from black (y ¼ 1) to progressively lighter blue colors (up to y ¼ 9) in steps of 1. (a) The longitudinal component −ℑT þ−ðω; jqjÞ.
(b) The transverse component −ℑSþ−ðω; jqjÞ.

FIG. 6 (color online). Plots of the longitudinal and transverse spectral functions, shown over the ðy;−xÞ plane, in units of m ¼ 1.
(a) The longitudinal component −ℑT þ−ðx; yÞ, with values between 0 and 10−3. (b) The transverse component−ℑSþ−ðx; yÞ, with values
between 0 and 4 × 10−8.
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Gr
l ¼ kFm

π2ℏ2
~Gl ð97Þ

is given by the dimensionless function ~Gr
l, which assumes

the following form in the IR limit:

~Gl ¼
X∞
j;k¼0

al;j;k;0ðixÞjy2k: ð98Þ

The first few coefficients of the series are given in Table I,
with the actual order of the truncation of the series to be
justified later; cf. the discussion after Eq. (118). The inverse
Green’s function can be written as

½Gr
l�−1 ¼

π2ℏ2

kFm
~Hl ð99Þ

and contains the dimensionless function

~Hl ¼
X∞
j;k¼0

bl;j;k;0ðixÞjy2k: ð100Þ

The expansion coefficients bl;j;k;0 are listed in Table II.
As discussed in Sec. VI A, the real part of ωðqÞ at which

the inverse Green’s function vanishes gives the dispersion

relation of the collective mode. We therefore need to look
for ~Hl ¼ 0. What we find is a strongly damped sound
wave, propagating with velocity

vð0Þs ¼ lim
q→0

ωlðqÞ
jqj ¼ vF

ffiffiffiffiffiffiffiffiffiffiffiffiffi
bl;0;0;0
bl;2;0;0

s
≈ 0.83vF: ð101Þ

Figure 8 shows the exact longitudinal dispersion relation
xlðqÞ ¼ mωlðqÞ=jqjkF, which was found numerically by
plotting the line ℜx½Gr

l�−1 ¼ 0 for the full retarded Green’s
function, given by Eqs. (C19), (C21) and (C41). The
analytical form of Eqs. (98) reproduces the inverse of
the full Green’s function very accurately, given by
Eqs. (C19) and (C22), along with the sound wave
dispersion relation for y ≪ 1. Note that the sound wave
is within the hydrodynamical regime due to the fact
that bl;0;0;0=bl;2;0;0 < 1.
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FIG. 8 (color online). The blue solid line shows the full,
numerically computed longitudinal collective mode dispersion
relation xlðqÞ for an ideal gas at metal density, as the function of
jqj=kF. The black contour lines correspond to ℑ½Gr

l�−1, which
reaches its minimum around jqj ∼ 0.7kF. The plot uses the
dimensionless ðy; xÞ variables for the axes.

TABLE I. Coefficients of the retarded Green’s functions up to
terms Oðx2Þ, Oðy4Þ and OðT2Þ in an ideal gas.

jk al;j;k;0 al;j;k;1 at;j;k;0 at;j;k;1

00 −1 1
6

0 1
8

10 − π
2

0 π
4

0
20 −1 − 1

2
1 − 13

24

01 1
12

1
24

1
6

1
288

11 0 0 π
16

0
21 − 1

6
− 5

12
1
12

1
24

02 1
240

1
96

− 1
60

− 1
120

12 0 0 0 0
22 − 3

80
− 7

32
7

240
7
96

TABLE II. The same as Table I for the inverse retarded Green’s function.

jk bl;j;k;0 bl;j;k;1 bt;j;k;0 bt;j;k;1 bt;j;k;2 bt;j;k;3

00 −1 − 1
6

8 0 0 0
10 π

2
π
6

0 −16π 0 0
20 1 − π2

4
5
6
− π2

8
104
3

−64 32π2 0

01 − 1
12

− 5
72

− 2
9

− 32
3

0 0
11 π

12
π
12

0 − 28π
9

128π
3

0
21 1

3
− π2

16
13
18
− 7π2

96
− 124

27
− 848

9
512þ40π2

3
128π2

02 − 1
90

− 1
45

437
810

224
135

128
9

0
12 7π

480
43π
1440

0 − 263π
135

128π
45

− 256π
3

22 17
180

− 13π2

960
29
72
− 167π2

5760
149
810

1864
135

7552
45

þ 974π2

135
1024
3

þ 1664π2

45
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One could naïvely expect that the transverse sector
should display no collective modes since the solutions of
the Schrödinger’s equation only describe longitudinal
waves. However, the collective mode spectrum, the curve
ℜx½Gr

t �−1 ¼ 0, obtained numerically from Eqs. (C19),
(C21) and (C41) and plotted in Fig. 9, suggests the presence
of quasiparticles with an approximatively free dispersion
relation, in agreement with the well-known transverse
waves in dissipative fluids [1]. This phenomenon may
take place in an ideal gas by combining particle and hole
plane wave modes, which are one-by-one longitudinal but
have a transverse component with respect to their total
momentum. For the transverse Green’s function, we find

Gr
t ¼

kFmv2F
π2ℏ2

~Gt; ð102Þ

with

~Gt ¼
X∞
j;k¼0

at;j;k;0ðixÞjy2k; ð103Þ

in the infrared regime; cf. Table I. The absence of the term
Oðx0y0Þ signals that there are transverse collective modes
in the infrared regime, but that their equation of motion is
nonlocal. The dispersion relations in the longitudinal and
the transverse sectors are similar for y ≫ 1, which is in
agreement with the remarks made in Sec. VI A.
To conclude this subsection, we note that the plan to

derive hydrodynamical equations has surprisingly already
been partially realized in the case of a zero-temperature
electron gas at finite density. Indeed, the longitudinal sector
possesses a hydrodynamical limit, it satisfies a local
equation of motion in the IR and it displays a collective

mode for jqj → 0 with a linear dispersion relation, ω ∼ jqj.
The collective excitation is therefore a sound wave.
However, because of the fact that it is composed out of
noninteracting constituents, the mode is neither zero nor
first sound. Instead, its existence stems from the composite
nature of the operator generating it, i.e. the Noether current.
This collective mode can thus be thought of as a composite
sound mode consisting of infinitely many simple plane
waves. To establish its existence, no additional thermody-
namical considerations were needed as the assumption of
local equilibrium is replaced by the infrared conditions
needed to derive the local equations of motion. The
transverse sector of the current has collective modes that
can be approximated by the free dispersion relation, but
their equation of motion is completely nonlocal.

C. Excitations at small, nonzero temperature

In order to recover local equation of motion for the
transverse modes we bring the ideal gas into contact with a
heat bath. Because the loop integrals in Eqs. (C13) cannot
be computed in closed form for arbitrarily large temper-
atures, we will restrict our attention to the low-temperature
case with T ≪ ϵF ¼ ℏ2k2F=2m. Within this approximation,
the discontinuous jump of the occupation number at the
Fermi surface is slightly softened at low temperatures.
Hence, the low-temperature expansion yields a power
series in the dimensionless small parameter z ¼ πT=2ϵF,
with expansion coefficients containing the derivatives of
the zero-temperature result with respect to kF. Nonzero
temperature introduces a new length scale, the thermal
wavelength λT ¼ ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π=mT

p
. The small parameter of the

low-temperature expansion can then be written as
z ¼ 2π2=ðkFλTÞ2. In terms of λT , we will be working in
the regime of λTkF ≫ 1.
The low-temperature expansion of the Green’s function,

given by a one-loop Feynman diagram, produces artificial
divergences where the spectral weight (96) is nonanalytical.
Even though it is reasonable to assume that these singu-
larities are not present when the full temperature depend-
ence is taken into account, we continue here with the
inspection of the Green’s function away from these
singularities, only in the IR. The longitudinal and the
transverse current-current Green’s functions take the fol-
lowing expanded form at low temperature:

~Go ¼
X∞

j;k;m¼0

ao;j;k;mðixÞjy2kz2m; ð104Þ

where the index o may either take the value l or t,
indicating whether the Green’s function is longitudinal
or transverse. The constants, read off from Eqs. (C31), are
again listed in Table I. The different signs of al000 and
al001, shown in the table, reflect the fact that thermal
fluctuations tend to weaken the polarization of the Fermi
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FIG. 9 (color online). The plot depicts the same information as
Fig. 8, except for the transverse collective modes. The imaginary
part of the equation of motion, ℑ½Gl

t �−1, approaches 0 from below
as jqj increases.
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sphere and that the low-temperature expansion breaks
down when the Oðx0y0Þ term changes its sign. The inverse
of the longitudinal Green’s function can be written in the
form of Eq. (99), while the transverse Green’s function now
takes the form

½Gr
t �−1 ¼

kFℏ2

mT2
~Ht; ð105Þ

with

~Ho ¼
X∞
j;k¼0

bo;j;kðixÞjy2k; ð106Þ

where

bl;j;k ¼
X∞
m¼0

bl;j;k;mz2m; bt;j;k ¼
X∞
m¼0

bt;j;k;mz−2m: ð107Þ

The coefficients at low orders of the expansion are collected
in Table II. The zero-temperature longitudinal Green’s
function is invertible in the IR limit, enabling us to express
its temperature dependence as a power series in z. Contrary
to this situation, the presence of T ≠ 0 temperature is
essential for the inversion of the transverse Green’s
function, which can therefore be written as a power series
in 1=z.
We have now all of the necessary ingredients to return to

the problem mentioned in Sec. VI A, namely, the under-
standing of the analytical properties of the spectral weight,
needed to define simple collective modes. The point is that
the spectral functions of an ideal gas are indeed analytic in
the sufficiently small vicinity of x ¼ y ¼ 0. If the external
source aμðpÞ is an analytic function and is negligible
beyond the region of analyticity of the spectral weights,
then the approximation of the Green’s functions, which is
based on the analytical, small x and y behavior, is justified.
The poles of the truncated Green’s functions clearly

depend on the level of truncation. The truncation depend-
ence is stronger in the transverse sector where the inversion

of the Green’s function is possible only at finite
temperature. The normal mode that arises from the OðxÞ
truncation is

x ¼ −
i
2π

z2 þOðy2Þ; ð108Þ

which is to be contrasted with the Oðx2Þ result,

x ¼ 3iπ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
27π2 − 72þ 39z4

p

24 − 12π2 − 13z4
z2 þOðy2Þ: ð109Þ

In other words, the transverse normal mode is fully damped
at the OðxÞ truncation as can be seen from (108). On the
other hand, theOðx2Þ truncation gives rise to a damped, but
also oscillatory normal mode. As for the truncation of the
series with respect to y, we note that the qualitative
behavior of the normal modes is already stable at the
Oðy2Þ truncation. The Oðx2Þ dispersion relation qualita-
tively follows the numerical curve and is quantitatively
wrong by a factor of approximately 2.5 for 0 < y < 1. The
truncations at the level of Oðx2Þ and Oðy4Þ, used for
simplicity in all of the tables and figures, thus already
provide a qualitatively correct description of the dispersion
relations. Since jℜ½x�j < 1 at low temperature, the trans-
verse sound wave is within the hydrodynamical regime. If
we had used higher orders of x, the functions (C20) and
(C23) could be approximated with even better (quantita-
tive) precision and the plots of the truncated Laurent series
would lie closer to those of the exact linearized equations of
motion.
The real and imaginary parts of the normal mode

frequencies, ω�ðqÞ ¼ �ωrðqÞ þ iωiðqÞ, are plotted in
Fig. 10 for z ¼ 0.87. The real parts were found to follow
a quadratic dependence in the wave vector, ωðlÞ

r ðqÞ ∼ ω0l −
ℏq2=2m�

l and ωðtÞ
r ðqÞ ∼ ω0t þ ℏq2=2m�

t , respectively, with
m�

l; m
�
t > 0. An upper bound on the radius of convergence

for the analytic form of Eqs. (99) and (105) is given by
jωþðqÞj. The collective mode (109) is therefore a strongly
damped, collective sound wave with both the speed of
propagation and the inverse lifetime of the order OðT2Þ.
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FIG. 10 (color online). The dispersion relation of the normal modes on the complex x ¼ ℏmωþðqÞ=kFjqj plane. (a) The longitudinal
mode for 0 < y < 0.4. (b) The transverse mode for 0 < y < 0.2.
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The damping of the normal modes makes condition II,
mentioned at the beginning of this section, satisfied in the
effective theory.

D. Excitations in the presence of interactions

In this section, we will include the photon-fermion one-
loop electromagnetic interactions of the type depicted in
Fig. 3 into the calculation to show that not all interactions
are able to change the qualitative behavior of the non-
interacting gas. This can be achieved by modifying the
linear operator L from Eq. (83) to contain the Coulomb
interactions in its longitudinal component, while the con-
tributions of the interactions to the transverse sector are
negligible in the nonrelativistic limit. We can further
improve the precision of the one-loop calculation by
making use of the full one-loop resummed photon propa-
gator, given by Eq. (76) and represented diagrammatically
in Fig. 5. In this work, we will not include the vertex
corrections nor the electron self-energy to the current-
current two-point function, which would qualitatively
change the behavior of the electron gas and bring its
dynamics closer to the usually discussed regime.
The Schwinger-Dyson resummation results in the

replacement of ½Gr
l�−1 by

Ll ¼ ½Gr
l�−1 −

e2

q2 − e2Gr
l
: ð110Þ

The Laurent expansion now yields

Ll ¼ π2ℏ2

kFm

X∞
jkmn¼0

bl;j;k;m;nðixÞjy2kz2mðπ2a0kFÞn; ð111Þ

showing the emergence of a new length scale related to the
Coulomb interactions. The coefficients bl;j;k;m;n are listed
in Table III. We note that the partial Schwinger-Dyson
resummation of the photon propagator produces a non-
perturbative result at finite temperature and density.
Furthermore, the longitudinal equation of motion changes

at the Oðq0Þ order due to the expression (110). It changes
the equation by taking Ll → 2Ll. Intriguingly, the
Coulomb interactions only introduce minor quantitative
changes to the equations of motion and the sound wave
remains the only collective mode at long wavelengths. The
speed of sound is higher than in the ideal gas while the
damping is only weakly influenced by the instantaneous
Coulomb interactions; cf. Fig. 11.
The inclusion of other one-loop corrections, the self-

energy of electrons and the vertex corrections would
qualitatively change the hydrodynamical regime. They
would generate a finite lifetime and render the infrared
limit, ω → 0, jqj → 0, of the loop integral (C13) well
defined. The loop integral would include an improved
electron propagator whose complex self-energy would
regulate the 1=jqj singularities, thereby restricting the ideal
gas hydrodynamical regime to

Dhydr ¼ fðy; xÞj∥xj − y=2j < 1∧ y > 1=kFrmfpg; ð112Þ

instead of the domain presented in Eq. (95). Here, rmfp
denotes the mean free path. These types of interactions
open the way to the traditional phenomenological
approach, which is based on the hydrodynamical regime
with y < 1=kFrmfp and an arbitrary x.

E. Equation of motion in momentum space

To write down the equation of motion, we use the
deviation of the density from the homogeneous value,
nðqÞ ¼ ½j0ðqÞ − j0ð0Þ�=c, split the current into longitudinal
and transverse parts, j ¼ jl þ jt, where ∇ · jt ¼ 0, giving us

−
vF
π2ℏ

ϕ ¼
�X∞
j;k¼0

bl;j;k

�
iω

vFjqj
�

j
�
q2

k2F

�
k
�
n ð113Þ

and

T2

vFℏ
a ¼

�X∞
j;k¼0

bt;j;k

�
iω

vFjqj
�

j
�
q2

k2F

�
k
�
jt: ð114Þ

The temperature and the coupling constant dependence are
included in the coefficients bljk and btjk. As a reminder, we
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FIG. 11 (color online). The dispersion relation for the longi-
tudinal mode in an interacting electron gas, plotted on the
complex x ¼ ℏmωþðqÞ=kFjqj plane. The range of y is the same
as in Fig. 10, 0 < y < 0.4.

TABLE III. Coefficients of the longitudinal equation of motion
of the Coulomb gas up to terms Oðx2Þ, Oðy4Þ and OðT2Þ.
jk bl;j;k;0;0 bl;j;k;1;0 bl;j;k;0;1 bl;j;k;1;1 bl;j;k;0;2 bl;j;k;1;2

00 −2 − 1
3

0 0 0 0
10 π

2
π
6

0 0 0 0
20 1 − π2

4
5
6
− π2

8
0 0 0 0

01 − 1
12

− 5
72

1 1
3

0 0
11 π

12
π
12

0 0 0 0
21 1

3
− π2

16
13
18
− 7π2

96
0 0 0 0

02 − 1
90

− 1
45

0 0 −1 − 1
2

12 7π
480

43π
1440

0 0 0 0
22 17

180
− 13π2

960
29
72
− 167π2

5760
0 0 0 0
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are using the parametrizations aμ ¼ ðϕ=c; aÞ and Jμ ¼
ðρc; jÞ of the external source aμ and the vacuum expectation
value of the Noether current.
The continuity equation ∂tnþ ∇ · j ¼ 0 can now be used

to rewrite the equation of motion for the full current in the
form of

T2

vFℏ
a −

bt;2;0
bl;2;0

vF
π2ℏ

ωq
q2

ϕ

¼
�X∞
j;k¼0

bt;j;k

�
iω

vFjqj
�

j
�
q2

k2F

�
k

þ q ⊗ q
q2

X∞
j;k¼0

bj;k

�
iω

vFjqj
�

j
�
q2

k2F

�
k
�
j; ð115Þ

where the coefficients bj;k are given by

bj;k ¼
bt;2;0
bl;2;0

bl;j;k − bt;j;k: ð116Þ

The bj;k have been chosen so as to have a simple Oðω2Þ
piece. As before, the q ⊗ q notation indicates the
Kronecker product, giving us a matrix acting on j.
It is important to note that the linearized equation of

motion breaks time reversal invariance. The pieces with
even and odd powers of iω arise from the ℜS1 and ℜS2,
respectively, in terms of the classification introduced in
Sec. IV B; cf. Eq. (85). The finite strength of Lf in the
linearized equation of motion generates true irreversibility
because Lf is odd under time reversal. Its presence leads to
damping and relaxation to equilibrium, which are reflected
in the nonconservation of the energy-momentum tensor,
associated with the gas [9].
It is instructive to look for the stationary transverse flow

with ω ∝ x ¼ 0 and jμ ¼ ð0; jðqyÞ; 0; 0Þ, which is driven
by aμ ¼ ð0; aðqyÞ; 0; 0Þ. It satisfies the equation of motion

T2

vFℏ
aðqÞ ¼

�
bt;0;0 − jbt;0;1j

q2

k2F
þ bt;0;2

q4

k4F

�
jðqÞ; ð117Þ

with the solution

jðqÞ ¼ −
T2

vFℏ
aðqÞ

ðq2 − q2þÞðq2 − q2−Þ
; ð118Þ

where

q2� ¼ k2F
jbt;0;1j
2bt;0;2

 
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4

bt;0;0
jbt;0;1j

s !
: ð119Þ

The argument of the square root is negative and
therefore the stationary flow is a Gaussian wave packet
in coordinate space with the width Δx ¼ 1=jℑq�j. Note
that the role of the driving force of the flow, the pressure in

hydrodynamics, is played by the external source aμ in our
scheme. The real and the imaginary parts of the wave vector
are shown in units of kF as functions of the temperature in
Fig. 12. They characterize the characteristic length scale of
the flow pattern and the dissipation of the flow, respec-
tively. The lesson here is that the inverses of both length
scales increase linearly with the temperature when the
thermal energy is well below the Fermi energy.

F. Equation of motion in space-time

It is easy to find the equations of motion in space-time.
All we need is to work out the operators that correspond to
the multiplicative factors QðnÞ ¼ jqjn, acting on the coor-
dinate-dependent functions. Straightforward integration
yields

Qð1Þðx; yÞ ¼ −P
1

π2ðx − yÞ4 ; ð120Þ

Qð−1Þðx; yÞ ¼ P
1

2π2ðx − yÞ2 ; ð121Þ

Qð−2Þðx; yÞ ¼ P
1

4πjx − yj : ð122Þ

The short distance singularities of the Fourier transforma-
tion can be regulated by adding an infinitesimal imaginary
piece to the radius, which amounts to the use of the
principal value prescription in carrying out the integrals.
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FIG. 12 (color online). The location of the poles of the
transverse current in Eq. (118) on the complex y plane, at
x ¼ 0, plotted as the functions of the temperature T, in units of
m ¼ 1 and kF ¼ 3.8 × 10−3. The coloring indicates the values
of the temperature that grows from blue to red color. At the origin
of the y plane, T ¼ 0 and we use the blue color. The end point red
color is at T ¼ 10−5.
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The equations of motion, written as

−
vF
π2ℏ

ϕ ¼ Lln; ~a ¼ Lj ð123Þ

[cf. Eqs. (91) and (92)] have

Ll ¼ bl;0;0 −
bl;1;0
vF

Qð−1Þ∂t þ
bl;2;0
v2F

Qð−2Þ∂t −
bl;0;1
k2F

Δ

−
bl;1;1
vFk2F

Qð1Þ∂t þ
bl;2;1
v2Fk

2
F
∂2
t þ

bl;0;2
k4F

Δ2

þ bl;1;2
vFk4F

Qð1ÞΔ∂t −
bl;2;2
v2Fk

4
F
Δ∂2

t þ � � � ; ð124Þ

Lij ¼ δij
�
bt;0;0 −

bt;1;0
vF

Qð−1Þ∂t þ
bt;2;0
v2F

Qð−2Þ∂t −
bt;0;1
k2F

Δ

−
bt;1;1
vFk2F

Qð1Þ∂t þ
bt;2;1
v2Fk

2
F
∂2
t þ

bt;0;2
k4F

Δ2

þ bt;1;2
vFk4F

Qð1ÞΔ∂t −
bt;2;2
v2Fk

4
F
Δ∂2

t

�
þ∇i∇jQð−2Þ

×

�
−
b1;0
vF

Qð−1Þ∂t þ
b2;0
v2F

Qð−2Þ∂t −
b0;1
k2F

Δ

−
b1;1
vFk2F

Qð1Þ∂t þ
b2;1
v2Fk

2
F
∂2
t þ

b0;2
k4F

Δ2

þ b1;2
vFk4F

Qð1ÞΔ∂t −
b2;2
v2Fk

4
F
Δ∂2

t

�
þ � � � ; ð125Þ

and

~a ¼ T2

vFℏ
a −

bt;2;0
bl;2;0

vF
π2ℏ

Qð−2Þ∇∂tϕ: ð126Þ

The linear response formulas for the components of the
current, generated by an external electromagnetic field,
which normally lead to the Kubo formulas, give Jμ in terms
of aμ. Our linearized equations of motion, i.e. Eq. (123), are
similar to the Kubo-type equations, except that we now
have aμ expressed in terms of Jμ. The inversion of the
kernel of the linear response formulas provides an addi-
tional piece of information, beyond the Kubo formulas,
namely the linearized equation of motion for Jμ, which is
needed to make contact with the hydrodynamical evolution
equations. As long as this equation can be considered local
in time, it characterizes the dynamics of the electron gas
alone for t > 0, that is after the external source aμ has been
switched off, as explained in Sec. IVG.
The kernels of the linearized equations of motion are

given up to Oðx2Þ in Eqs. (124) and (125). When higher
orders are retained, these kernels contain nonlocal terms. In
fact, the OðxnÞ contributions to the kernels are given in
terms of the Fourier transforms of jqjn0 , with n0 > −n. This
results in the appearance of the smearing kernels Q−n0 ,

which are of the order Oðjx − yj−n0−3Þ, for n0 ≠ −3, and
proportional to ln jx − yj, for n0 ¼ −3; cf. Eqs. (120)–(122).
The matrix elements of the operators Q−n0 , with n0 < −2,
grow with spatial separation at a fixed frequency. However,
such a nonlocality is suppressed by the frequency in Dhydr
[see Eq. (95)], where the matrix elements remain bounded.
Systematical and convergent improvement of the equation
of motion, within the hydrodynamical regime, can thus be
achieved by including higher powers of x.
As an aside, we note that the long-range correlations,

experienced by the composite sound modes, are reminis-
cent of the gluon dynamics in the confining vacuum of
Yang-Mills theories where the single gluon modes develop
strong correlations beyond a characteristic distance scale
and glueballs are formed. Note that Q−4ðx; yÞ grows
linearly with jx − yj so that the composite sound is
localized with a linear potential at this order of the
Laurent series. Higher orders generate correlations that
increase even faster with spatial separation.
Returning to the dynamics of the electron gas, the boost

invariance requires special care because the truncation of
the expansion of the effective action in the fields breaks the
Galilean boost symmetry. A minimal extension that can be
understood as a partial resummation of the functional
Taylor expansion to reinforce the Galilean boost invariance
is provided by the replacement of the time derivative by a
“covariant,” convective derivative ∂t → ∂t þ v · ∇. It
results in the replacement

∂t → ∂t þ
j · ∇

ρ0 þ n
; ð127Þ

in our case with ρ0 ¼ k3F=3π
2, and makes the equations of

motion nonlinear. The novel feature of these equations,
compared to phenomenological hydrodynamics, is the
presence of the QðnÞ factors and the two constants bl;0;0
and bt;0;0.
It is interesting to again, as in Sec. VI E, consider a

stationary flow, this time in position space. The linearized
equation of motion operator for this type of a flow takes the
form

Lij
stat ¼ δij

�
bt;0;0 −

bt;0;1
k2F

Δþ bt;0;2
k4F

Δ2

�

þ∇i∇jQð−2Þ
�
b0;0 −

b0;1
k2F

Δþ bt;0;2
k4F

Δ2

�
: ð128Þ

The appearance of the corresponding operator of the
Navier-Stokes equation,

Lij
NS;stat ¼ −ηδijΔ −

�
ζ þ η

3

�
∇i∇j; ð129Þ

shows the presence of shear viscosity and bulk viscosity
terms, which are smeared in space. This is of course not
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surprising from the point of view of an effective field
theory.
Finally, we can look for the flow corresponding to a

homogeneous external field, ~a0 ¼ ða; 0; 0Þ, ϕ ¼ 0, assum-
ing the form of j ¼ ðjðyÞ; 0; 0Þ and n ¼ 0. The solution of
the equation of motion is

j¼ a
bt;0;0

þ
X
σ¼�

½jðþÞ
σ ðeσqþy þ eσq−yÞ þ ijð−Þσ ðeσqþy − eσq−yÞ�:

ð130Þ

It contains two undetermined real parameters jð�Þ
σ and is

valid at any order of the truncation in y. The constants q�
were defined in Eq. (119). The necessity to retain at least
the Oðy4Þ terms in the above equation of motion can be
seen by noting that the Oðy2Þ equation is solved by

j ¼ a
bt;0;0

þ jþ cos

" ffiffiffiffiffiffiffiffi
bt00
bt01

s
kFy

#
þ j− sin

" ffiffiffiffiffiffiffiffi
bt00
bt01

s
kFy

#
:

ð131Þ

The current in Eq. (131) is purely oscillating. The level of
the truncation thus clearly influences the position of the
poles of the Green’s function and changes both qualitative
and quantitative features of the solution. While quadratic
truncation leads to a reversible oscillating current in (131),
the quartic truncation introduces an imaginary part into the
poles (cf. Fig. 12), leading to damping.

G. Decoherence and irreversibility

The buildup of decoherence in space-time is governed by
the imaginary parts of the spectra of the quadratic effective
action, isgnðωÞℑLlðω; qÞ and −isgnðωÞℑLtðω; qÞ. The
imaginary parts of the spectra of Eqs. (C41) and (110),
plotted in Figs. 13 and 14, vanish where the particle-hole
spectral weights vanish, as demanded by Eq. (35). The
longitudinal and the transverse decoherence of the density
of the ideal gas at vanishing temperature, depicted in
Figs. 13(a) and 14(a), show that the longitudinal density
and the transverse current modes are classical at short and
long distances, respectively. It is remarkable that the effect
of temperature is qualitatively different in the longitudinal
and the transverse sectors. In fact, the thermal fluctuations

FIG. 13 (color online). The longitudinal decoherence strengths, isgnðωÞℑLlðx; yÞ, as functions of x and y in the following cases:
(a) T ¼ 0, e ¼ 0; (b) zoom into (a); (c) T > 0, e ¼ 0; (d) T > 0, e > 0. Note that the singular lines in (c) and (d) are caused by the
derivatives appearing in the low-temperature expansion in Eq. (C28).
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make the decoherence of the longitudinal modes stronger
as one can see by comparing Figs. 13(b) and 13(c). The
deep valley on the latter plot is due to the artificial
singularity of the low-temperature expansion at jrj ¼ 1
and should be ignored. The decoherence of the transverse
modes becomes stronger with the temperature at higher
frequencies, but it is strongly weakened in the infrared,
according to Figs. 14(b) and 14(c). Note that the composite
sound experiences strong decoherence both in the longi-
tudinal and the transverse sectors.
Decoherence and the breakdown of time reversal invari-

ance share the same dynamical origin in a quadratic theory,
as was pointed out in Sec. IVG. Hence, the effective
dynamics of the current experiences decoherence and
breaks time reversal invariance even in an ideal gas. The
latter symmetry breaking manifests itself as the damping of
the normal modes. When the system is placed into a finite
space-time volume, then its spectrum becomes discrete and
the imaginary part of the current-current Green’s function
(C1) becomes infinitesimal, OðϵÞ. As a result, the far field
component of the quadratic part of the effective action for
the current vanishes according to Eq. (36) and the dynamics
of the current becomes coherent and reversible. The
emergence of irreversibility in the thermodynamical limit

is another piece of circumstantial evidence of the sponta-
neously broken time reversal invariance.

VII. DISCUSSION AND CONCLUSION

In this work, we studied the equation of motion for the
electric current in the low-energy, nonrelativistic regime of
an electron gas at nonzero density. Contrary to expect-
ations, we found that the dynamical properties of the
current are highly nontrivial even in the noninteracting,
ideal gas limit. The simplest way to understand this
behavior was presented at the beginning of the paper
where we argued that nonlinear transformations of coor-
dinates generate inertial forces, thus making the dynamics
of nonlinear coordinates (or fields) complicated and far
from obvious.
We showed that the electric current, which is bilinear in

the fundamental free electron field, obeys a highly non-
linear equation of motion even in the absence of electro-
magnetic interactions. The linearized equation of motion
for the electric current was first derived in Fourier space.
We found it to include dissipative terms and to display a
nonanalytic structure at vanishing frequency and momen-
tum. The collective modes were sound waves, both in the

FIG. 14 (color online). The plots of the transverse decoherence strength, isgnðωÞℑLtðx; yÞ, as functions of x and y in the following
cases: (a) T ¼ 0; (b) zoom into (a); (c) T > 0. As in Figs. 13(c) and 13(d), the singular line at nonzero T is again caused by the
derivatives appearing in the low-temperature expansion in Eq. (C28).
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longitudinal and the transverse sectors. It is important to
stress that these modes are neither zero nor first sound
modes of the usual Fermi gas. This composite sound mode,
which was to our knowledge thus far unknown, is a result
of the nontrivial redistribution of the energy-momentum,
injected into the system through an external perturbation of
the relevant composite operator, i.e. the Noether current.
Our linearized equation of motion, an inhomogeneous
linear equation for the current, is the inverse of the
Kubo linear response formula for the current in the
presence of an external vector potential. Our results are
therefore equivalent to those derived from the linear
response formalism. There is however an obvious differ-
ence between the two ways the dynamics is presented in the
two schemes; namely, the equation of motion displays the
collective modes in a more explicit manner than the linear
response formulas. This fact may explain why the modes
identified in the paper had not been found previously within
the usual linear response formalism. Decoherence, which
goes beyond the linear response formalism, was also
analyzed in this work. We found it to be to be very strong
for the composite sound modes, thus making them impor-
tant also in the classical limit.
The equation of motion for the longitudinal component

of the current was found to be local in time for an ideal gas
at vanishing temperature, so long as the motion was slower
than the Fermi velocity. We could recover a similar local
equation for the transverse current, but only at nonzero
temperature. However, both the longitudinal and the trans-
verse equations of motion remained nonlocal in space.
After obtaining the linearized equation of motion for the

current, we studied its nonlinear extension by replacing the
time derivatives with convective derivatives. This minimal
extension enabled us to restore Galilean invariance.
Although the equation of motion for a stationary flow
showed resemblance with the Navier-Stokes equation,
important differences were present in comparison with
phenomenological hydrodynamics. In particular, our sys-
tem of “mechanical” equations was closed without evoking
any thermodynamical considerations. Furthermore, spatial
nonlocality arose due to the factor of 1=jqj. This non-
locality followed from the singularity of the current-current
two-point Lindhard function at ω ¼ q ¼ 0, generated by
the gapless particle-hole excitations.
The effects of the microscopic QED interactions on the

dynamics of the current can be most easily assessed in the
framework of the skeleton expansion. Intriguingly, what we
found was that the resummation of the Coulomb interaction
into the photon self-energy only changed the linearized
equation of motion quantitatively, while preserving all of
the qualitative features of the behavior of a noninteracting
electron gas. We therefore determined that qualitatively
different behavior would have been generated by vertex
corrections and the electron self-energy insertions. Thus,
such corrections would be required to bridge the gap

between the electron gas regime studied in this work
and the interacting regime that is usually discussed in
physics.
At the end of the paper, we turned our attention to the

discussion of decoherence and irreversibility. We argued
that it is the nonvanishing far field component of the
current-current Green’s function that connects irreversibil-
ity with decoherence. This relation could be interpreted
as a generalization of the fluctuation-dissipation theorem.
As a result, the longitudinal and the transverse modes
displayed strong irreversibility and decoherence at high and
low frequencies, respectively, even in the absence of
interactions.
We believe that beyond our presentation of the intricacies

and complexities that govern the dynamics of noninteract-
ing, ideal gases, the results presented in this work have
methodological value and may lead to the development of a
systematic way to derive hydrodynamical equations for
more involved models. Furthermore, our calculation gave
us the exact linearized equation of motion with irrevers-
ibility and decoherence, a result that would not be invali-
dated by calculations at higher orders.
This work opens several questions: What is the signature

of the free, noninteracting nature of a dynamical system
when expressed in terms of nonlinear functions of the
coordinates? The structure of the connected Green’s func-
tions completely disguises the underlying harmonic sys-
tem. Is there perhaps a simpler way to recognize the
existence of the uncorrelated degrees of freedom than by
studying the properties of its Noether current? How
precisely do the interactions, in particular the vertex
corrections and the electron self-energy, change the
picture? Does our approach allow us to recover the
full analyticity of the equation of motion for a Fermi
liquid in Fourier space, assumed in phenomenological
approaches?
Beyond these issues, what we find to be most important

at present is to assess the relevance of the phenomena
discussed in this work for the actual experimental obser-
vations. The central question is whether the correlations,
established by the ideal gas equation of motion, remain
experimentally accessible in an interacting system. To
address this issue, one should distinguish between three
independent length scales. The first is the average inter-
particle separation 1=kF. The interactions introduce the
second length scale, the mean free path rmfp. The exper-
imental observations are then carried out at the third length
scale, ro. The three physical scales normally obey the
relation 1=kF < rmfp < ro. The elementary particle regime
is restricted to the length scales l < 1=kF. In this regime,
the energy-momentum is mainly carried by the particles.
This is because the holes, which have jqj < kF, carry a
relatively small fraction of the total energy-momentum.
Therefore, no collective modes can exist for l < 1=kF. The
ideal gas collective modes appear at l > 1=kF, but they
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remain restricted to the composite length scale regime,
1=kF < l < rmfp, because the particle collisions generate a
finite lifetime for the dressed quasiparticle modes for
l > rmfp. The usual experimental observations at ro allow
one to reconstruct the physics of the quasiparticle regime,
rmfp < l < ro, which is dominated by the “true” quasi-
particles of the Fermi liquid. Their finite lifetime screens
the 1=jqj singularity of the ideal gas equation of motion,
thus justifying the usual phenomenological treatment. The
composite sound waves are therefore the collective modes
that play a central role in the composite particle regime by
forming the internal structure of the quasiparticles.
However, they are suppressed on scales beyond the mean
free path, i.e. in the quasiparticle regime.3 To uncover the
physics at the composite particle scale, we would have to
resolve the structure of the quasiparticles and the effective
couplings. The main question is therefore whether there is
an experimental method to zoom into the short distance
features of the dynamics in order to identify the collective
modes, down to the microscopic edge of the collective
phenomena, at 1=kF. We leave the resolution to this
question open in this work.
We further believe that it would be interesting to extend

the calculation to the relativistic domain where dynamical
degrees of freedom of the electromagnetic field appear and
one could systematically derive equations, which are
analogous to magnetohydrodynamics. We expect that the
radiation reaction would enhance the dissipative forces and
generate new collective modes.
Finally, we may also wonder if turbulence can occur in

our system when the equations of motion include the
minimal nonlinear extension; cf. Eq. (127). As far as
dimensional analysis is concerned, the characteristic scales
of the noninteracting electron gas at zero temperature are
the mass m and the average particle separation 1=kF. We
can thus construct a Reynolds number

RF ¼ ukFl
vF

¼ uℏl
m

; ð132Þ

where l and u denote the typical length and velocity
scales of the flow. One finds that RF ∼ ul in CGS units.
By assuming the flow velocity to be of the order of the
magnitude of the metallic Fermi velocity,
u ¼ vF ∼ 108 cm=s, we find that RF ∼ 108l. In viscous
fluids, turbulence sets in at around RF ¼ 4000. If such a
naïve dimensional analysis can be carried over to our
case, then one expects that a homogeneous flow of the size

l ∼ 400 nm indeed reaches RF ∼ 4000 and thereby expe-
riences turbulence. The presence of a heat bath introduces
further length scales, the thermal wavelength λT and the
Coulomb interaction brings in the Bohr radius a0, rendering
the dimensional analysis more involved. In fact, these gases
have two further Reynolds numbers: RT ¼ RF=ðλTkFÞ2 and
RC ¼ RF=ða0kFÞ2, where RT characterizes the ideal gas at
finite temperature and RC the Coulomb gas. However,
RT ≪ RF in the low-temperature limit, λT ≫ 1=kF, and
RC < RF for a weakly coupled Coulomb gas, where
a0 ≫ 1=kF. Hence, RF remains the relevant Reynolds
number for determining the onset of turbulence.
We end this paper by noting that it would be fascinating

to connect our results with the low-energy analytic structure
of a field theory dual to a higher-spin Vasiliev theory. The
reason for this possible analogy is the fact that the presence
of higher-spin conserved currents constrains the field
theory correlators to be those of a free theory of bosons
or fermions [43]. We hope to explore some of the research
directions and open questions raised in this work in the
future, particularly in models with direct relevance for
experimental observation.
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APPENDIX A: LINEAR RESPONSE AND
HYDRODYNAMICS

The linear response formalism [21] is a widely used
technique for calculating the expectation value of an
observable OS in the Schrödinger representation, provided
that the Hamiltonian is of the form H ¼ H0 þH1ðtÞ. The
expectation value

⟪OðtÞ⟫ ¼ TrρðtÞOðtÞ ðA1Þ
can be written in the interaction picture representation,
using H0 and HiðtÞ as the nonperturbed Hamiltonian and
its perturbation, respectively. In this representation, an
operator A is then given by the expression

AiðtÞ ¼ e
i
ℏH0ASe−

i
ℏH0 ; ðA2Þ

and

ρiðtÞ ¼ Uðt; tiÞρ0U†ðt; tiÞ ðA3Þ

3We find it interesting that there exists a similarity between the
composite sound and the dynamics of gluons in QCD. This is
because both the single gluon excitations inside the glueballs, i.e.
the quasiparticles of QCD, and the composite sound modes are
localized into a finite region in space by strong correlations that
increase with the distance. Outside the quasiparticles, the modes
are screened. In QCD, this is due to confinement.
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is the density matrix, where the time evolution operator
Uðt; tiÞ satisfies the equation of motion

iℏ∂tUðt; tiÞ ¼ H1iðtÞUðt; tiÞ: ðA4Þ
The equation of motion for the density matrix,

iℏ∂tρiðtÞ ¼ ½H1iðtÞ; ρiðtÞ�; ðA5Þ
can be solved iteratively:

ρiðtÞ ¼ ρ0 −
i
ℏ

Z
t

ti

dt0½H1iðt0Þ; ρ0� þOðH2
1iÞ: ðA6Þ

The first, linear approximation in H1 gives

δ⟪OðtÞ⟫ ¼ ⟪OðtÞ⟫ − Trρ0OðtÞ

¼ i
ℏ

Z
t

0

dt0Trρ0½H1iðt0Þ; OiðtÞ�: ðA7Þ

One usually assumes the separability of the time depend-
ence in the perturbation, H1ðtÞ ¼ aðtÞBi, and writes

δ⟪OðtÞ⟫ ¼ −
Z

tf

t0

dt0GR
O;Bðt; t0Þaðt0Þ; ðA8Þ

where the retarded Green’s function is defined by

iℏGR
A;Bðt; t0Þ ¼ Θðt − t0Þ⟪½AiðtÞ; Biðt0Þ�⟫: ðA9Þ

To relate this result to the CTP formalism, let us suppose
that we want to find the expectation value of a local
composite operator, FðϕðxÞÞ, in the scalar field theory,
defined by the action

Sh½ϕ� ¼ S½ϕ� þ
Z

d4xaðxÞGðϕðxÞÞ: ðA10Þ

The perturbation series of the expectation value of our
composite operator in ℏ can be calculated by means of the
generator functional

e
i
ℏW½â;ĵ� ¼

Z
D½ϕ̂�ei

ℏS½ϕþ�− i
ℏS

�½ϕ−�þ i
ℏ

R
d4xaσðxÞGðϕσðxÞÞþ i

ℏ

R
d4xjσðxÞFðϕσðxÞÞ; ðA11Þ

as

⟪FðϕðxÞ⟫ ¼ ℏ
i

δ

δjσðxÞ
X∞

nþ;n−¼0

ð−1Þn−þnþ

ℏn−þnþnþ!n−!

�X∞
σþ¼0

Z
d4xþaþðxþÞ δ

δaþðxþÞ
�nþ

×

�X∞
σ−¼0

Z
d4x−a−ðx−Þ δ

δa−ðx−Þ
�n−

eiW½â;ĵ�
jaþ¼−a−¼a;ĵ¼0; ðA12Þ

for either σ ¼ þ or σ ¼ −. The linear response formula is the OðℏÞ result

δ⟪FðϕðxÞ⟫ ¼
Z

d4y

�
δ2

δjσðxÞδaþðyÞ −
δ2

δjσðxÞδa−ðyÞ
�
eiW½â;ĵ�

jaþ¼−a−¼a;ĵ¼0; ðA13Þ

which can be written as

δ⟪FðϕðxÞ⟫ ¼
Z

d4yDrðx; yÞaðyÞ; ðA14Þ

where

Drðx; yÞ ¼ −
X
σ0
σ0

δ2W½â; ĵ�
δjσðxÞδaσ0 ðyÞjaþ¼−a−¼a;ĵ¼0

: ðA15Þ

Hydrodynamics addresses the inverse problem. There,
we are interested in the equations (of motion), satisfied by
the expectation values, in which the external sources appear
linearly. In case of the linear response theory, it is easy to
find the equation in question:

aðxÞ ¼ −
Z

d4y½Drðx; yÞ�−1δ⟪FðϕðyÞÞ⟫: ðA16Þ

The only subtlety is the potential necessity to exclude the
null space from the domain of the inverse Green’s function.
The generalization of such an inverse linear response

formula beyond OðaÞ is provided by the functional
Legendre transform of W½â; ĵ�, the effective action:

Γ½F̂� ¼ W½â; ĵ� − â F̂; ðA17Þ

where

F̂ ¼ δW½â; ĵ�
δF̂

: ðA18Þ

SAŠO GROZDANOV AND JANOS POLONYI PHYSICAL REVIEW D 92, 065009 (2015)

065009-28



The inverse Legendre transform is then also given by
Eq. (A17), with

â ¼ −
δΓ½F̂�
δF̂

: ðA19Þ

This equation plays the role of the equation of motion and
produces a nonlinear extension of the hydrodynamical
equations. The inverse Legendre transform generates the
nonlinearity, which is necessary to close the equations,

without an introduction of auxiliary variables, such as
thermodynamical functions.

APPENDIX B: FREE PROPAGATORS

The detailed calculation of the free propagator is easiest
to carry out in the conventional operator formalism; see e.g.
[28,29]. We summarize the results below. The boson
propagator, given by Eq. (26), yields

D̂ðkÞ ¼

0
BB@

1

k2−m2c2

ℏ2
þiϵ

−2πiδðk2 − m2c2

ℏ2 ÞΘð−k0Þ

−2πiδðk2 − m2c2

ℏ2 ÞΘðk0Þ − 1

k2−m2c2

ℏ2
−iϵ

1
CCA − i2πδ

�
k2 −

m2c2

ℏ2

�
nBðkÞ

�
1 1

1 1

�
; ðB1Þ

in Fourier space where the Bose-Einstein distribution function is

nBðkÞ ¼
Θð−k0Þ

eβðϵkþμÞ − 1
þ Θðk0Þ
eβðϵk−μÞ − 1

: ðB2Þ

The inversion [cf. Eqs. (34) and (35)] gives the following expressions for Δ̂ ¼ D̂−1:

ΔnðkÞ ¼ k2 −m2; ΔiðkÞ ¼ ϵ; ΔfðkÞ ¼ isignðk0Þϵ: ðB3Þ

The free fermionic propagator, defined by the generating functional

e
i
ℏW½ĵ;¯̂j� ¼

Z
D½ψ̂ �D½ ˆ̄ψ �ei

ℏ
ˆ̄ψĜ−1ψ̂þ i

ℏ
¯̂j ψ̂ þ i

ℏ
ˆ̄ψ ĵ; ðB4Þ

can be written as

Ĝαβðx; yÞ ¼
 
h0jT½ψαðxÞψ̄βðyÞ�j0i −h0jψ̄βðyÞψαðxÞj0i
h0jψαðxÞψ̄βðyÞj0i h0jT½ðγ0ψðyÞÞβðψ̄ðxÞγ0Þα�j0i�

!
; ðB5Þ

and the detailed expression written in terms of the scalar propagator in Fourier space is

ĜðkÞ ¼
�
kþmc

ℏ

�
D̂k: ðB6Þ

In case of finite temperature and density, one uses the occupation number density

nFðkÞ ¼
Θðk0Þ

eβðϵk−μÞ þ 1
þ Θð−k0Þ
eβðϵkþμÞ þ 1

; ðB7Þ

and the full propagator becomes

Ĝk ¼ ðkþmÞ
�
D̂k þ 2πiδðk2 −m2ÞnFðkÞ

�
1 1

1 1

��
: ðB8Þ
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APPENDIX C: CURRENT-CURRENT TWO-POINT
FUNCTION AT FINITE DENSITY IN THE

NONRELATIVISTIC LIMIT

The result of the calculation of the current-current
Green’s function, given by Eq. (78),

Gμν
στðqÞ ¼ −i

Z
d4p
ð2πÞ4 tr½γμFστðqþ pÞγνFτσðpÞ�; ðC1Þ

at finite density and vanishing temperature in the
nonrelativistic limit, c → ∞, is briefly summarized in
this Appendix. The real and imaginary parts of the
Green’s function are always defined in position space;
hence,

ℜxGðqÞ ¼
1

2
½GðqÞ þG�ð−qÞ�;

iℑxGðqÞ ¼
1

2
½GðqÞ −G�ð−qÞ�: ðC2Þ

1. Lorentz structure

The two-point function is symmetric, GðσμÞðσ0νÞðpÞ ¼
Gðσ0νÞðσμÞð−pÞ, and transverse, pμGμνðpÞ ¼ 0.
Furthermore, it is covariant and depends on two four-
vectors, pμ and βμ, defined as βμ ¼ ð1; 0Þ in the inertial
frame where the electron gas is at rest. This gives two
independent kinematical, scalar combinations, q2 ¼ −½q −
uðuqÞ�2 and ξ ¼ uq=jqj ¼ ω=cjqj, where the notation qμ ¼
ðω=c; qÞ is used. Such a tensor can be parametrized by two
Lorentz scalars as

Gμν ¼ GlP
μν
l þDtP

μν
t ; ðC3Þ

where Pt and Pl are projectors onto the three-dimensional
transverse and longitudinal subspaces,

Pμν
t ¼ −

�
0 0

0 T

�
;

Pμν
l ¼ 1

1 − ξ2

�
1 nξ

nξ ξ2L

�
; ðC4Þ

respectively, with n ¼ k=jkj, L ¼ n ⊗ n and T ¼ 1 − L.
The inverse, defined by Gμ

ρG−1ρν ¼ Tμν, is given by

G−1 ¼ 1

Gl
Pl þ

1

Gt
Pt: ðC5Þ

For future reference, the retarded and advanced photon
propagators are

Dr
0;lðqÞ ¼ −Dr

0;tðqÞ ¼ −
1

ðq0 þ iϵÞ2 − q2
;

Da
0;lðqÞ ¼ −Da

0;tðqÞ ¼ −
1

ðq0 − iϵÞ2 − q2
: ðC6Þ

2. Vacuum contribution

The two-point function is the sum of the vacuum and the
finite density contributions,

Ĝμν ¼ Ĝμν
vac þ Ĝμν

gas; ðC7Þ

and both the vacuum and the finite density contributions are
of the form (28). The vacuum contributions Ĝμν

vac ¼ ĜvacTμν

are easy to find. The diagonal CTP block Gþþ
l;vac ¼ Gþþ

t;vac ¼
Gþþ

vac gives the standard result

Gþþ
vac ðqÞ ¼

1

3π
q2
(
1

3
þ 2

�
1þ 2m2c2

q2

�" ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4m2c2

q2
− 1

s
arccot

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4m2c2

q2
− 1

s !
− 1

#)

¼ q2

15π

�
q2

m2c2
þO

��
q2

m2c2

�
2
��

: ðC8Þ

The off-diagonal CTP block, calculated by using the free propagator (64), is Gþ−
l;vac ¼ Gþ−

t;vac ¼ Gþ−
vac , with

Gþ−ðqÞ ¼ i
3

Z
d4p
ð2πÞ4 2πδððpþ qÞ2 −m2ÞΘð−p0 − q0Þ2πδðp2 −m2ÞΘðp0ÞtrNðpþ q; qÞ; ðC9Þ

where the trace is taken over the Lorentz indices of the trace formula:

Nμνðp; qÞ ¼ trγμ½ðpαγ
α þmcÞγνðqβγβ þmcÞ�

¼ 4ðm2c2 − pqÞgμν þ 4pμqν þ 4pνqμ: ðC10Þ

Simple steps lead to the expression
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Gþ−
vac ¼

iðc2m2 þ q2

2
Þ

3πcjqj Θð−q0 −mÞ
Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q02−m2c2
p

0

dpp
ωp

Θð2pjqj − jq2 þ 2ωpq0jÞ; ðC11Þ

which can be neglected in the nonrelativistic limit because the Heaviside function vanishes for nonrelativistic frequencies
with jq0j ≪ m.

3. Fermi sphere contribution

To find the nonzero density contributions to Ĝl and Ĝt in the electron gas we need to compute the CTP blocks
corresponding to the time components T̂ ¼ Ĝ00

gas and the spatial trace Ŝ ¼ Ĝjj
gas. For this purpose, we need to use the trace

factors [cf. Eq. (C10)]:

t ¼ N00ðpþ q; pÞjp2¼m2c2 ¼ t0 − 2ðq2 þ 2pqÞ;
s ¼ Njjðpþ q; pÞjp2¼m2c2 ¼ s0 þ 2ðq2 þ 2pqÞ; ðC12Þ

where t0 ¼ 8ððp0Þ2 þ p0q0Þ þ 2q2 and s0 ¼ 8ðp0q0 þ p2Þ − 2q2 in the loop integrals

�
T ðqÞ
SðqÞ

�þþ
¼ i
Z
p

�
t

s

��
2πδððqþ pÞ2 −m2c2Þnqþp2πδðp2 −m2c2Þnp − i

2πδðp2 −m2c2Þnp
ðpþ qÞ2 −m2c2 þ iϵ

− i
2πδððpþ qÞ2 −m2c2Þnpþq

p2 −m2c2 þ iϵ

�
;

�
T ðqÞ
SðqÞ

�þ−
¼ −i

Z
p

�
t0

s 0

�
2πδððqþ pÞ2 −m2c2Þ2πδðp2 −m2c2Þ½Θð−p0 − q0Þnp þ Θðp0Þnpþq − nqþpnp�: ðC13Þ

At this point, it is advantageous to introduce the integrals

I1½q; f� ¼
Z

d4p
ð2πÞ4 fðp; qÞ2πδðp

2 −m2c2Þ;

I2½q; f� ¼
Z

d4p
ð2πÞ4 fðp; qÞ2πδðp

2 −m2c2Þ2πδðq2 þ 2pqÞ ðC14Þ

and write Eqs. (C13) as

�
T

S

�þþ
ðqÞ ¼ Ið1Þ

"
q;

	 t
s



np

q2 þ 2pqþ iϵ

#
þ i
2
Ið2Þ
�
q;

�
t0

s 0

�
npnqþp

�
þ ðq → −qÞ;

�
T

S

�þ−
ðqÞ ¼ −iIð2Þ

�
q;

�
t0

s 0

�
ðΘð−p0 − q0Þnp þ Θðp0Þnpþq − nqþpnpÞ

�
: ðC15Þ

These integrals are then evaluated in the nonrelativistic limit, jpj ≪ mc, by assuming that the integrands are spherically
symmetric and nonvanishing for p0 > 0. We find

Ið1Þ½q; fðp0; pÞ� ¼ 1

4π2mc

Z
dpp2fðmc2; pÞ;

Ið1Þ
�
q;

gðp0; pÞ
q2 þ 2pqþ iϵ

�
¼ 1

16π2jqjmc

Z
∞

0

dppgðmc2; pÞ log kþ pþ iϵ
k − pþ iϵ

;

Ið2Þ
�
q; h

�
ðp0; pÞ;

�
ω

c
; q

���
¼ 1

16π2jqjmc

Z
d3ph

�
ðmc2; pÞ;

�
ω

c
; q

��
δðrkF − pzÞ; ðC16Þ

where the following dimensionless parameter has been introduced:
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r ¼ q2 þ 2mω

2jqjkF
≈
2mω − q2

2jqjkF
: ðC17Þ

We now need to find the Fourier transform of the real part of the CTP diagonal block at the leading order in 1=c:

ℜx

�
T ðqÞ
SðqÞ

�þþ
¼ ℜI1

� 	 t
s



np

q2 þ 2pqþ iϵ

�
þ ðω → −ωÞ

¼ 1

16π2jqjmc

Z
kF

0

dppnp

��
8m2c2

8ðmωþ p2Þ þ 2q2

�
log

���� kþ p
k − p

����þ 8jqjp
�−1

1

��
þ ðω → −ωÞ: ðC18Þ

The momentum integrals can easily be carried out at vanishing temperature, where np ¼ Θðp0ÞΘðkF − jpjÞ, leading to the
result

ℜxT þþðqÞ ¼ k2Fmc
2π2jqjL1ðrÞ þ ðω → −ωÞ;

ℜxSþþðqÞ ¼ k2F
2π2mcjqj

�
k2FL3ðrÞ þ

�
mωþ q2

4

�
L1ðrÞ

�
þ k3Fc
6π2m

þ ðω → −ωÞ; ðC19Þ

where we have defined

L1ðrÞ ¼
Z

1

0

dkk log

���� rþ k
r − k

���� ¼ rþ 1

2
ð1 − r2Þ log

���� rþ 1

r − 1

����;
L3ðrÞ ¼

Z
1

0

dkk3 log

���� rþ k
r − k

���� ¼ r
6
þ r3

2
þ 1

4
ð1 − r4Þ log

���� rþ 1

r − 1

����: ðC20Þ

The next step is to compute the off-diagonal þ− CTP contributions to T̂ and Ŝ. At the leading order in the 1=c
expansion, the off-diagonal CTP block is

�
T ðqÞ
SðqÞ

�þ−
¼ −iIð2Þ

��
t0

s 0

�
½Θðp0Þ − np�nqþp

�

¼ −
imc
2π2jqj

Z
d3p
�

1

1
m2c2 ðmωþ p2 þ q2

4
Þ
�
ΘðkF − jpþ qjÞΘðjpj − kFÞδðpz − rkFÞ: ðC21Þ

We choose the z direction to be parallel to q. This integral is over the region of a plane of the height pz ¼ kFr, which is
shown in Figs. 15 and 16. The integration thus needs to be taken over the points of the plane which are outside of the Fermi
sphere, centered at the origin, and inside of another Fermi sphere, which is centered at −q. It is advantageous to parametrize
these integrals by the dimensionless variables x ¼ mω

kF jqj and y ¼ jqj
kF
. There are three different functional forms for these

integrals, corresponding to the three cases shown in Figs. 15 and 16: (a) y > 2, −y − 1 < rþ < −yþ 1; (b) y < 2,

−1 − y < r− < −1; and (c) y < 2, 1 < rþ < − y
2
, where r� ¼ q2�2mω

2jqjkF → �x − y
2
in the nonrelativistic limit. Straightforward

integration yields

T þ−ðqÞ ¼ −
imck2F
2πjqj M1ðx; yÞ;

Sþ−ðqÞ ¼ −
ik2F

2πmcjqj
�
k2FM3ðx; yÞ þ

�
ωmþ k2Fr

2 þ q2

4

�
M1ðx; yÞ

�
; ðC22Þ

where
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M1ðx; yÞ ¼ 2

Z
p2

p1

dpp ¼

8>><
>>:

1 − r2− ðaÞ
1 − r2− ðbÞ
−2xy ðcÞ;

M3ðx; yÞ ¼ 2

Z
p2

p1

dpp3 ¼ 1

2

8>><
>>:

ð1 − r2−Þ2 ðaÞ
ð1 − r2−Þ2 ðbÞ
xyðy2 þ 4x2 − 4Þ ðcÞ:

ðC23Þ

The integrals over the interval are given in terms of p2 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − r2−

p
and the relative locations of the two Fermi spheres

are (a) p1 ¼ 0, (b) p1 ¼ 0, and (c) p1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − r2þ

p
. The real

part of the off-diagonal CTP block is therefore

ℜx

�
T ðqÞ
SðqÞ

�þ−
¼ 1

2

��
T ðqÞ
SðqÞ

�þ−
−
�
T ð−qÞ
Sð−qÞ

�þ−
�
:

ðC24Þ

4. Low-temperature expansion

In this part of the Appendix, we calculate the loop
integrals (C13) at a small, nonzero temperature

T ≪ ϵF ¼ k2F
2m, to find the temperature-dependent correc-

tions to T þþ, Sþþ, T þ− and Sþ−. The temperature
dependence of the vacuum contribution is strongly sup-
pressed and will be ignored. We start with the þþ CTP
block, for which one needs to evaluate integrals of the type

IðTÞ ¼
Z

∞

0

dxfðxÞ
e
x2−ϵF

T þ 1
: ðC25Þ

The low-temperature expansion involves the primitive
function FðxÞ, where F0ðxÞ ¼ fðxÞ, and is introduced
because of the partial integration

IðTÞ ¼ ~IðTÞ − Fð0Þ
e−

ϵF
T þ 1

≈ ~IðTÞ − Fð0Þ; ðC26Þ

where the exponentially small quantities are neglected
and

~IðTÞ ¼ −
Z

∞

0

dxFðxÞ∂x
1

e
x2−ϵF

T þ 1

¼
Z

∞

−ϵF
T

dyFð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tyþ ϵF

p
Þ ey

ðey þ 1Þ2 : ðC27Þ

The next step is to expand Fð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tyþ ϵF

p Þ around y ¼ 0,
extend the integration over −∞ < y < ∞ and keep the
even part of the integrand, while the odd part vanishes. By
neglecting the OðT4Þ terms, the leading-order result
becomes

~IðTÞ ¼
Z

∞

0

dy
ey

ðey þ 1Þ2
�
2Fð ffiffiffiffiffi

ϵF
p Þ

þ 1

4

�
F00ð ffiffiffiffiffi

ϵF
p Þ
ϵF

−
F0ð ffiffiffiffiffi

ϵF
p Þ

ϵF
3=2

�
y2T2

�
: ðC28Þ

To compute the remaining integral, we write

Kn ¼
Z

∞

0

dy
yney

ðey þ 1Þ2 ðC29Þ

and solve for n ¼ 0 and n ¼ 2, finding the values
K0 ¼ 1

2
and K2 ¼ π2

6
. By using the above expressions, we

can find the leading-order result for the integral (C25),
which is

IðTÞ ¼ Ið0Þ þ π2

24

T2

ϵF
2
½k2F∂2

kF
Ið0Þ − kF∂kFIð0Þ�; ðC30Þ

showing that the low-temperature expansion is an expan-
sion of the integrand around the Fermi surface. The final
expression for the þþ CTP block, which includes an
OðT2Þ correction of the zero-temperature result presented
in Eqs. (C19), is

(a)

kF

−q

FIG. 15. Domain of integration in Eq. (C21) for nonoverlap-
ping spheres, case (a), indicated by the solid line.

(b)

(c)−q

FIG. 16. The same as Fig. 15 except for overlapping spheres,
cases (b) and (c).
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ℜxT þþðqÞ ¼ k2Fmc
2π2jqj

�
L1ðrÞ þ

π2

24

T2

ϵF
2
½r2L00

1ðrÞ − rL0
1ðrÞ�

�
þ ðω → −ωÞ;

ℜxSþþðqÞ ¼ k2F
2π2mcjqj

�
k2FL3ðrÞ þ

�
mωþ q2

4

�
L1ðrÞ

þ π2

24

T2

ϵF
2

�
k2F½8L3ðrÞ − 5rL0

3ðrÞ þ r2L00
3ðrÞ� þ

�
mωþ q2

4

�
½r2L00

1ðrÞ − rL0
1ðrÞ�

��

þ
�
1þ π2

4

T2

ϵF
2

�
k3F

6π2mc
þ ðω → −ωÞ: ðC31Þ

The þ− CTP block contains an integral of the type

IðTÞ ¼
Z

∞

0

dxfðxÞ e
x2−ϵ1

T

ðex2−ϵ1
T þ 1Þðex2−ϵ1

T þ 1Þ
; ðC32Þ

which at low temperature receives nonzero contributions from the interval ϵ1 < x2 < ϵ2, where

ϵ1 ¼ ϵF −
k2Fr

2

2m
; ϵ2 ¼ ϵF −

q2

2m
−
jqjkFr
m

−
k2Fr

2

2m
: ðC33Þ

After partial integration, we find

IðTÞ ≈
� ~IðTÞ; ϵ1 ≤ 0;

~IðTÞ − Fð ffiffiffiffiffiϵF1
p Þ
2

; ϵ1 > 0;
ðC34Þ

where

~IðTÞ ¼
Z

∞

0

dyFð
ffiffiffiffiffiffi
Ty

p
ÞNðyÞ ðC35Þ

and

NðyÞ ¼ 1

ð1þ eν1−yÞ2ðey−ν2 þ 1Þ þ
eν

ðey−ν1 þ 1Þð1þ eν2−yÞ2 −
1

ð1þ eν1−yÞðey−ν2 þ 1Þ ; ðC36Þ

with νj ¼ ϵj
T and ν ¼ ϵ2−ϵ1

T . The function NðyÞ in the integrand has a peak around y ¼ νj; hence,

NðyÞ ≈
(
− eν1−y

ð1þeν1−yÞ2 ; y ∼ ν1;

eν2−y

ð1þeν2−yÞ2 ; y ∼ ν2:
ðC37Þ

By expanding Fð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tyþ ϵj

p Þ, the integral becomes

Z
Δy

−Δy
dyFð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Tyþ ϵj
p ÞNðyþ νjÞ ≈

Z
Δy

0

dy

�
2Fð ffiffiffiffi

ϵj
p Þ þ 1

4ϵj

�
F00ð ffiffiffiffi

ϵj
p Þ − F0ð ffiffiffiffi

ϵj
p Þffiffiffiffi
ϵj

p
�
y2T2

�
ey

ð1þ eyÞ2 : ðC38Þ

We take Δy to be large, but smaller than 1=T, and find

~IðTÞ ¼ Fð ffiffiffiffiffi
ϵ2

p Þ − Fð ffiffiffiffiffi
ϵ1

p Þ þ T2
π2

24

�
1

ϵ2

�
F00ð ffiffiffiffiffi

ϵ2
p Þ − F0ð ffiffiffiffiffi

ϵ2
p Þffiffiffiffiffi
ϵ2

p
�
−

1

ϵ1

�
F00ð ffiffiffiffiffi

ϵ1
p Þ − F0ð ffiffiffiffiffi

ϵ1
p Þffiffiffiffiffi
ϵ1

p
��

: ðC39Þ

Now, the expressions forMn in Eqs. (C23) contain the functions FnðxÞ ¼ 2πðmx2Þnþ1
2 , with n ¼ 1 and n ¼ 3, when written

in the form of Eq. (C32), i.e. at finite temperature. By using Eq. (C39) and the fact that only n ¼ 1 and n ¼ 3 are relevant,
we recover
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InðTÞ ¼ Fnð
ffiffiffiffiffi
ϵ2

p Þ − Fnð
ffiffiffiffiffi
ϵ1

p Þ þ T2
π2

24

�
1

ϵ2

�
F00
nð

ffiffiffiffiffi
ϵ2

p Þ − F0
nð ffiffiffiffiffi

ϵ2
p Þffiffiffiffiffi
ϵ2

p
�
−

1

ϵ1

�
F00
nð

ffiffiffiffiffi
ϵ1

p Þ − F0
nð ffiffiffiffiffi

ϵ1
p Þffiffiffiffiffi
ϵ1

p
��

¼ Inð0Þ þ T2
π3

3

nþ 1

2

�
nþ 1

2
− 1

�
m

nþ1
2

�
ϵ
nþ1
2
−2

2 − ϵ
nþ1
2
−2

1

�
¼ Inð0Þ: ðC40Þ

What this result implies for the low-temperature expansion
of Eqs. (C22) is that the finite temperature dependence of
the spectral functions T þ− and Sþ− only appears at the
OðT4Þ order. For the purposes of this calculation, we
neglect the OðT4Þ contributions, which makes the temper-
ature dependence of the þ− CTP blocks drop out alto-
gether.
Finally, the retarded Green’s function Gr ¼ Gn þ Gf ¼

Gþþ −Gþ− has longitudinal and transverse components,

as in the parametrization of Eq. (C3). In the nonrelativistic
limit, the two sectors are defined by the expressions

Gr
l ¼ 1

c
ℜx½T þþ − T þ−�;

Gr
t ¼

c
2
ℜx½ðT þþ − T þ−Þξ2 − Sþþ þ Sþ−�: ðC41Þ

The variable ξ was defined above as ξ ¼ ω=cjqj.
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