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In the chiral symmetric phase, the polarized instanton–anti-instanton molecule pairing induces a
nontrivial repulsive interaction in the isoscalar axial-vector channel. As a consequence, one unusual
property is observed that in the chiral restoration phase, there is a first order phase transition for the
spontaneous generation of local charge parity (CP) violation and chirality imbalance. Furthermore, it is
found that external magnetic fields will lower the critical temperature for the local CP-odd phase transition
and catalyze the chirality imbalance, which destroys the chiral condensate with pairing quarks between
different chiralities. A reasonable strength of the repulsive interaction in the isoscalar axial-vector channel
can naturally explain the inverse magnetic catalysis around the critical temperature under external magnetic
fields.
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I. INTRODUCTION

Quantum chromodynamics (QCD) is widely accepted to
be the fundamental theory of the strong interactions. The
study of the QCD phase structure and phase diagram has
always been one of the most attractive topics to understand
the nature of the strong interactions. In particular, the
nonperturbative features of QCD can be affected signifi-
cantly by thermal excitations at high temperatures and by
strong external magnetic fields. This kind of investigation
has realistic relevance to phenomenology in noncentral
heavy ion collisions, in which hot quark-gluon plasma with
a strong magnetic field is generated. The strength of the
magnetic fields can reach up to

ffiffiffiffiffiffi
eB

p
∼ 0.1 GeV at

Relativistic Heavy Ion Collider (RHIC) and
ffiffiffiffiffiffi
eB

p
∼

0.5 GeV at the Large Hadron Collider (LHC) [1–4].
Hence, heavy ion collisions provide a most intriguing
platform for us to probe the effects of high temperatures
and strong magnetic fields on the properties of QCD.
One of the most important aspects of the QCD at zero

and finite temperatures is the spontaneous breaking of
chiral symmetry. The chiral condensate is an order param-
eter in the chiral limit by assuming zero current quark
masses, which offers a nonzero vacuum expectation value
in the hadronic phases and vanishes above the chiral
transition temperature Tc where chiral symmetry is
restored. In nature, although the chiral condensate is only
an approximate order parameter as a results of the nonzero
but small quark masses, it still characteristically describes
the chiral phase transition between the hadronic and the
quark-gluon plasma phase. Therefore, the behavior of the

chiral condensate can help us investigate the QCD phase
diagram and the properties of the strong interactions.
When considering the impact of magnetic fields on the

chiral condensate of QCD at zero chemical potential, an
interesting consequence has been recognized since the
1990s, which is the so-called magnetic catalysis [5–8]. It
refers to an effect that the chiral condensate increases with
the increasing B and thus the transition temperature Tc
grows with B as well. This has been verified by almost all
earlier low-energy effective models and approximations to
QCD [5–7,9–20] as well as lattice simulations [21–25] in
the past twenty years, although several model calculations,
such as the two-flavor chiral perturbation theory [26], the
linear sigma model without vacuum corrections [27], and
the bag model [28], exceptionally obtained a decreasing
TcðBÞ function. However, a recent lattice result [29]
surprisingly shows that the transition temperature Tc
significantly decreases with the increasing magnetic field.
In addition, the dependence of the chiral condensate on the
external magnetic field varies for different temperature
regions [30]. At zero and low temperatures, the increasing
behavior of the chiral condensate with B is confirmed,
which corresponds to the effect of magnetic catalysis. And
then at crossover region, where the temperature is close to
but below TcðeB ¼ 0Þ, the chiral condensate increases first
as B grows and then begins to decrease at a certain
magnetic field value, showing a humplike structure.
When above TcðeB ¼ 0Þ, the chiral condensate shows a
monotonously decreasing dependence on B. This phe-
nomenon is in conflict with previous calculations, and
the partly decreasing behavior of the chiral condensate with
the increasing B around Tc is called inverse magnetic
catalysis.
The phenomenon of inverse magnetic catalysis around

Tc calls for new understandings in theory, although the
decreasing dependence of Tc on B is expected to be a very
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small effect in the quark-gluon plasma produced by non-
central heavy ion collisions at RHIC and LHC, where the
magnetic field decreases extremely fast. There have been
several proposals [31–35] trying to understand the under-
lying mechanism of this puzzle related to the chiral phase
transition, which is quite different from our conventional
understanding and predictions. One of the most competitive
mechanisms to explain inverse magnetic catalysis near Tc
is suggested to be attributed to the local chirality imbalance
induced by the nontrivial topological gluon configuration.
The action of a certain gluon configuration is determined
by the topological charge

QT ¼ 1

32π2

Z
d4xFaμν ~Fa

μν; ð1Þ

where Faμν and ~Fa
μν ¼ 1

2
ϵμνρσFaρσ denote the gauge field

strength tensor and its dual, respectively. Furthermore,
since QT ¼ ΔNCS ¼ NCSðt ¼ þ∞Þ − NCSðt ¼ −∞Þ, the
gauge field configuration with QT ≠ 0 connects dif-
ferent topological vacua characterized by different
Chern-Simons numbers. The chirality imbalance is induced
by the nonzero topological charge through the axial
anomaly of QCD,

ΔN5 ¼
Z

d4x∂μj
μ
5 ¼ −2NfQT; ð2Þ

where Nf is the number of flavors, ΔN5 ¼ N5ðt ¼ þ∞Þ−
N5ðt ¼ −∞Þ, with N5 ¼ NR − NL denoting the number
difference between right- and left-hand quarks, and ∂μj

μ
5 ¼

− Nf

16π2
Faμν ~Fa

μν in the chiral limit, associated with the
isospin singlet axial-vector current jμ5 ¼ ψ̄γμγ5ψ . Hence,
the configurations with nonzero topological charge,
depending on the sign of the QT , can transform left- into
right-hand quarks or vice versa, and lead to the breaking
of the parity (P) and charge parity (CP) symmetry. At
zero and low temperatures, the instantons in a random
liquid state are the configurations with finite topological
charge (instantons with QT ¼ 1, while anti-instanton with
QT ¼ −1) responsible for the tunneling transitions and are
expected to be thermally suppressed at high temperature.
The configurations responsible for thermal topological
transitions, which occur at a copious rate at high temper-
atures compared to the instantons, are called sphalerons.
Because of the existence of QCD sphalerons, chirality
can be produced in the high temperature phase of QCD.
Moreover, in fact, there is no direct P and CP violation in
QCD, so the chirality vanishes on average and can only
occur locally in the QCD vacuum. It means that the
probability to generate either a sphaleron (instanton) or
an antisphaleron (anti-instanton) is equal. In this scenario,
there will be some domains with net topological chargeQT ,
while some other domains with net topological charge
−QT . Thus, net chirality imbalance is induced in these two
kinds of domains separately but the average chirality is zero

for the whole QCD vacuum system. Furthermore, it has
been proposed that an interplay between a nonzero local
chirality and a magnetic field induces a current along the
magnetic field, which is the so-called chiral magnetic effect
(CME) [36–38]. It will lead to a charge separation effect
that may be observed experimentally in the noncentral
heavy ion collisions. The recent observation of charge
azimuthal correlations at RHIC and LHC [39–41] possibly
resulted from the CME with local P and CP violation.
However, it is difficult to describe the sphaleron tran-

sition process in a dynamical way. In this work we present
a dynamical mechanism based on the instanton–anti-
instanton (IĪ) molecule picture [42–45], which is valid
at finite temperature T ≳ Tc. It has been suggested that
although individual instantons and anti-instantons are
strongly suppressed in the chirally restored phase, they
still keep sizable density near and above Tc and are paired
up into the ordered IĪ molecules when approaching to Tc
from below. Therefore, the interacting instanton–anti-
instanton molecules can be regarded as one of the possible
mechanisms responsible for a variety of nonperturbative
effects of QCD in the region T ≃ Tc − 2Tc [44,45]. In this
scenario, the corresponding effective Lagrangian density is
derived and expressed in the form of the four-fermion
interactions similar to the Nambu-Jona-Lasinio (NJL)
model [44]. Particularly, an unconventional prediction
was proposed that the isoscalar axial-vector interaction is
repulsive. This four-quark interaction channel will naturally
induce local chirality imbalance and dynamical chiral
chemical potential in QCD at high temperatures near Tc.
And also it is found that the increasing magnetic fields
help to lower the critical temperature for the appearance of
the local chirality. Hence, the pairing of the chiral con-
densate is affected by the chirality imbalance and the
chiral phase transition is modified by the external magnetic
fields at the temperatures around Tc correspondingly.
Moreover, the average net topological charge is zero in
the IĪ molecule picture because of the equal number
between instantons and anti-instantons. One domain with
a number of instantons contains more left-hand quarks,
while the other domain with the same number of anti-
instantons contains more right-hand quarks. This is in
agreement with our assumption with respect to the local
chirality imbalance.
The paper is organized as follows. In Sec. II, we give a

general description of the NJL model with consideration
of the effective four-quark interaction in the axial-vector
channel adopted in this paper, and discuss the unusual
prediction upon this channel stemming from the interacting
IĪ molecule model (IIMM) intensively. In Sec. III, we
derive the thermodynamical potential by using the corre-
sponding Lagrangian density in the mean field approxi-
mation. In Sec. IV, we present the results of the numerical
calculations and related discussion. Finally, we give con-
clusions and discussions in Sec. V.
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II. MODEL WITH THE AXIAL-VECTOR
INTERACTION

We investigate the chiral phase transition of QCD at zero
and finite temperatures in the presence of magnetic fields in
the framework of the NJL model [46–51]. The Lagrangian
density of our model is given by

L ¼ ψ̄iγμDμψ þ GS½ðψ̄ψÞ2 þ ðψ̄iγ5τψÞ2�
− GVðψ̄γμψÞ2 −GAðψ̄γμγ5ψÞ2: ð3Þ

In the above equation, ψ corresponds to the quark field of
two light flavors u and d. GS, GV , and GA are the coupling
constants with respect to the scalar (pseudoscalar), the
vector isoscalar, and the axial-vector isoscalar channels,
respectively. The covariant derivative, Dμ ¼ ∂μ − iqfAμ,
couples quarks to an external magnetic field B ¼ ð0; 0; BÞ
along the positive z direction, via a background field,
for example, Aμ ¼ ð0; 0;−Bx; 0Þ. And qf is defined as the
electric charge of the quark field. Here, we will just work in
the chiral limit, since the current masses of two light quark
flavors are only a few MeV and their influence in the
physical world can be negligible as compared to the
temperature. In particular, although it has been shown in
Ref. [52] that the chiral limit is trivial and the quark masses
play an important role in magnetic perturbative QCD, the
effects of the current masses of light quarks on the chiral
phase transition are very small in our scenario in which the
temperature is not large enough to make the perturbation
theory reliable, and the dynamic quark masses stemming
from the chiral condensate is much more important.
Furthermore, one can find that the vector isoscalar and
axial-vector isoscalar channels add to the simplest tradi-
tional SUð2Þf NJL model. It will be shown in the following
that the axial-vector isospin-scalar channel becomes impor-
tant for the physics related to chiral phase transition at large
temperature T ≃ Tc.
In fact, this type of Lagrangian density (3) has been

studied by a generalized SUð2Þf NJL model with effective
four-fermion interactions in Ref. [48,49], which is Fierz
invariant and respects SUð2ÞV ⊗SUð2ÞA⊗Uð1ÞV ⊗Uð1ÞA
symmetry. Its most general form of the effective four-quark
interactions for two light flavors is given by

Lð4Þ
general ¼

1

2
G1½ðψ̄τaψÞ2 þ ðψ̄τaiγ5ψÞ2�

−
1

2
G2½ðψ̄τaγμψÞ2 þ ðψ̄τaγμγ5ψÞ2�

−
1

2
G3½ðψ̄τ0γμψÞ2 þ ðψ̄τ0γμγ5ψÞ2�

−
1

2
G4½ðψ̄τ0γμψÞ2 − ðψ̄τ0γμγ5ψÞ2�

þ Lð4Þ
color octet; ð4Þ

where Lð4Þ
color octet is the color-octet part of L

ð4Þ
general (not shown

explicitly here).Gi are four independent coupling constants
and τa is a four-vector with components (1, ~τ), which are
unit and Pauli matrices in isospin space, respectively.
Comparing Eq. (3) with Eq. (4), one can find the relations
between the coupling constants:

GS ¼
1

2
G1; GV ¼ 1

2
ðG2 þ G3 þ G4Þ;

GA ¼ 1

2
ðG2 þ G3 − G4Þ: ð5Þ

Conventionally, the value of GS is determined by fitting the
experimental data with a globe cutoff in the numerical
calculations, while the values of GV and GA are fixed by
obtaining the ratios of GV=GS, GA=GS, or GA=GV in other
models or some other related experimental data fitting.
The signs and magnitudes ofGS,GV , andGA determine the
properties and strength of the corresponding four-quark
interactions.
In the simplest NJL model with only scalar isoscalar and

pseudoscalar isoscalar channels, which can produce the
low-energy phenomena related to chiral symmetry breaking
at T ¼ 0, has a positive GS. This is consistent with the
effective four-quark interactions induced by the random
instanton liquid model (RILM) [53–55], which is described
by the famous ’t Hooft effective interaction [56]. The RILM
also gives a very successful phenomenology of the QCD
vacuum at T ¼ 0, since instantons provide a mechanism for
chiral symmetry breaking and generate strong interactions
between light quarks. One can find that it leads to attractive
interactions in the π and σ channels, and no interactions in
the vector and axial-vector channels, to the first order in the
instanton density. Therefore, we obtain in RILM that GS is
positive, which can be determined by the instanton density,
and GV ¼ GA ¼ 0.
Furthermore, as we know, the fundamental quark cur-

rents in QCD are color currents Jaμ ¼ ψ̄γμtaψ , which arise
from the one gluon exchange approximation [49]. As a
consequence, a simple example of a local four-quark
interaction described by two such currents is given by

Lð4Þ
c ¼ −Gcðψ̄γμtaψÞ2; ð6Þ

where Gc is a coupling constant and ta are SUð3Þcolor
generators. By taking Fierz transformation, one can get

GS ¼ 2GV ¼ 2GA: ð7Þ

Similarly, based on a colored current-current but nonlocal
interaction, the global color model of QCD was proposed
and successfully explained many properties of nonpertur-
bative QCD with relatively strong couplings [57–60]. Thus,
it suggests that GS, GV , and GA are positive at zero and low
temperatures.
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A full consideration of the NJL model with a generalized
Lagrangian density (4) in Ref. [49] gives predictions that
GS=GV ≃ 1.5 and GA=GV ≃ 2.5 by fitting the mesonic
properties. It means that GS, GV , and GA are all nonzero
and positive. Especially, the positive sign of GA is ensured
by the fact that the value of the flavor singlet axial constant
g0A deduced from the EMC data [61] is smaller than 1
[48,49]. Since the calculations in the context of all models
above give successful description of the low-lying hadrons
and QCD vacuum at zero and finite but low temperature, it
is reasonable to believe that, at zero and low temperature,
GS, GV , and GA should be positive.
At zero and low temperature, since the ’t Hooft inter-

action is dominant, the random instantons play an impor-
tant role in chiral symmetry breaking. However, at high
temperature near the chiral phase transition, the instantons
are no longer random, but become correlated. Therefore,
it was suggested that the growing correlations between
instantons and anti-instantons near Tc lead to the decrease
of random instantons and the increase of instanton–anti-
instanton molecule pairs [42–44]. It means that the random
instantons and anti-instantons are not annihilated but paired
up into the correlated IĪ molecules when chiral phase
transition happens. Thus, for T ≳ Tc, the resulting Fierz
symmetric Lagrangian density with the effective local
four-quark interactions induced by IĪ molecules [44] reads

Lmol sym ¼ G
�

2

N2
c
½ðψ̄τaψÞ2 − ðψ̄τaγ5ψÞ2�

−
1

2N2
c
½ðψ̄τaγμψÞ2 þ ðψ̄τaγμγ5ψÞ2�

þ 2

N2
c
ðψ̄γμγ5ψÞ2

�
þ L8; ð8Þ

where L8 denotes the color-octet part of the interactions.
G is the coupling constant, which is determined by the
number density of IĪ molecule pairs. Compared with
Eq. (3), the molecule-induced effective Lagrangian gives

GS ¼
2G
N2

c
; GV ¼ G

2N2
c
; GA ¼ −

3G
2N2

c
: ð9Þ

It indicates that (1) the π, σ, δ, η0, ω, ρ, and a1 channels are
attractive as a result of positive GS and GV , which are the
same as the generalized NJL model in Refs. [48,49] and (2)
the axial-vector isoscalar channel f1 is repulsive because of
negative GA, which is quite different from all the above
models. Therefore, when approaching to Tc from below, it
seems that the coupling constant GA flips the sign from
positive to negative, based on the IĪ molecule model.
And GA should be negative near and above the critical
temperature of chiral phase transition. The unconventional
repulsive axial-vector interaction leads to a repulsive axial-
vector mean field in the spacelike components but an

attractive one in the timelike components, by following the
discussion in Ref. [62]. This effect turns out to be very
important in explaining inverse magnetic catalysis in our
model, which will be discussed in Sec. IV. In addition, the
molecule-induced effective Lagrangian (8) is derived by
averaging over possible molecule orientation, with the
relative color orientation fixed. Thus one gets GV ¼ 1

4
GS

and GA ¼ − 3
4
GS by Eq. (9). If the molecules are com-

pletely polarized near Tc, molecules are polarized in the
time direction and therefore we get an effective Lagrangian
similar to Eq. (8) but with all vector (or axial-vector)
interactions modified according to ψ̄γμΓψ → 4ψ̄γ0Γψ
[44,63]. In this situation, one can find that GV ¼ GS and
GA ¼ −3GS. It means that the magnitudes of GV and GA
will increase due to the polarization of the molecules.
Therefore, even when T ≳ Tc, GA is still temperature
dependent and related to the polarization strength for the
molecules.
Finally, we make some general remarks about the

coupling constants GS, GV , and GA. First, GS and GV
are always positive no matter what temperature it is.
Second, GA is positive at zero and low temperature and
is negative at the temperature above Tc. Third, GS, GV , and
GA are actually all T dependent. However,GV is not needed
to be considered since it is not related to inverse magnetic
catalysis. For simplicity, GS and GA in our calculations are
both treated as constants for the whole temperature region
and not affected by the external magnetic field as well. GS
is fitted as a positive parameter without considering the
temperature dependence. As forGA, we will treat it as a free
parameter. It is found in our calculations that, no matter
what values we use, the behavior of quark condensates
below Tc obtains little influence. It means that it does not
make any difference even if we use a negative value for the
whole temperature range. In addition, the inverse magnetic
catalysis effects become evident only when near critical
temperature. This is consistent with the valid region of the
IĪ molecule model with a negative GA. As a consequence,
our results about the chiral phase transition should also be
always convincing although a negative constant is used
for GA in the whole T range.

III. MEAN FIELD APPROACH

At mean field level, the corresponding Lagrangian from
Eq. (3) can be given by the following formula:

L ¼ −
σ2

4GS
þ ~μ25
4GA

þ ψ̄ðiγμDμ − σ þ ~μ5γ
0γ5Þψ ; ð10Þ

with σ ¼ −2GShψ̄ψi and ~μ5 ¼ −2GAhψ̄γ0γ5ψi. Here, we
just keep the scalar isoscalar and the axial-vector isoscalar
channels, since only these two channels are particularly
significant to the chiral phase transition. The scalar density
hψ̄ψi is the order parameter for chiral phase transition,
and the chirality density hj05i ¼ hψ̄γ0γ5ψi is the zeroth
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component of expectation value for the axial current
jμ5 ¼ ψ̄γμγ5ψ , and it describes the chirality imbalance.
hψ̄γ0γ5ψi should be zero on average because of the equal
numbers for the right-hand and left-hand quarks, no matter
what the temperatures are. The vanishing average value of
hψ̄γ0γ5ψi can be understood as the formation of local
domains, each one having a nonzero hψ̄γ0γ5ψi value. And
the probability to create a domain with a positive hψ̄γ0γ5ψi
is the same as the probability to create a domain with a
negative hψ̄γ0γ5ψi. Here, we focus on studying the
domains with a positive hψ̄γ0γ5ψi in equilibrium states.
The nonzero value of hψ̄γ0γ5ψi for the local domains
should be induced by the interactions of the system itself
and can be determined by its own equilibrium conditions.
Comparing σ with ~μ5, one can find some similarities

between them. The four-quark interaction in the scalar
isoscalar channel leads to a dynamic quark mass σ arising
from the scalar density hψ̄ψi, while the interaction in the
axial-vector isoscalar channel leads to a dynamic axial
chemical potential ~μ5 arising from the chiral density
hψ̄γ0γ5ψi. Since ~μ5 is an induced quantity generated
dynamically by the axial-vector interaction and directly
related to the nonzero hψ̄γ0γ5ψi in the local domains, it is
not associated with a conserved charge. Therefore, we treat
it more like a kind of dynamical condensate in analogy
with σ and do not need to introduce an artificial chiral
chemical potential. Moreover, the minimization of the
thermodynamical potential with respect to σ and ~μ5 will
determine the dependence of them on magnetic fields and
temperatures.
Thus, we begin to find the thermodynamical potential in

the following. By integrating out the quark fields ψ , one
gets the thermodynamical potential per unit volume Ω in
the mean field approximation,

Ω ¼ σ2

4GS
−

~μ25
4GA

− Nc

X
f¼u;d

jqfBj
2π

X
s;k

αsk

Z
∞

−∞

dpz

2π
f2ΛðpÞωskðpÞ

− 2NcT
X
f¼u;d

jqfBj
2π

X
s;k

αsk

Z
∞

−∞

dpz

2π

× lnð1þ e−ωsk=TÞ; ð11Þ
where

ωsk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2 þ ½jpj þ s ~μ5sgnðpzÞ�2

q
ð12Þ

are the eigenvalues of the Dirac operator with spin factors
s ¼ �1,

p2 ¼ p2
z þ 2jqfBjk; ð13Þ

and k ¼ 0; 1; 2;… is a non-negative integer number
labeling the Landau levels. The spin degeneracy factor is

αsk ¼
( δs;þ1 for k ¼ 0; qB > 0;
δs;−1 for k ¼ 0; qB < 0;
1 for k ≠ 0:

ð14Þ

Following Ref. [38] we use a smooth regularization form
factor

fΛðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Λ2N

Λ2N þ jpj2N

s
; ð15Þ

where we take N ¼ 5. Now, by making use of Eq. (11), σ
and ~μ5 can be determined self-consistently by solving the
saddle point equations

∂Ω
∂σ ¼ ∂Ω

∂ ~μ5 ¼ 0: ð16Þ

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, we provide the numerical calculation
results of σ and ~μ5 at zero and finite temperature in a
uniform magnetic field by using Eq. (16) and analyze their
effects on the chiral phase transition and inverse magnetic
catalysis. Our model parameters are fitted by reproducing
the pion decay constant and the quark condensate in the
vacuum. They are given by Λ ¼ 626.76 MeV and GSΛ2 ¼
2.02. These parameters correspond to fπ ¼ 92.3 MeV, the
vacuum quark condensate hūui ¼ −ð251Þ3 MeV, and the
constituent quark mass M ¼ 325 MeV. As we only have a
free parameter GA, a ratio rA ¼ GA=GS is defined to
describe the variation of GA.
Figure 1 shows the quark condensate σ and dynamical

chiral chemical potential ~μ5 as a function of Tat rA ≥ 0, and
rA ¼ −0.50, −0.75, −0.85, and −1.0 in the case of eB ¼ 0.
For rA ¼ 0 and rA > 0, the effective potential Ω has no
minimum with respect to ~μ5 at finite temperature and there
is no chirality imbalance induced in the chiral symmetric
phase. Therefore, one can only observe the chiral phase
transition at Tc, which is of second order in the chiral limit.

rA 0
rA 0.5
rA 0.75
rA 0.85
rA 1.0

0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.0

0.1

0.2

0.3

0.4

0.5

0.

0.6

1.2

1.8

2.4

3.

T GeV

G
eV G
eV

FIG. 1 (color online). Quark condensate σ and dynamical chiral
chemical potential ~μ5 as a function of T at eB ¼ 0 for several
values of rA.
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However, when rA is negative, a different situation occurs
that the potential Ω has two local minima. One is the
original trivial minimum with nonzero chiral condensate;
the other one has a zero quark condensate σ but nonzero
dynamical chiral chemical potential ~μ5 due to the attractive
mean field in the timelike component of the axial-vector
interaction. When the temperature is low, the former one is
lower than the latter one, so it is a global minimum and
corresponds to a stable QCD vacuum; whereas, when the
temperature reaches T5c, a critical temperature for nonzero
~μ5, the latter minimum turns to be lower and becomes the
new stable QCD vacuum state, even if the magnetic field is
zero. Therefore, the competition between the quark con-
densate σ and the dynamical chiral chemical potential ~μ5
results in the chirality imbalance at high temperatures
above T5c. Therefore, a dynamical chiral chemical potential
~μ5 is spontaneously generated by repulsive quark inter-
action in the isoscalar axial-vector channel. It means that
local P-odd and CP-odd domains should exist in the quark-
gluon plasma produced in heavy ion collisions, and thus the
chiral magnetic effect is expected to take place when the
external magnetic filed is present. It is noticed that the local
CP-odd phase transition for ~μ5 is always of first order. The
increase of the magnitude jrAj will lower the critical
temperature T5c. When rA > −0.85, it is found that the
chiral phase transition and the local CP-odd phase tran-
sition are independent with T5c > Tc; one is of second
order and the other one is of first order. When rA ≤ −0.85,
the chiral phase transition and the local CP-odd phase
transition are locked with T5c ¼ Tc, and both are of
first order.
When the external magnetic field turns on, we can

investigate the effect of magnetic field on the chiral phase
transition and the local CP-odd phase transition in Fig. 2 for
rA ¼ −0.50, −0.75, −0.85, and −1.0. For the cases of rA ¼
−0.50 and −0.75, when the magnetic field is not strong
enough, the second order chiral phase transition and the
first order local CP-odd phase transition are separated with
T5c > Tc, so that Tc increase with eB and T5c decreases
with eB; when the magnetic field is strong enough, the
chiral phase transition and local CP-odd phase transition
happen together at Tc ¼ T5c, and both are of first order. For
the cases of rA ¼ −0.85 and −1.0, two kinds of phase
transitions always occur at the same temperatures and both
are of first order. With the increase of the magnetic field, it
is found that, at low temperature, the magnitude of chiral
condensate σ increases with magnetic field, which is the
familiar magnetic catalysis. However, the critical temper-
ature for local chirality imbalance T5c is lowered by the
magnetic field, which means that the magnetic field is
the catalyzer of the local chirality imbalance. Hence, the
increasing of the magnetic field decreases the critical
temperature Tc and the inverse magnetic catalysis effect
becomes understandable for the whole magnetic fields
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FIG. 2 (color online). Quark condensate σ and dynamical
chiral chemical potential ~μ5 as a function of T at rA ¼ −0.50,
−0.75, −0.85, and −1.0 for different values of eB. (a) σ and ~μ5
at rA ¼ −0.50 for different values of eB. (b) σ and ~μ5 at rA ¼
−0.75 for different values of eB. (c) σ and ~μ5 at rA ¼ −0.85 for
different values of eB. (d) σ and ~μ5 at rA ¼ −1.0 for different
values of eB.
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region. In addition, one can observe that the curves of ~μ5 in
Fig. 2 become less smooth when eB increases. This is
because the increase of the strength of the magnetic field
gives rise to a decrease of the number of the filled Landau
levels in the numerical calculations, and the oscillations in
the graphs become more intense correspondingly.
In Fig. 3, we show the critical temperature Tc and T5c for

chiral phase transition as a function of eB with different
values of rA ¼ 0, −0.50, −0.75, −0.85, and −1.0. It is
clearly shown that when rA ¼ 0, i.e., no repulsive iso-scalar
axial-vector interaction, the critical temperature increases
with magnetic field, and shows magnetic catalysis effect.
When the magnitude of jrAj increases and rA > −0.85, the
critical temperature Tc shows a nonmonotonic behavior,
first increasing with eB then decreasing with eB. When
rA ≤ −0.85, the critical temperature Tc decreases mono-
tonically with eB. However, the value of Tc at eB ¼ 0 for
rA < −0.85 is lower than that of at rA ¼ 0. With the
magnitude of rA ¼ −0.85, the monotonic decreasing Tc
from Tc ¼ TcðrA ¼ 0Þ with eB is in agreement with the
inverse magnetic catalysis observed in lattice [29]. As for
T5c, it always decreases monotonically with eB.

V. CONCLUSIONS

In conclusion, based on the scenario of polarized
instanton–anti-instanton molecule pairing above chiral
restoration, we provide a dynamical model with a nontrivial
repulsive four-quark interaction in the isoscalar axial-vector
channel. We observe one unusual property that, in the
chirally symmetric phase, there is a first order phase
transition for the spontaneous generation of local P and
CP violation and chirality imbalance. Similar conclusions
have been drawn from the studies in the last years, like the
discussion in the chiral magnetic effect in heavy ion
collisions [64], the NJL model at θ ¼ π [65,66], and the
hot linear sigma model with the θ parameter [67,68].
Comparing with previous discussions mentioned above,
we propose an effective and straightforward mechanism
regarding the local CP violation by using an unconven-
tional repulsive axial-vector interaction in the NJL model.
In the study of the previous studies, the chirality was

always introduced artificially by a finite axial chemical
potential as a background physical quantity. Indeed once the
axial chemical potential is introduced, the nonzero chirality
imbalance is induced and thus it gives a signal to P and CP
violation in the QCD vacuum, as well as the inverse
magnetic catalysis effect. However, it did not give an answer
to the mechanism of how the nonzero axial chemical
potential is generated from the QCD vacuum without the
number difference between right- and left-hand quarks and
why it is favored at high temperatures around Tc.
However, in our work, starting from the instanton–anti-

intanton molecule model valid for T ≳ Tc with nontrivial
topological configuration, which is described by the rear-
rangement of instantons and anti-intantons, an unusual
repulsive axial-vector interaction with GA < 0 was found
to be produced in the framework of the NJL model [44]. As
a consequence, a dynamical chiral chemical potential ~μ5,
which describes the chirality imbalance, is naturally induced
by the axial-vector interaction. And it is obtained that
nonzero ~μ5, as a vacuum expectation value in the local
domains, is preferred over the nonzero chiral condensate σ in
the equilibrium of QCD vacuum at high temperatures when
GA < 0, which is guaranteed at the temperatures near and
above Tc by IIMM. The values of ~μ5 could be either positive
or negative, depending on the sign of the topological charges
in the local domains, but the average value in the whole QCD
vacuum should be zero. Moreover, we find that not only the
negative sign of GA is important for the chirality at high
temperatures, but also the magnitude of the negative GA is
important for the critical temperature T5c.
Furthermore, when an external magnetic field is added

to the QCD vacuum at zero and finite temperatures, we
investigate the effects of the magnetic field on the chiral
condensate σ and the dynamical chiral chemical potential
~μ5. It is found that external magnetic field is the catalyzer
of the local chiral imbalance, which destroys the pairing
quarks between different chiralities. A reasonable strength
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FIG. 3 (color online). Tc and T5c as a function of eB for rA ¼ 0,
−0.5, −0.75, −0.85, and −1.0. (a) Tc as a function of eB for
different values of rA. (b) T5c as a function of eB for different
values of rA.
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of the repulsive interaction in the isoscalar axial-vector
channel can naturally explain the inverse magnetic
catalysis around critical temperature under external mag-
netic fields.
With a constant repulsive interaction in the isoscalar

axial-vector channel, it is found that the spontaneous
generation of the chirality imbalance is of first order phase
transition, and when the magnitude of coupling in axial-
vector channel is big enough, the chiral phase transition
will be locked with the local CP violation phase transition
and will also become a first order phase transition, which is
not in agreement with lattice results at finite temperature.
This might be improved by considering a temperature
dependent coupling constant in the isoscalar axial-vector
channel, or considering the spatial structure of the topo-
logical charge distribution.
It is worth mentioning that, in Refs. [69] and [70], the

local CP violation effect is also observed in lattice QCD. It
is always confusing how local CP violation can exist in an
equilibrium system; the spatial structure of the topological
density distribution [71] is helpful to understand this
scenario.

As a future project it is straightforward to extend our
analysis to the 2+1 flavors and investigate effects of the
axial-vector interaction on the chirality imbalance at finite
chemical potentials. The chiral magnetic effect is expected
to be the natural consequence of quark-gluon plasma in
the presence of the strong magnetic field, since local CP
violation and chirality imbalance in the chirally symmetric
phase is guaranteed by our mechanism. Besides, we expect
this mechanism can have direct application in cosmology
related to CP violation and baryogenesis.
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