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A measurement of the complete differential cross section for the reaction pp d7t+ at
3.00, 3.20, 3.43, 3.65, 3.83, 4.00, 4.20, and 5.05 GeV/c incident proton momentum has
been made in an attempt to establish the role of the 4(1950) in this region. The data show
that the previously observed enhancement in the forward cross section between 3 and 4 GeVfc
due to this isobar is an effect which damps out quickly as the production angle departs from
zero degrees, in contrast with the well-known enhancement at 1.35 GeV/c, which is evident
at all angles. In particular, the one-pion-exchange model is in poor agreement with the
extended set of data. A detailed description is given of a novel proportional-wire-chamber
system which facilitated the selection of this rather rare reaction from a very high compet-
ing background.

I. INTRODUCTION

This is a report on a comprehensive series of
measurements of the complete angular distribu-
tion and total cross section for the reaction

over the range of incident momenta from 3.00 to
5.05 GeV/c. These measurements were carried

out at the Bevatron of the Lawrence Berkeley Lab-
oratory as an extension of previous work of our
collaboration on reaction (1).'

The low-energy region, ' below 3.3 GeV/c for
reaction (1), has been successfully described in
terms of the excitation of the (3, 3) resonance. '
Between 2.3 and 4.3 GeV/c the forward cross sec-
tion shows another structure which may be as-
cribed to the (7, 3) resonance. ~ ' The purpose of
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arm were digitized by the proportional chambers.
When a coincidence occurred the addresses from
four pairs of the chambers were compared mith
precalculated sets of values by digital compara-
tors. As a result, only those events with the kine-
matically correct relationships were accepted. A
PDP-9 computer was used to further test events
on line, monitor the operation of the hardware,
and do normal bookkeeping. On-line hardware
and software cuts, together with off-line software
cuts, yielded a very clean separation of reaction
(I) from real and accidental background. Cross
sections were ultimately extracted from taped
data using the Lawrence Berkeley Laboratoxy
CDC-6600 computer.

A. Proton beam and monitors

The momentum of the Bevatron external proton
beam was knomn to about one part in 1000. The
intensity of the beam impinging on the liquid hydro-
gen target in the experimental area was about
10'-1G' protons per pulse. This intensity was
vax'ied from run to run with adjustable collimators
to keep the total detector and electronic dead time
from rising much above 20%. This set a limit of
-3~10' particles yer second in the arms. Spill
lengths varied from about 0.3 to 1.5 sec; the rep-
etition r ate was approximately 10 pulses per min-
ute.

The beam was monitored by two identical scin-
tillation-counter telescopes, which observed the
secondaries produced at 90'when the beam struck
a 0.16-cm-thick aluminum plate located on the
beam line in front of the entrance to the beam
dump. The monitor counts mere gated off by dead-
time signals from all the detectors in the experi-
ment to take proper account of the dead time of the
system. These telescopes mere calibrated to give
the absolute numer of protons in the beam in a two-
step process. Throughout the running me checked
the monitor count against C" activation induced in
a polystyrene sample. In turn, these C" monitors
were calibrated in an absolute may by direct count-
ing of the protons traversing them using scintilla-
tion counters at a beam intensity reduced below
3 ~106 pxotons per second. As a by-product of
this work we determined the cross section for the
production of C" from natural carbon at 4.5 GeV/c
to be 2V.V +0.3 mb. The details of this measure-
ment will be reported elsewhere. "

A polystyrene sample mas placed in the beam
near the upstream profile monitor. The sample,
consisting of a 3.8-cm-diameter disk surrounded
by and coaxial with an annulus of V.6 em outside
diametex, mas irradiated for about ten minutes
mhile the beam monitor counts were recorded. The

activity of the annulus compared to the disk gave
a check on the beam halo, typically a few percent.
The C" decay, by the reaction C" 8"+e' (with
a 20-min half-life}, was measured by placing the
disk. and annulus sepax'ately between eoppex' plates
to absorb the positrons and detecting the annihila-
tion y rays with a NaI crystal of known efficiency.

Four beam profile chambers were used to ob-
serve the spatial distribution of paxticles in the
beam, spill by spill. These were 10-cm-by-10-cm
proportional chambers with 32 readout wires. "
Two of these chambers, one horizontal and one
vertical, were mounted on an optical bench trans-
verse to the beam line, 211 cm downstream from
the center of the analyzing magnet. A second
crossed pair mas mounted on the moveable cart
near the beam dump. At the upstream profile
monitors the spot size was usually about 2 cm
vertically and O.V5 cm horizontally; this implied
an even smaller spot size at the target. The beam
divergence was 1.5 mrad horizontally and 5 mr
vertically.

Coarse beam tuning was carried out with the use
of grid-marked scintillators placed in the beam
and viewed by television cameras. One scintillator
mas located within the vacuum tank just upstream
of the target and made an angle of 45'with respect
to the beam. This scintillator was x aised out of
the beam during data, taking. A second scintillator
was centered on the undeflected beam line just
domnstream of the magnet. Fine tuning was car-
ried out with the beam px'ofile chambex's and was
checked with Polaroid film.

In order to check beam purity, a fern data runs
were taken to measure nP elastic scattering. These
data indicated that beam contamination by pions
was negligible.

8. Liquid hydrogen target

Two different liquid hydrogen targets were used.
The first, constructed of Kapton 0.005 cm thick,
was 5.08 cm long and 2.54 cm in diameter, having
hemisphex'ical ends with a radius of curvature of
1.2V cm. The second, constructed of 0.010-cm
Kapton, mas 5.34 cm long and 5.08 cm in diameter.
It had hemispherical ends with a 5.08-cm radius
of curvature. In both cases the target was wrapped
mith two layers of a 6.4-p. aluminized Mylar super-
insulation. The target was surrounded by a 10.2-
cm-diameter-by-11. 4-cm-long open-ended cylin-
drical heat shield constructed of 0.041-cm copper,
which in turn was wrapped with two additional
layers of 6.4- p. superinsulation.

The entire target assembly mas positioned with
its symmetry axis on the nominal beam line and
mas located 89 cm upstream from the center of the
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analyzing magnet.
In order to reduce the amount of material near

the target, and hence reduce the production of
background events from the target region, the

target was suspended in a vacuum tank whose win-
dow was located beyond the center of the magnet,
107 cm from the target. It was constructed of
0.025-cm-thick Kapton and was large enough so
that all detected deuterons and. pions as well as
the unscattered beam passed through it. Its loca-
tion made it easy to separate deuterons produced
in the window from those produced in the target.

C. Analyzing magnet

Prior to the experiment, the Lawrence Berkeley
Laboratory Magnet Test Group carried out an ex-
tensive mapping of the magnetic field of the large
analyzing magnet. The magnet had 152.4-cm-
diameter pole tips with a 30.5-cm gap and was
operated at either 8 kG or 16 kG. Throughout the
experiment, the magnetic field strength was de-
termined by a small, pneumatically driven flip
coil, positioned near the center of the lower pole
face and read out on a digital voltmeter calibrated
directly in gauss.

D. Spectrometer arms and detectors

In order to measure final-state pions and deu-.
terons over the pion angular range 0'-90' c.m.
and to measure Pp elastic scattering near 90' c.m.
(the latter used for calibration checks with pub-
lished cross sections) it was necessary to place
the detectors in a wide variety of positions. This
was done by having the arms move independently
on two rails concentric with the center of the ana-
lyzing magnet.

Each arm held six 40-cm-by-40-cm multiwire
proportional chambers (MWPC) mounted with
dowel pins in crossed X and F pairs on three alu-
minum support frames. The separation between
adjacent pairs of chambers was 50 cm. Each arm
contained scintillators in addition to proportional
chambers. The acceptance of each arm was usu-
ally determined by the third pair of chambers,
subtending a solid angle at the target of 14 msr.

Each of the multiwire proportional chambers
consisted of a 255-wire readout plane with a 1.6-
mm interwire spacing (16 wires per inch), located
between two high-voltage wire planes. The dis-
tance from the readout plane to either of the high-
voltage planes was 4.8 mm. The gas used was the
Charpak'~ "magic mixture": 72.0% argon, 23.6%%up

isobutane, 4.0%%uo methylal, and 0.4% Freon 13B1.
The total chamber mass, as seen by an incident
particle, including wires, gas, and gas seal, was

0.049. (g/cm')/chamber. The chambers were op-
erated at about 4200 V on a broad plateau several
hundred volts wide. The spatial resolution of the
chambers, as determined by fitting straight lines
to particle trajectories through three chambers,
was 1.6 mm (FWHM), equal to the wire spacing.

In addition to the multiwire proportional cham-
bers, each arm contained scintillation counters.
The pion arm contained a single 43-cm-by-43-cm
scintillation-counter array, S„, composed of five
vertical strips 8.6 cm wide; these were viewed
from above and below by an arrangement of Lucite
light guides and RCA 8575 phototubes as described
in Ref. 1. Two similar scintillation-counter ar-
rays, S, and S„were mounted on the deuteron
cart behind the last pair of deuteron proportional
chambers. These counters, together with two

larger scintillator arrays, S, and S4, located 4 m
behind the first two, provided a twofold measure-
ment of the deuteron time of flight. The larger
counters were 84 cm by 84 cm and consisted of
five vertical strips 16.8 cm wide, mounted on a
large frame that could be rolled along a guide rail.
This rail was concentric with the other rails and

was located at a radius of 7.4 m about the center
of the analyzing magnet. The total mass in the
spectrometer arms, including hydrogen target,
air, detectors, etc., was 0.99 g/cm' in the pion
arm and 3.60 g/cm' in the deuteron arm. The mo-
mentum resolution of the spectrometer varied be-
tween 0.1 and 0.2 GeV/c, depending on the setting.

E. Logic

The scintillation counters S» S» $3j S4 and S,
were divided into vertical strips, giving them
hodoscope capabilities in the horizontal plane. For
each of the deuteron arm scintillation counters a
valid signal, called a GO, was obtained only if
exactly one upper (U) and one lower (L) phototube,
both viewing the same strip, produced a signal in

tight time coincidence (within 6 nsec for S, and S„
an/ within 12 nsec for S, and S4). If additional
tubes fired in a given counter, indicating the pas-
sage of more than one particle through the detector,
the signal was vetoed for that detector. For the
pion scintillation counter, S„an acceptable signal
was obtained whenever at least one upper tube and
one lower tube fired, again in tight time coinci-
dence (within 10 nsec). In this case, however, no
limit was placed on the number of tubes that could
fire, as long as at least one upper and one lower
tube fired. This was to avoid the loss of events
due to a single particle interacting in or near the
scintillator strip. (Such losses in the deuteron
scintillators were automatically taken care of by

a correction to the cross section made for nuclear
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FIG. 2. Block diagram of the TOF logic.

absorption, discussed later. ) The logic also pro-
vided signals, sent to the computer, identifying
those scintillator strips that detected a particle
for each event.

To obtain good time resolution in the time of
flight (TOF) we used the fact that the sum of the
transit times for light from any point in the spin-
tillator to each end is insensitive to position.
Since each strip was viewed with two phototubes,
one at each end, the spread in time due to vertical
position was canceled by measuring the TOF be-
tween a pair of counters twice, using the upper
tubes for one measurement and the lower tubes
for the other measurement, and adding the two.
Figure 2 shows a simplified diagram of the scin-
tillation-counter logic that employed this technique.
Note that the deuteron time of flight was actually
measured twice in this manner. The TOF between

Sg and S, uppers was added to that between S, and

S, lowers, thus canceling out the vertical position
spread in TOF (1 ~ 3). A similar measurement was
carried out to obtain TOF (2 ~ 4). In each case the
digitized TOF signal was sent to the computer,
and the final data analysis used the average of the
two measurements. Note that the analog-to-digi-
tal conversion (ADC) of the TOF signal was car-
ried out only if the signal S„~(S, ~ S, +S, ~ S,) was
obtained, where S„consisted of at least one upper
and one lower w signal, and where each S, (i
=1,2, 3, 4) consisted of exactly one upper and one.
lower signal, bothfromthe same scintillator strip.
The TOF resolution obtained was about 1 nsec.

The time required by the logic to digitize the
analog TOF signal was less than-12 p, sec per event.
Only those events were digitized for which a par-
ticle appeared in both arms in the scintillators in
coincidence (called a TOF GO) and also in coinci-
dence with the proportional chambers.

The encoding of the struck proportional chamber

wires into a nine-bit number was carried out by a
fast-logic system" mounted on the chambers them-
selves. A typical wire signal, after amplification,
set a latch. After a signal set any one latch, fur-
ther M%PC signals were blocked. The latching
time was about 40 nsec per chamber. The latches
in each chamber were then tested to see how many
had fired. Only single-particle events, defined
as events in which one wire or a group of adjacent
wires fired, were accepted. The address of the
single wire or the average address of the group
appeared at the output as a nine-bit word. (The
ninth bit was a half-wire bit. ) In all other cases,
usually implying multiparticle events, the cham-
ber was internally reset.

A novel feature of the experiment was the deci-
sion-making mode of operation of the multiwire
proportional chambers, which was based on the
kinematics of reaction (1). For any given event the
coordinates of a deuteron or pion in any one cham-
ber were uniquely correlated with the coordinates
in other chambers. Four independent correlations
can be tested, corresponding to the four con-
straints of energy-momentum conservation. These
tests involved comparison of horizontal (X) or
vertical (Y) coordinates of trajectories, as de-
termined by the proportional chambers, and were
equivalent to checking the opening angle, coplanar-
ity, and correlation of angle of emission and par-
ticle momentum in each arm. Events which failed
one or more of these tests (outside assigned limits,
depending on beam spot size, finite target length,
multiple scattering, etc.) were rejected. This
rejection was carried out in parallel by four hard-
ware comparators.

Figure 3 shows a block diagram of the compar-
ison logic" for two chambers whose coordinates
were to be compared. During operation each
chamber was detecting particles continually, and
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FIG. 3. Block diagram of the comparator logic for
two chambers.

the encoder on each was producing nine-bit binary
numbers of the struck wires. However, only those
chamber coordinates were compared which were
produced in coincidence with the TOF GO gate
and which also passed the "two out of three" and
"extrapolate" logic, discussed later. Only the
five most significant bits were used in the com-
parison. These bits from one chamber were sent
as an address to a 32-word look-up table. For
each address the look-up table produced an upper
bound and a lower bound, which were sent to sep-
arate comparator circuits. At the same time, the
address from the other chamber was sent to both
of the comparators. If this five-bit number was
within the limits, the original nine bits from both
chambers were sent to memory. Otherwise the
event was rejected as being kinematically unac-
ceptable.

Prior to each data run, precomputed upper and
lower bounds of the look-up tables were loaded
using the computer. During data taking the four
hardware comparison tests were run in parallel
and required 250 nsec per event.

It has already been mentioned that each of the
two spectrometer arms contained three Xchambers

(X view) and three Y chambers (Y view). Alto-
gether, therefore, there were four sets of three
chambers. For each of the four sets of three
chambers at least two out of the three chambers
were required to fire. This was done to improve
the efficiency. However, because only two out of
the three were required, it could occasionally
happen that a chamber that was to be compared
in a hardware comparison test did not fire, and
this could cause the hardware comparators to
give meaningless results. In this circumstance
a hardware extrapolation was made using the other
two chambers in the set of three to obtain a five-
bit number to be used by the comparators. This
hardware extrapolation required 150 nsec. As
many as four extrapolations were done in parallel.

In order to monitor the effect of the hardware
tests during data taking, scatter plots were dis-
played on display scopes in which one axis of the
scatter plot represented the coordinates of one
chamber and the other axis represented the coor-
dinates of the comparison chamber. Events were
represented as dots, and the look-up table bounds
were displayed as solid lines. A typical coplanar-
ity scatter plot is shown in Fig. 4. Note that the
events corresponding to reaction (1) form a narrow
band within the center of the look-up table limits.

These hardware tests proved to be very effec-
tive. They reduced the quantity of data that other-
wise would have been taped by a factor typically
20 and up to 50, depending on the angular position
of the detectors, the incident beam intensity, and
the bounds of the look-up tables.

It has already been mentioned that the experi-
ment was operated with a dead time of about 20P/p.

Most of this was due to the proportional-chamber
logic and only a small fraction to the scintillator
logic. At 5 &10' particles per second incident on
the chambers, their dead time was 15%. The dead
time per good event was less than 12 p.sec and
was limited by the time to perform the analog-to-
digital conversion of the TOF data.

F. Computer system

Operator control of the experiment during each
run, data acquisition and taping, and checks on
the equipment were carried out using a PDP-9
computer with a large external memory. The op-
erator initiated and terminated data acceptance,
set various hardware and software tests to filter
the data, and displayed data as they were accepted
in the form of cumulative counts, histograms,
and scatter plots on display scopes. A typical run
lasted for a few hours, during which a few thousand
events were recorded on tape.
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checks were displayed on a storage scope in the
form of histograms and scatter plots. One of the
most important was the continuous monitoring of
the twelve multiwire proportional chambers; wire
histograms of each chamber were accumulated and
could be inspected at any time. In addition, con-
tinuously updated wire-by-wire ineff iciency histo-
grams for each chamber were calculated in the
computer using the other two chambers of a view
as reference.

Data from events that triggered the system and
passed the hardware cuts went into the large ex-
ternal memory; they consisted of the twelve wire-
chamber coordinates, the two ADC outputs from
TOF, and scintillator hodoscope information. At
the end of a beam spill the data were read into the
computer and processed. In addition, scalers were
read into the computer at the end of the spill and
reset to zero. The data, consisting of the sealer
information (and other "header" information) plus
the processed events of that spill, were written
as one record on magnetic tape before the next
beam spill.

The checks fell into two categories: cuts on
individual events and cuts on entire beam spills.
One of the checks in the first category was a cut

III. DATA REDUCTION AND ANALYSIS

The data handling can be divided into three dis-
tinct parts. This section describes each one in
some detail. The first step was data reduction by
on-line software. The hardware cuts applied to
the data were described in the last section; in
addition, the on-line computer that controlled the
data collection made further cuts before recording
the results onto magnetic tape. 'The second step
was off-line particle retrace and kinematic re-
construction. Cuts on calculated quantities, such
as missing masses, were done at that time. The
final result from this step essentially consisted of
histograms of events in c.m. angle bins and the
solid angle for each bin. The third step was to
convert these results into differential cross sec-
tions using the absolute beam calibration and the
various corrections and apparatus efficiencies.

A. On-line analysis

The on-line computer performed continuous
checks on the hardware and data. All of these
were under operator control by means of com-
mands typed in from a keyboard. Many of the

FIG. 4. A typical scatter plot showing the coplanarity correlation between the two spectrometer arms. The third Y
chamber of arm one (173) is plotted along the horizontal axis, while the corresponding chamber of arm two (2 YB) is
plotted along the vertical axis. The solid lines are the limits set in the hardware comparators.
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on track linearity through the chambers. For
events which fired all three chambers of a view,
it was required that the track be linear to within
a preset tolerance, usually three wire spacings;
otherwise the event was rejected. The linearity
rejection rate was kept by the computer for all
four views for later correction to the cross sec-
tions. The assumption was that the event was
good but that the particle was scattered too much
in the chamber for proper kinematic reconstruc-
tion. Another check in the first category dealt
with the TOF measurements. Since only one out
of two TOF's were required in the trigger, the
failure rate of each TOF was kept by the computer
for a later efficiency correction to the cross sec-
tions. Only events which passed the software cuts
were recorded on magnetic tape. Secondly, an
occasional beam spill was deleted because it did
not satisfy reliability criteria as determined by
beam monitors, sealer information, or operator
decision.

B. Off-line analysis

The off-line processing, which was done on a
CDC 6600, took the eight wire coordinates for
each event and retraced and reconstructed the
event. The ultimate aim in this step of the anal-
ysis was to obtain an angular distribution in one-
degree bins in the c.m. coordinate system for each
run. Using the data themselves in a pxocess des-
cribed below, the solid angle of each bin was also
calculated. Along the way many other kinematic
quantities were also calculated and displayed in

histograms and scatter plots. Each of these plots
could be cut. Thus, a typical data run was ana-
lyzed in several passes, the first with no cuts
and one or more subsequent passes with cuts. In
addition, sealer counts and other "header" infor-
mation were summed or otherwise processed and
printed out along with the distributions.

%e first discuss bx iefly the retrace of piop and
deuteron orbits back through the large, inhomo-
geneous magnetic field. Since. it was assumed
that the horizontal px ojection of both types of orbits
ento the median plane of the magnet passed through
the center of the hydrogen target, an orbit was
independently and completely determined by the
four wire coordinates of the spectrometer arm
that the orbit went through. However, finding the
orbit by numerical integration of the equation of
motion of the particle through the previously map-
ped field would have been costly in computer time
if done for every event. Thexefore, prior to data
analysis, a small set of representative orbits for
each spectrometer arm was chosen and retraced
by numerical integration; with each of these orbits

represented by a point in a four-dimensionai space
(since it took four coordinates to define an orbit),
real events were retx'aced by interpolation in this
four-dimensional mesh. By deriving simple sets
of transformations between the actual mire-cham-
ber coordinates and the mesh points, the mesh was
made rectangular and covered with little waste the
physically meaningful orbits; also, the momentum

components in the c.m. system at the target were
found by simple linear interpolation using the
nearest mesh points. Kith as few as 100 mesh
points the interpolation errors were kept to less
than 0.5%%uo, negligible compared to the resolution.
In addition to the three momentum components,
the distance of the orbit above the center of the
target (the z position) was also found by the trace-
back."

With the incident proton momentum known and
the final momentum of both pion and deuteron
completely determined by the magnetic field, the

PP —dm' reaction was highly overdetermined.
Therefore, several kinematic quantities with each
distributing itself in a very well defined peak were
calculated and displayed in histograms. Some of
these quantities were the total momentum com-
ponent along the beam line in the laboratory frame,
the two total momentum components transverse to
the beam line, the two missing masses determined
by each spectrometex arm alone, and the total mis-
sing mass (which should be zero). Since each arm
separately and independently determined the e.m.
angle of the reaction, 8, and the angle of the re-
action plane, Q, the differences between the two
8's and p's were also put in histograms. The
histogram of 48, which generally had a width of
3' or 4, gave an over-all view of the resolution
of the spectrometer arms. The mass of the par-
ticle through the deuteron axm was directly cal-
culated by using the momentum information from
the wire chambers and the two TOF measurements.
Finally, both the difference of the two z positions
of the orbits and the average z position were cal-
culated. Since each of these histograms revealed
different aspects of the data, very generous cuts
were applied which usually cleaned up the data very
thoroughly. The mass histogram of the particle
through the deuteron arm was especially useful
in cutting out protons.

A single value for each of 8 and P was used in
the final analysis for each event. Ideally, in the
c.m. frame of reference, the 3-momenta of the
pion and deuteron point in exactly opposite direc-
tions, but due to effects such as multiple scatter-
ing, finite tax get size, finite wire spacing, etc.,
the measured 3-vectors were not collinear. There-
fore, a weighted average of the vector directions
(with the deuteron vector flipped 180' first) was
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taken to define 8 and fIW) for the event. The reason
for using weights was as follows: Recalling that
the two tracebacks per event frere done to the
center of the target, one of the greatest contribu-
tions to the resolution of the spectrometer was
the finite size of the target. Calculations showed
that the c.m. angle resolution was generally dif-
ferent in the two arms due to finite target size.
Weights were introduced to reflect this; the weight
calculated for a given arm was made inversely
proportional to the sensitivity of 8 to where the
event took place in the target.

Some of the kinematic quantities calculated for
histograms were also displayed in two-dimension-
al scatter plots. A few of these were 8 vs P and
8 vs the various missing masses. The scatter
plots were frequently useful in deciding the size
of the kinematic cuts. Occasionally two-dimen-
sional cuts were made on the scatter plots them-
selves.

The events that survived all the cuts were put
into I' 8 bins for the final differential cross-sec-
tion calculations of the run under analysis. For
each bin a histogx"am in @ was collected for the
purpose of finding the solid angle in the c.m. sys-
tem for the bin. Ideally, a p histogram should
be a rectangular distribution for bins of zero width
in 8 and not too near the edge of the spectrometer
acceptance. Multiple scattering, finite target size,
finite wire spacing, and finite bin width cause the
otherwise sharp edges to smear out. As long as
the c.m. bin was not too close to the limits of
acceptance, the height of the p histogram near its
center should have been unaffected. We therefore
defined in the central region of each p histogram
a fiducial region. which was fax enough away from
the smearing effects of the edges; the fiducial
region contained about half of the counts of the
bin. The @ acceptance for the bin was defined as
the P acceptance of the fiducial region times the
ratio of total bin counts to counts in the fiducial
region. This method of calculating the g accep-
tance increases the statistical error on the dif-
ferential cross section. For most spectrometer
settings the P acceptance varied rather slowly and
smoothly, except for statistical fluctuations, from
bin to bin. The fII) acceptance finally used was the
smoothed value determined by fitting a quadratic
polynomial to 8-vs-P acceptance.

C. Differential cross sections

The differential cross section for each run was
calculated in the c.m. frame of reference using

where n=number of counts in each c.m. angle bin
for the run, AQ*= solid angle in the c.m. system
for the bin, %=nominal number of target protons/
cm' traversed by the beam, 8 = number of incident
protons for each beam monitor count, M= number
of beam monitor counts gated by the live time,
and e =product of the efficiencies and other cor-
rections applied to the data. The errors in these
quantities were added in quadrature to get the
final error in do/dQ~. For runs whose spectrom-
eter settings overlapped, the final cross sections
were found by weighted averages. The rest of
this section is devoted to a discussion of these
quantities, including estimations of their errors.

The counts and solid angle per c.m. bin have
already been discussed. The error in n was taken
to be statistical: Wn. The fractional error in AQ*
was estimated to be 1/(2&n).

The number of protons/cm' in the target was
calculated from

where p is the density of liquid hydrogen (nominally
about 0.071 g/cm' and measured for each run to
1%), f is the nominal target length, N~ is
Avogadro's number, and m is the mass of one
mole of hydrogen. Because of the curved ends
of the target, it was necessary to apply a length
correction which was absorbed in e. (See dis-
cussion below. )

The error in R was 1.4% from the beam cali-
bration. As a check on the beam calibration, peri-
odic runs of PP elastic scattering near 90 (in the
c.m. frame) were taken. Our measured pp elastic
cross sections agree within errors with published
data "

The number of beam monitor counts during a
data run and the effect of system live time were
both contained in M. This quantity was found by
counting beam monitor events only during times
when the system was live and capable of accepting
events. Due to the arrangement of the electronics,
what we called the multiwire-proportional-chamber
efficiency was already included in the dead-time
circuitry; hence, no separate adjustment for
chamber efficiency was needed. This is seen as
follows: The chamber electronics allowed only
one particle at a time to fire a chamber and kept
the chamber dead a few hundred nsec after it did
fire. Because of the high singles rate in each
chamber (several times 10'/sec) each chamber
was dead generally about 5/0 to 10% of the time,
with a resulting apparent efficiency of 90% to 95/0.
The logic required at least two out of three cham-
bers in a view to fire for all four views for an
event to be accepted, but the live-time circuit
turned the system off anyway if two or more cham-
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bers in any view mere dead simultaneously. Thus
the apparent chamber ineffieiencies were absorbed
in the dead-time correction. The actual chamber
efficiency was better than 99% as determined in

tests in which the dead time from multiparticle
events was measured.

There wexe several efficiencies and adjustments
that mere applied to the cross-section calculations.
All of these mere included in e. These corrections
mere as follows.

2, Time of flig-ht -counter efficiency

Events mere lost due to inefficiencies in the
deuteron TOF counters. With two separate TOF
measurements (one used scintillators 1 and 8

while the other used 2 and 4) an event was accepted
only if at least one TOF fired. Letting e, be the
four seintillator efficiencies, the individual TOF
inefficiencies mere e» = 1 - e,e, and e2~ = 1 - e,e4,
thus the total TOF efficiency mas calculated from
e(TOF) =1 —e„e2~. The numbers e„and e,4 were
found by counting the events missed by the cor-
responding TOF counters. The total TOF effi-
ciency was generally about 0.995 with a 0.5%
error.

Z. Pion counter efficiency

Under normal operating conditions the scintil-
lator in the pion arm mas required to fire for an
acceptable event. In order to measure its effi-
ciency, runs (usually on pp elastic scattering)
were periodically taken in which the pion counter
mas not required in the logic but counts mere re-
corded. If the running conditions were sufficiently
stringent, such that the events accepted still cor-
responded to PP elastic scattering, then the ratio
of pion nulls to accepted events gave the pion coun-
ter inefficiency. The pion scintillator efficiency,
determined in this fashion, was 0.982 with anerror
of 2%

3. Pion decay correction

A correction allowing fox in-flight pion decay
mas applied to the data. This correction mas
e(decay) = exp(- t/y T), where t was the TOF be-
tween target and pion scintillator and yT the pion
lifetime in the laboratory. For simplicity, the
average pion momentum for the spectrometer arm
setting was used for t and y. The correction varied
between 0.931 and 0.978, with an estimated error
of 0.5%. But could muons from pion decay simulate
good events'P Not likelyi The decay mould have to
take place very close to the end of the trajectory
and the muon mould have to come very forward.
It was estimated that, over the whole trajectory,
only 10/p to 15% of the muons survived the pro-
portional-chamber look-up logic; since only about

5% of the pions decayed, only 0.8% more events
were accepted by the hardware than should have
been. Of these, most mere probably rejected by
the software cuts in the off-line analysis.

4. Lineari ty correction

The linearity test of the orbits through the mire
chambers has already been described. Since the
linearity efficiency was measured by the on-line
software for each view, the total linearity cor-
rection was the product of the four linearity effi-
ciencies. It mas ususally about 0.95 m ith negligi-
ble error.

5. Nuclear absorption

In addition to multiple Coulomb scattering, which
broadened the resolution, the three particles of
interest (proton, deuteron, and pion) also occa-
sionally underwent strong interactions with the
material of the apparatus, with the result that
not all particles mere detected. The transmission
of each type of particle through the apparatus was
calculated from

T, =exp —Po,q(p, ) N~ L~

where x.stands for proton, deuteron, or pion;
o„(P,) is the total cross section of particle x at
momentum p„ for material i: N& is the number of
type-i atoms per unit volume; and I.&

is the total
length of material i. Since the cross sections are
not generally mell known, me approximated them

by

o„(p„)=o„„(p„)A,'t',
where A& is the atomic number of type-i atoms
and o,„(P,) is the x-nucleon cross section. These
are fair ly mell knomn.

The correction for the absorption in the beam
line mas 1.01, nearly independent of the beam mo-
mentum. It was greater than unity since the activa-
tion of the polystyrene sample was less than it
should have been due to the absorption in the target
and other xnaterial between the target and sample.
The absorption correction in the deuteron arm mas
typically 0.94, depending on the deuteron momen-
tum; for the pion arm it mas usually about 0.99.
The over-all error in each nuclear absorption cor-
rection was 0.6%, which included uncertainties in
the amount of material as well as a 10% estimated
uncertainty in the cross section.

6. Target-length correction

The two liquid hydrogen targets used in the ex-
periment had curved ends; in general, beam par-
ticles did not traverse the full nominal length. As-
suming a triangular distx ibution across the beam
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TABLE I. Differential cross sections da/dQ* (pb/sr) from 3.0 to 5.0 GeV/c.

Momentum (GeV/c)

c.m. angle
&degrees) 3.000 3.200 3,426 3.651 3.825 4.000 4.200 5.046

1.0
2.5
3.0
4.5
5.0
7.0
8.0
8.5

11.5
12.5

9.92

9.84

0.54

0.44

15.8

15.62

15.8
15.1

14.1

0.99

1.1
1.0

1.0

14.9

15.4
14.5

1.2

1,2
1.3

13.66

13.30
12.77

8.5

0,67

0.70
0.75

1.3

13.5

15.2

12.8

11.49

10.59
9.29

1.2

1,0

0.79

0.84
0.76

9.48 1.00
10.3 1.1

8.27

9.00
8.92

7.64
6.96
7.09

0.77

0.78
0.78

0.61
0.84
0.84

2.73 0,33

13.5
14.5
15.5
16.5
17.5
18.5
19.5
20.5
21.5
22.5

23.5
24.5
25.5
26.5
27.5
28.5
29.5
30.5
31.5
32.5

33.5
34.5
35.5
36.5
37.5
38,5
39,5
40.5
41.5
42.5

43.5
44.5
45.5
46.5
47.5
48,5
49.5
50.5
51.5
52.5

7.51
6.97
5.30
6.59
7.72
6.74
6.43

5.90
6.49
5.84
6.37

7,08
6.22
6.19
6,13
6.38

5.71
5.56
5.30
5.06
4.56
4.54

4.21

4.23
4.71
4.34
4.08
3.98
3.83
3.34
2.96

3.34

0.74
0.69
0.57
0.66
0.73
0.66
0,64

0.59
0.64
0.59
0.63

0.91
0.81
0.80
0.79
0.82

0.74
0.72
0.69
0.66
0,60
0.60

0.59

0.33
0.36
0.33
0.32
0.31
0.30
0.48
0.43

0.47

10.63
10.78
9.70
7.81
7.91
8.72
7.74
6.93
6.87

6.25
6.05
6.30
6.02
5.91
6.20
5.60
5.68
5.31
5.25

5.03
5.22
4.63
4.67
4.59
4.13
4.55
4.05
3.84
3.76

3.81
3.44
3.35
3.06
3.56
3.33
3.23
3.04
2.74
2.62

0.70
0,70
0,64
0.54
0.54,
0.58
0.53
0.41
0.40

0.37
0.36
0.54
0.52
0.51
0.39
0.36
Q.36
0,35
0.44

0.42
0.37
0.34
0.27
0.27
0.25
0.32
0.29
0.28
0,27

0.27
0.29
0.28
0.26
0.23
0.21
0.21
0.20
0.18
0.17

7.2
7.6
7.6
5.51
7.9
5.30
6.2

5.57
5.67
6.13

5.30
4.13
3.90

4.04
3.89
4.24
3,61
3.43
3.28
3.10
3.20
3.04
3.15

2.73
2.59
2.62
2.49
2.42
2.22
2.22
2.07
2.00
1.95

1.1
1,2
1.2
0.97
1.2
0.94
1.0
0.96
0.96
1.00

0.63
0.52
0.50

0.50
0.49
0.52
0.46
0.26
0.25
0.24
0.25
0.24
0.28

0.25
0.17
0.17
0.17
0.16
0.15
0.15
0.14
0.18
0.14

8.4
8.9
8,6
7.3
7.46
7.49
5.77
7.30
7.06
5.53

4.84
4.83
4.59
4.13
3.71
3.60
3.81
3.31
2.82
3.40

2.98
2.43
3.08
2.37
2.29
2.04
2.31

2.24
1,97
2.01
1.91
1.76
1.54
1.80
1.43
1.61
1.39

1.2
1.2
1.2
1.0
0.71
0.90
0.75
0.85
0.82
0.70

0.63
0.63
0.60
0.56
0.53
0.30
0.32
0.29
0.30
0.34

0.31
0.27
0.31
0.26
0.25
0.23
0.25

0.21
0.19
0.19
0.18
0.17
0,15
0.17
0,14
0.16
0.11

8.70
8.49
8.41
7.53
7.18
6.69
6.06
5.99
5.04
4.72

4.82
3.95
3.93
3.87
3.61
3.55
3.11
2.90
2.93
2.53

2;85
2.42
2.31
2.37
2.14
2.02
1.91
1.78
1.71
1.80

1.76
1.70
1.55
1.55
1.383
1.345
1.31
1.32
1.16
1.10

0.71
0.70
0.69
0.63
0.61
0.52
0,48
0.47
0,41
0,39

0.39
0.34
0.33
0.33
0.31
0.23
0.21
0.20
0.26
0.23

0.25
0.22
0.21
0.21
0.15
0,14
0.17
0.16
0.16
0.16

0.12
0.12
0.11
0.11
0.099
0.097
i0.13
0.13
0.11
0.11

6.12
6.05
5.11
4.84
4.46
4.27

3.35
2.96
3.07
2.76
2.83
2.61
2.35

2.16
2.16
1.78
1.86
1.87
1.78

1.215
1.083
1.055
1.091
0.979
0.972
0.929
0.899

0.66
0.65
0.56
0.53
0.50
0.48

0.41
0.37
0.38
0.35
0.22
0.21
0.19

0.18
0.18
0.16
0.19
0.19
0.19

0.084
0.077
0.076
0.077
0.071
0.071
0.068
0.066

7.05
5.83
5.93
4.90
3.94
3.75
3.69

2.78
2.64
2.38
2,30
2.22
1.86
2.02
1.73
1.73
1.85

1.68
1.60
1.493
1.407
1.45
1.26
1.32
1.147
1.099
0.988

0.978
0.838
0.815
0.795
0.866
0.767
0.707
0.714
0.658
0.592

0.83
0.74
0.75
0.67
0.60
0.59
0.58

0.22
0.22
0.20
0.19
0.19
0.17
0.17
0.15
0.15
0.11

0.11
0.10
0.097
0.093
Q.12
0.11
0.11
0.100
0.096
0.089

0.088
0.079
0.056
0.070
0.074
0.068
0.064
0.065
0.061
0.057

1.79
1.47
1.51
1.32
1.46
1.65
1.11
0.89
1.26
0.87

0.87
0.717
0.86
0.638
0.703
0.552
0.436
0.411
0.407

0.403
0.279
0.353
0.362
0.308
0,391
0.334
0.312
0.264
0.242

0.192
0.142
0.114
0.093
0.112
0.098
0.150
0.142
0.097
0.135

0.33
0.29
0.29
0.27
0.28
0.30
0.24
0.21
0.26
0.21

0.20
0.093
0.10
0.085
0.089
0.076
0.066
0.063
0.062

0.061
0.050
0.056
0.057
0.052
0.068
0.062
0.060
0.055
0.049

0.043
0.036
0.032
0.029
0.032
0.029
0.037
0.036
0.029
0.034

53.5
54.5
55.5
56.5
57.5
58.5
59.5
60.5
61.5
62.5

3.08
3.06
3.16
2.82
2.65
2.62
2.23
2.24
2.17
2.24

0.43
0.43
0.44
0.21
0.18
0.18
0.16
0.16
0.16
0.17

2.54
2.51
2.28
2.44
2,0V

1.95
1,85
1.69
1.68

0.17
0.17
0.15
0.16
0.14

0.15
0.15
0.14
0.13

1.80
1.78
1.84
1.56
1.66
1.53
1.38
1.27
1.34
1.23

0.13
Q.11
0.12
0.10
0.11
0.12
0.11
0.11
Q.11
0.10

1.30
1.24
1.21
1.04
1.27
1.07
1.16
1.20
Q.888
Q.930

0,11
0.10
0.10
0.14
0.16
0.15
0.15
0.15
0.078
O.OSQ

0.919
0.98
0.955
0.99
0.879
0.859
0.762
0.868
0.674
0.758

0.097
0.10
0.099
0.10
0.093
0.091
0.083
0.09O
0.076
0.082

0.853
0.821
0.703
0.678
0.672
0.693
0.590
0.625
0.663
0.603

0.075
0.073
0.066
0.064
0.063
0.081
0.071
0.074
0.077
0.071

0.648
0.635
0.627
0.520
0.527
0.484
0.512
0.468
0.474
0.498

0.060
0.059
0.058
0.040
0.040
0.038
0.057
0.053
0.054
0.055

0.122
0.051
0.058
0.083
0.109

0.032
0.021
0.022
0.027
0.031

0.109 0.024
0.114 0,024
0.092 0.021
0.087 0.021

63.5
64.5

1.90
1.70

0.15
0.13

1.49
1.42

0.12
0.12

1.08
1.06

0.12
0.12

0.756
0.926

0.068
0.078

0.722 0.080
0.590 0.070

0.534
0.452

0.065
0.057

0.455 0.052
0.460 0.052

0.083 0.020
0.100 0,022
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TABLE I (Continued)

e.m. angle
(degrees) 3.000 3.200 3.426

Momentum (GeV/c)

3.651 3.825 4.000 4.200 5.046

65.5
66.5

1.45
1.51

0.12
0.12

1.36
1.24

0.11
0.11

0.95 0.11 0.728
0.688

0.066
0.075

0.646
0.601

0.074
0.071

0.490 0.060
0.458 0.057

0.082 0.020
0.096 0.022

67.5
68.5
69.5
70.5
71.5
72.5
73.5
74.5
75.5
76.5

1.41
1.18
1.23

1.44
1.17
1.06
1.03
0.82

0.12
0.10
0.11

0.21
0.18
0.17
0.16
0.13

1.084
1.061
0.933
0.969
0.864
0.820
0.796
0.743
6.660
0.622

0.095
0.093
0.085
0.062
0.056
0.054
0.065
0.061
0.055
0.053

0.819
0.752
0.711
0.649
0.595
0.555
0.537
0.548

0.066
0.061
0.058
0.054
0.051
0.048
0.047
0.041

0.647
0.69S
0.590
0.547
0.506
0.579

0.072
0.075
0.067
0.064
0.061
0.067

0.576
0.538

0.596
0.546
0.597
0.415
0.456
0.419
0.355

0.069
0.067

0.067
0.063
0,066
0.052
0.055
0.052
0.047

0.420 0.054
0.415 0.053
0.453 0.057

0.405 0.027
0.376 0.026
0.371 0.025
0.337 0.024

0.342
0.367
0.342
0.329
0.327
0.300
0.267
0.242

0.032
0,033
0.031
0.031
0.030
0.028

0.026
0.024

0.106
0.096
0.090
0.077
0.063
0.057
0.073

0,023
0.022
0.021
0.019
0.017
0.017
0.019

0.066 0.017
0.074 0.018

77.5
78.5
79.5
80.5
81.5
82,5
83.5
84.5
85.5
86.5

0.94
0.81
0,71
0.63
0.62 .

0.556
0.579
0.598
Q.605
0.610

0.15
0.13
0.12
Q.11
0.11
0.098
0.086
0.089
0.067
0.068

0,568
0,499
0.425
0.466
0.437

0.049
0.045
0.040
0.042
0.041

0.369 0.038
0.361 0.037
0.374 0.038
0.361 0.037

0.472
0.438
0.427
0.378
0.382
0.289
0.285
0.248
0.289
0.304

0.036
0.034
0.034
0.051
0.051
0.043
0.026
0.020
0.022
0.023

0.344 0.061
0.309 0.056
0.286 Q.036
0.281 0.035

0.350
0.373
0,313
0.331
0.283
0.260
0.234
0.273
0.231
0.209

0.046
0.048
0.043
0.045
0.027
0.032
0.030
0.033
0.030
0.028

0.319
0.305
0.269
0.250
0.243
0.261

0.245
0.222

0.023
0.022
0.020
0.019
0.019
0.020

0.021
0.020

0.240
0.293
0.208
0.246
0.201
0.171

0.039
0.043
0.035
0.036
0.034
0.031

0.244 0.025
0.210 0.022
0.229 0.024

Q.105
0.063
0.047
0.056
0.035
0.041
0.039
0.056
0.037
0.063

0.022
0.017
0.014
0.016
0.012
0.013
0.013
0.016
0.013
0.017

87.5
88.5
89.5

0.540
0.482
0.551

0.061
0.056
0.062

0.025
0.319 0.025
0.313 0.024

0.251
0.253
0.285

0.020
0.020
0.024

0.212
0.271
0.248

0.030
0.034
0.032

0.229 0.029
0.223 0.029
0.223 0.021

0.232 0.021
0.188 . 0.018
0.212 0.019

0.224
0,198
0.198

0.036 0.040 0.014
0.024 0.031 0.012
0.024 0.033 0.013

as indicated by the beam profile monitors, the
length correction for the larger target was esti-
mated at 0.97 with a 3% error. For the smaller
target the correction was larger. Whenever pos-
sible, runs with the smaller target were normal-
ized to the larger-target runs by using PP elastic
scattering data taken with both targets. This gen-
erally involved a 10% to 15% correction with a 5/o

error. For the 5-GeV/c data, where the larger
target was not used, the length correction was
taken as 0.96 with a 5% error

7. Dead-time correction

It was found that our monitoring of the dead time
did not account for all rate-dependent effects and
that a correction had to be applied to our cross
section. A calibration of the effect has been done
with runs of PP elastic scattering at various in-
tensities. At a rate corresponding to 20% dead
time, this correction amounted to (5 +2.5)%.

In summary, all these systematic errors were
added in quadrature, giving 4.5% for the large
target and 6% for the small target.

IV. RESULTS AND DISCUSSIONS

We have measured the differential cross section
at eight values of incident proton momentum:

3.000, 3.200, 3.426, 3.651, 3.825, 4.000, 4.200, and
5.046 GeV/c. These data are presented in Table I.
In the table we list the cross section in 1' c.m.
bins with their errors. The bins are nearly. con-
tinuous over the entire range from 0' to 90'. Some
small regions of the angular distribution were not
accessible with this apparatus for kinematic rea-
sons.

The errors are compounded from the statistical
error based on the number of events collected in
each bin, the uncertainty' in the esitmation of the
solid-angle acceptance, and systematic errors of
measurement as described above. All errors are
compounded by taking the square root of the sum
of their squares as if they were all random and
independent. This condition is reasonably well
satisfied in stating the error for each 1' bin as
given. However, in summing over a set of adjacent
bins, only the statistical part of the relative. error
will be reduced by the augmented number of events
included, the systematic part, which amounts to
about 6% is not reduced for such combinations.
Thus, the total cross section, obtained by inte-
grating over the full angular range, which would
have a statistical contribution of less than 0.4%
for most of our runs, must be assigned an error
of about 6% because of the systematic uncertainties
of our measurement.
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de%

I
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b

Oo 30 60
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FIG. 7. The same data as in Fig. 6 between 2 and 5

GeV/c. This reduced range in incident momentum is
shown to emphasize the behavior near 0' in the c.m.
system.

O.l

I.O
I

.8
I I

.6
cos e"

I

.2

FIG. 5. The differential cross sections for the reac-
tion pp dr+ in the c.m. system at seven of the eight
incident momenta studied in this experiment. The solid
lines are even-order Legendre polynomial fits to the
data.

The general trend of the data can be seen in Fig.
5. In this figure the solid lines are Legendre
polynomial fits to the data. The 5-GeV/c data has
been omitted from thi6 just to emphasize the
greater detail with which the region between 3.0
and 4.2 GeV/c was studied.

Using Legendre fits we display in Fig. 6 the
cross sections from this and other experiments

400

200-

0 30 60
8" (deg)

FIG. 6. Even-order Legendre polynomial fits to the
pp —dr+ data from Ref. 2, Ref. 7, and the present experi-
ment between 1 and 5 GeV/g incident momentum.

between 1 and 5 GeV/c. In Fig. 7 we show the data
between 2 and 5 GeV/c in order to emphasize the
0' structure between 3.0 and 4.0 GeV/c. This
shows that the enhancement in the forward direc-
tion near 3.6 GeV/c vanishes rapidly for larger
values of the production angle. Thus the influence
of the a(1950) is evident only in the forward di-
rection. In contrast, the effect of the z(1236)
resonance near 1.25 GeV/c is prominent over
whole angular ranges.

The total cross sections, obtained by integrating
over the angular distribution using the fitted values
of the coefficients of the Legendre polynomials
(or =4sbo), are shown in Fig. 8 and listed in Table
II. For comparison we also show the PP elastic,
Pnm', PPm', and total cross sections. " We have
included the low-energy data from Heinz et al. '
and the high-energy data of Amaldi et al."and

Allaby et al." The high-energy data cover only a
narrow angular range near O'. Therefore, the
total cross sections were found by integrating fits
of the form d/dcQ*=Ae ~~ ' to their angular-dis-
tribution measurements. It is seen that the
pP -dm' cross section drops steeply. The slope is
-Po 4, as is commonly found in nucleon exchange
processes. " In addition, we see that there is a
shoulder at 3.0 GeV/c corresponding to the exci-
tation of the 6(1950). As will be discussed later,
it is mainly the forward cross section which shows
strong peaking. This behavior carries over into
the total cross section, giving evidence that the
6(1950) plays an important role in this reaction,
as predicted by Chahoud et al. and Yao. '

We have fitted our data by a least-squares pro-
cedure to a series of even-order Legendre poly-
nomials:

do =P b»P»(cos8) .dg~
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IO I I
l
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!Total
I I I t l I I I TABLE II. Total cross sections.
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Pp
(GeV/c) ( pb)

Error
(pb)

IO

OJ
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—,028
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O
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I
O

z et al.
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by et al.

experiment
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I.O IO

Po (Ge V/c )

l00

FIG. 8. The total cross sections of the various pp
channels as a function of incident momentum. The pp
elastic, pn7t. +, and pp m data are from Ref. 19. The
data points of the de+ channel for the present experi-
ment were found by multiplying the fitted Legendre
polynomial coefficient bp by 47'. A curve of the form
oz(pp dr+) -Pp was fitted to the data including pre-
viously published work (Refs. 7, 20, 21).

A good fit was obtained (y'/N- I for N= 50 to 70
degrees of freedom) with n=7. The parameters
of these fits with their errors are given in Table
III. The coefficients b» and b„have low signif-
icance and are included only for completeness.
The variation of the parameters with momentum
is shown in Fig. 9, in which the coefficients at
each momentum are normalized to b, . We have
also included the low-momentum data of Richard-

3.000
3,200
3.426
3.651
3.825
4.000
4.200
5.046

36.9
35.1
28.3
23.2
20.8
16.5
13.2
3.4

2.2
2.1
1.7
1.4
1.2
1,0
0.8
0.2

Serre et al. ' from 1.18 to 1.48 GeV/c and those of
Heinz et al. ' from 1.7 to 2.8 GeV/c. The solid
lines are hand-drawn through the points to guide
the eye. In the low-energy region b, /b, goes
through a minimum at 2.0 GeV/c, while b~/b, and

b, /b, are negative and peak respectively at 2.0
and 2.5 GeV/c. It is of interest to note how smooth
the transition is from one experiment to the next,
showing the quality of the data. Also it is interest-
ing that the b, and higher coefficients all become
close to zero near 2.0 GeV/c.

Above 8.0 GeV/c all coefficients rise rapidly
with increasing momentum, implying that new

angular momentum channels are becoming im-
portant. However, the fact that none of the coef-
ficients has a significant structure makes it im-
possible to pick out a particular angular momen-
tum component of the reaction corresponding to
the 6(1950) resonance. The 4.0-GeV/c points are
all low; however, we believe this to be a slight
anomaly in the data.

In Fig. 10 we show the momentum variation of
the cross section at a series of fixed angles. This
figure emphasizes the earlier point that there is
an enhancement only in the forward direction over
about the first 20 . Beyond that angle the cross
section falls relatively smoothly, and close to 90
it even appears to be reduced in the resonance
region. Since the enhancement assigned to the

TABLE III. Legendre polynomial coefficients.

Pp
(GeV/c)

bp

(pb/sr)
b2

(pb/sr)
b4

(pb/sr)
b,

(pb/sr)
bs

( p,b/sr)
bgp

(pb/sr)
b&2

(pb/sr)
b(4

(pb/sr) x'/&

3.000
3.200
3.426
3.651
3.825
4.000
4.200
5.046

2.93+ 0.04
2.80+ 0.02
2.25 + 0.04
1.85 + 0.03
1,66+ 0.02
1.31+ 0.02
1.05 + 0.02
0.27+ 0.01

4.95 ~ 0.11
5.93 ~ 0.08
5.06 + 0.16
4.47 + 0.10
4.18+ 0.07
3.23+ 0.10
2.64+ 0.06
0.79 + 0.04

0.06 + 0.14
2.13+ 0.11
2.42 + 0.19
2.94 + 0.12
3.05+ 0.09
2.21 + 0.13
2.11+ 0.08
0.76 + 0.06

0.13+0.19
1.97+ 0.13
1.99 + 0.20
2.32 + 0.12
2.34 + 0.11
1.42+ 0.15
1.61 + 0.09
0.53+ 0.07

0.58 + 0.18
1.70 + 0.14
1.48 + 0.21
1.45 a 0.13
1.46 + 0.12
0.77 + 0.16
1.03+ 0.09
0.26+ 0.07

0.36 + 0.18
1.08 + 0.14
1.07+ 0.21
0.65 ~ 0.15
0.87 + 0.12
0.49 + 0.16
0.73 ~ 0.09
0.20 + 0.06

0.49+ 0.21
0.67 + 0.15
0.65+ 0.20
0.14~ 0.15
0.23 6 0.12
0.20 + 0.13
0.40 ~ 0.09
0.10+ 0.06

0.49 + 0.18
0.25 + 0.11
0.22 a 0.13
0.06+ 0.14
0.01 + 0.08
0.08 + 0.08
0.06 + 0.06
0.01 + 0.03

0.6
0.5
0.5
0.7
0.4
0.5
0.5
0.8
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FIG. 9. The variation of the Legendre polynomial
coefficients with incident momentum. The coefficients
are normalized to $p ~ The smooth curves are freehand
lines drawn for clarity. The data of Ref. 2 were used
between 1.18 and 1.48 GeV/c. The data of Ref. 7 were
used between 1.7 and 2.8 GeV/c.

po (GeV/c)

FIG. 10. The differential cross sections of the pp dn. +

reaction as a function of incident momentum between 2
and 5 GeV/c for various c.m. angles.

h(1950) markedly affects only the forward cross
section, the angular distribution at the higher
angles is likely to be dominated by other pro-
cesses.

At high energies the differential cross sections
of Amaldi et al. ' and Allaby et al. ,

"plotted as a
function of the transverse momentum, show a sin-
gle slope over the limited angular ranges of their
data. The same general slope also fits our data at
much lower energies. However, there are signifi-
cant deviations near 0' and near 90'.

Barry' has given a prescription for calculating
the differential cross section based on the one-
pion-exchange (OPE) model, Fig. 11(a), and the
calculation of Yao.' Sundaresan and Watson" have
used this prescription and compared the calculation
with our results. In general the agreement is poor,
although some features are reproduced. One con-
cludes that the OPE model does not give a good
representation of our more complete data at these
energies, presumably because of the inadequacies
of the model in handling the behavior of the Pnw'
vertex far from the mass shell.

Other models have been tried on earlier data.
[See, for instance, Refs. 7, 23, and 24 for one-
nucleon exchange, Fig. 11(b).] The comparison

with earlier data shows that no good fit has been
possible. Reggeized one-nucleon exchange has
been tried at the higher energies with limited
success by Lee" and Barger and Michael. "Regge
behavior for reaction (1), however, as discussed
by Dubal, "shows up only above 10 GeV/c and
therefore is of no help in understanding the data
of this experiment.

In an early paper on the nucleon pickup process
Chew and Goldberger" introduced the variable
a =

~
p*- —,'d~~, where p* and d* are the three-mo-

menta of the incident particle and the deuteron,

p 1r
N

p d
(a)

(b)

FIG. 11. (a) One-pion-exchange diagram for pp de+;
(b) one-nucleon-exchange diagram for pp dm'.
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p+p = d+m+

did
dQ"

p.b
sr

IQ—

3.0 GeV/c
.——3.65 GeV/c
----- 420 GeV/c

respectively, in the c.m. system. This is just a
measure of the relative momentum of the two nu-
cleons in the deuteron. The variable has been
used by Kerman and Kisslinger" in the case of
Pd backward elastic scattering, and has been found
to remove the s dependence of the differential
cross section. In Fig. 12 the data of the current
experiment are plotted against this variable (we
chose that nucleon which gives the smaller b),
where for clarity we have included only three of
our momenta, spanning the interval from 3.0 to
4.2 GeV/t:. The curves for intermediate momenta
cluster close to the curves shown and give the
effect of a cross section that varies over the range
of b with relatively little s dependence. There
are deviations at small values of 6 due presumably
to the effect of the a(1950) resonance. This para-
metrization is less impressive as the available
data both below and above our range are included.

A given value of 4 fixes the role of the deuteron
wave function in determining the cross section.
Thus variations in the cross section at fixed 4
reflect the influence of other factors which enter
into the process, e.g., the Pnm+ vertex.

V. CONCLUSIONS

We have made extensive measurements of the
PP - dm' differential cross section over a range
of incident proton momenta from 3.0 to 5.0 GeV/c.
The measured cross sections exhibit a strong
dependence on momentum transfer and energy.
At 3.83 GeV/c, for example, the differential cross
section falls from 14 itb/sr in the forward direc-
tion to 0.2 itb/sr at 90' (c.m.). The total cross
section falls from 37 itb at 3 GeV/c to 3.4 itb at
5 GeV/c, much faster than in the corresponding
reaction PP -Pnm' in which the proton and neutron
emerge unbound.

The data show that the previously observed en-
hancement in the forward cross section between 3
and 4 GeV/c is an effect which damps out quickly
as the production angle departs from 0', in con-
trast to the well-known enhancement at 1.35 GeV/c,
which is evident at all angles. The coefficients
of even-order Legendre-polynomial fits to the data
increase smoothly with momentum. There is no
evidence that any one angular momentum state
plays a dominant role in the process between 3 and
5 GeV/c. The OPE model was found not to give
a good description of our data over the more com-
plete angular range covered in this work, pre-
sumably because of the inadequacies in accounting
for off-mass-shell effects.

A single parameter 4 which measures the rela-
tive momentum of the proton and neutron in the
deuteron suffices to determine the behavior of
the cross section over most of the range of our
data, relatively independent of the incident mo-
mentum. This emphasizes the importance of the
deuteron form factor in the process.
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