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A wide-gap spark chamber operated in a magnetic field has been used to measure the ener-
gy dependence of the form factor f+(q } in KL- ~+e+~ decay. Decays of K~ mesons in
vacuum were detected in the —30' neutral beam of the AGS at Brookhaven National Labora-
tory. K~3 decays were identified by electromagnetic showers produced in a lead radiator
plate between the two 12-inch gaps of the chamber. The linear parameter ~+ in the form
factor f + (q2) was determined to be 0.040+ 0.012, where the error includes uncertainties
in the corrections for systematic effects. A study of these systematic effects and the re-
sulting errors is presented.

I. INTRODUCTION

The predictions of the V- A theory are very
successful for processes that involve nonstrange
particles. " It is natural to try to apply the same
theoretical considerations to weak processes in-
volving strange particles. ' In particular, the
three-body leptonic decays of K mesons have been
the subject of a number of studies.

The transition matrix element for K„decay is
usually written in the forms

M= sine[I, y„(1+y,)u„1(m(v' ~K),

the Cabibbo angle given by the Cabibbo theory of
semileptonic weak interactions. The pion and the
K meson are taken to have the same intrinsic par-
ity, and a pure vector interaction is assumed in
the framework of V-A theory. The last factor de-
scribes the hadron interaction in the decay.

The constraint of four-momentum conservation
reduces the number of independent four-momenta
in the interaction to two, and the matrix element
can be written in terms of the four-momenta:

e.=(Px -P.).,

0 =(P~+P.),
where G is the Fermi coupling constant and 8 is where a =1, 2, 3, or 4. The hadronic part of M
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is written in the form

& [f,(q')9 +f (q')q l,
where, from the requirement of Lorentz invari-
ance, the form factors f, and f are functions of
q' only. The quantity q', which is the square of
the four-momentum transfer, can be expressed in
terms of the pion total energy in the K rest frame,
E,*, as

q'=(P»-P, }'=m»'+m, ' —2m»E*„.

Thus the tr'ansition probability is

dence of the f, (q') form factor and thereby X, was
measured. Precautions were taken in the handling
of possible systematic biases and the sensitivities
to systematic effects were evaluated. The paper
is divided into five sections. The experimental ap-
paratus and the event selection are described in
See. II. The analysis of the data and the determi-
nation of the A,, parameter are presented in Sec.
III. Systematic effects and resulting errors are
discussed in See. IV. Finally, the paper is con-
cluded in Sec. V with a discussion of results.

II. EXPERIMENTAL ARRANGEMENT

A. The beam

~ ~ [m»(2E~~E„"—m«E', )

where

+ m, '(-,'E„'-E+))f,'(q')

+ m~'(E: '.E'.-)f-, (q')f (q')

+ ~m'(-'E'. )f '(q'),

pn 2+ 2 — 2
~JC +Mr Wl

ff maX m'

2m 1I' '
E

The form factors f, (q') and f (q') are analytic
functions of q', except for a cut given by (-q')
& (m»+m„)'. In the physical region it is reason-
able to assume that they are slowly varying func-
tions. They are usually approximated by expres-
sions which are linear in q2, namely, ' '

f, (q') =f, (0)(I +~,q'/m. '),
f (q') =f (0)(1+X q'/m„~).

The ratio [f (0)/f, (0)] is usually referred to as
h(0)

In K'„decay, the effect of the f form factor is
small due to the small mass m„and as a result
both X and ((0) are inaccessible to measurement.
In K» decay, X„a,and $(0) can all be mea-
sured; however, the correlation between them
makes their simultaneous determination more sub-
ject to error. ' If muon-electron universality is
assumed, the form factors for K» and K„are
identical. Thus the single-parameter analysis of
K„decaynot only can result in a more certain val-
ue for A.„butcan be used to reduce the three-pa-
rameter analysis of K» decay into a two-parame-
ter analysis, thereby giving more precise values
for X and g(0). In addition it is noted that mea-
surements of A., in K'„andK,'3 decay can be used
to test the &I = —,

' rule, which predicts equal A., val-
ues.

In this paper an experimental study of the K'„de-
cay mode is presented, in which the energy depen-

The source of K~ mesons used in this experiment
was a neutral beam coming from an internal beryl-
lium target in the alternating-gradient proton syn-
chrotron (AGS} located at Brookhaven National
Laboratory. A sketch of the beam layout is shown
in Fig. 1. The collimator system and a sweeping
magnet selected neutral secondary particles at 30'
to the direction of proton beam. To reduce the p-
ray flux in the beam, four inches of lead were
placed upstream of the first collimator. The cen-
ter of the beam-defining collimator was 25 ft from
the target and the decay region was 70 ft from the
target.

During this experiment, the AQS was operated at
28.5 Qep with 0.5 x10" to 2 x10" accelerated pro-
tons per beam pulse. The pulse duration was 0.5
sec and the repetition rate was 0.4/sec.

The K~ momentum spectrum was experimentally
determined. ' The observed spectrum peaks at p~
= 0.5 GeV/c and falls to 10% of its peak value at p»
—= 2.0 GeV/c.

B. The detector

The detector was a triggered wide-gap spark
chamber which had a momentum resolution of +20
MeV/c at 450 MeV/c and covered a forward solid
angle of -0.5 sr. This detector was appropriate
for thestudy of &0~ decays in the K~ beam de-
scribed, as the detection efficiency had a small q'
dependence [see Fig. 15(b}]and as the center-of-
mass energy resolution was -+10 MeV/c'.

A drawing of the detector system is shown in
Fig. 2. The entire system was placed inside a
magnet. The magnet, which formerly had been
used as a bubble-chamber magnet, had a 22-in.
gap and 30-in. pole pieces. One of the pole pieces
consisted of a hollow tube through which the cham-
ber was photographed. Prior to the experiment,
the field of this magnet was mapped at the operat-
ing current. ' The central field was 10.4 kQ and
pell off to 8.5 kQ at a radial distance of 13.5 in.
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FIG. 1. Beam layout.

The magnet current was maintained constant to
within +0.05%. The polarity of the magnet was sys-
tematically reversed during film changes to permit
charge asymmetry studies of the E'„decay mode.

A vacuum box (not shown in Fig. 2) contained

counters S„S„andA. The windows of the vac-
uum box were made from thin aluminum sheets
(-+ in. thick) Cou.nters 9, and S, consisted of
twelve individually-wrapped plastic scintillators of
dimensions 1 x-,' x10 in. ' As shown schematically in
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FIG. 2. Scale dravring of detector.
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Fig. 2, the light from these scintillators was al-
. ternately directed with light pipes to one of two

photomultiplier tubes. Four pairs of scintillation
counters, Q1, Q2, Q3, and Q4, were used down-
stream from the spark chamber. All counters
were tested and were found to be more than 99%
efficient for minimum-ionizing particles at normal
incidence over their entire sensitive areas.

The wide-gap spark chamber had two 12-in. gaps
and inside dimensions of 16 in. by 30 in. The
plates of the chamber were 0.001 in. aluminum foil
stretched and epoxied to narrow aluminum frames.
Mylar sheets 0.005 in. thick were used as outside
windows over these frames to contain the gas mix-
ture. The frame of the center plate was 1 in. thick
and was so constructed that a plate of high-Z ma-
terial (or radiator) could be inserted. A radiator
sandwich (0.150 in. of lead and 0.063 in. of brass)
with a total of 0.79 radiation lengths was used.
This radiator served to identify electrons by the
showers they produced in it. The radiator also
served to convert y rays which were used to tag
the K~ —~'+~ +7t' decay mode. The results on
K 3 dec ay mode were reported pr evious 1 y .'

The downstream chamber had an additional
screen electrode 1.75 in. from the center plate.
(See Fig. 2.) This screen electrode enhanced the
chamber efficiency for detecting low-energy elec-
trons of the shower. Electrons or positrons with

p &20 MeV/c leaving the radiator at an angle of
&45' were seen with high efficiency (z95%%up).

The chamber was operated at -1 in. of water
above atmospheric pressure, with a gas mixture
of 90%%up neon and 10%%up helium with 2.2 Torr of etha-
nol vapor. The gas was recirculated through a se-
ries of filters including an activated charcoal filter
at liquid-nitrogen temperature. The ethanol vapor
was added to the gas as it returned to the chamber.
The high-voltage pulse was provided by a pressur-
ized 12-stage Marx generator with a nominal ca-
pacitance of 7800 pF per stage. The risetime of
the high-voltage pulse produced was &5 nsec. In
order to match the effective risetime of the whole
chamber assembly (s50 nsec), a resistor was in-
serted in series with the chamber. The voltage
maximum which appeared on the chamber was
-280 kV. A resistor-capacitor network, powering
equally-spaced wires surrounding the chamber,
distributed this pulsed potential uniformly across
the two gaps of the chamber. The chamber was
operated in an aluminum rf enclosure in which
Freon-12 was introduced to suppress sparking. A

detailed description of the high-voltage system and
the characteristics of the chamber are given else-
where. '

The chamber was photographed by two cameras
with optical axes parallel to the central magnetic-

field direction. The stereo angle at the center of
the chamber was about 22' and the demagnification
was ~7 The film used was 35-mm Kodak type
SO-340. Photographs were taken through a coarse
screen (-,'-in. wire spacing) which replaced a cut-
out section of the rf enclosure and through a 1.5-
in. thick acrylic gate, which was used for high-
voltage insulation of the chamber. In addition, an
array of gray filters was mounted between two 4-
in. acrylic plates and placed between the cameras
and the chamber. This array consisted of 96
quarter-inch-wide vertical gray strips in a re-
peated pattern with transmission percentages of
100%%up 30%%up 10% and 3%%up. The purpose of these
filters was to enable photography of the central
core of each track at six to nine points along its
length in each gap, even with large variation in
track brightness. ' Also appearing in each photo-
graph were four fiducial marks and a data panel
giving information on each event.

Figure 3 is a photograph of a K~- 7t +e'+v event
taken under normal conditions. The lower track
was produced by a pion. The upper track was pro-
duced by a positron, which in turn produced a
shower in the center plate. There were two elec-

FIG. 3. Photograph of Ke& decay.
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irons and two positrons in the shower. One of
these positrons at low momentum made a 180' arc
and reentered the center electrode near the bottom
of the chamber. The effectiveness of the gray fil-
ters and of the additional screen electrode can be
readily seen in this photograph.

C. Trigger circuitry

D. Data collection

Two-view pictures of each event were recorded
on 35-mm film. Special runs were made at the
beginning of each roll to monitor and check the ef-
ficiency and the accuracy of track location for the
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OPEN CLIP

DELAY DISCRIMINATOR
5O nsec

~OR

Q3

~AND

AND OF
AT LEAST VETO

T)IDIO

y ~AND

VETO SIGNAl.~ FROM OTHER
GROUPS AT A.G.S.

TRIGGER
A S[ Sp (AT LEAST 2
OF QI QpQ3Qe)

FIG. 4. Schematic drawing of trigger logic.

Figure 4 shows a schematic diagram of the trig-
ger logic. The requirement of this logic was that
counter A not count but that S» S„andat least
two of the four pairs Q» Q» Q» and Q„count in
coincidence. This ensured the detection of neutral
particles decaying within the vacuum into two (or
more) charged particles that did traverse the
chamber. Spurious tracks were seldom seen with
P' events in the wide-gap chambers, indicating a
spurious-track rate much less than -10'/sec,
which is the reciprocal of the spark-chamber
memory time.

The total time delay between the passage of a
particle and the arrival of the high-voltage pulse
on the chamber was 240 nsec, 75 nsec of which
was associated with the amplifier, spark-gap, and
Marx-generator circuitry. As the track distortion
was found to increase with increasing delay, a
separate timing circuit was used during the runs
to check thai the total delay did not exceed -300
nsec. A special data light was lit and photographed
for events with delays more than 300 nsec. These
events (-2% of all events) were not included in the
analysis.

wide-gap chamber. Included in these were runs
with no magnetic field and runs in which a 4-in.
copper absorber, acting as a K~ regenerator, was
placed 2.25 in. upstream from the anticounter A.
l(P/p of all pictures taken were special runs.

The photographs taken during the experiment
were projected on tables for scanning and, if se-
lected, were measured immediately using the im-
age-plane digitizers. ' The projection was at - —',

of the actual size. A total of 140000 frames taken
under normal conditions was scanned and 17000
K 3 and K'„candidates we re measured. Another
5000 frames of the special runs also were scanned
and measured.

For standard runs, K'„andK'„3candidates were
selected by electron-shower and converted y-ray
signatures, respectively. In both cases, the first
criterion was that in the upstream chamber gap,
there be two (and only two) tracks of different
charge. For K'„candidates, it was further re-
quired that one of these upstream tracks be asso-
ciated with two or more tracks in the downstream
gap, or be associated with one track of opposite
charge. (These charge-exchange-type events were
seen in 5% of Ko~ events. ) For K'„,candidates, the
second criterion was that there be at least one
downstream track not associated with an upstream
track, giving the appearance of a track from a y-
ray conversion. The results of the scanning can be
summarized as follows:

(i) 4% of all frames satisfied the criteria for K~
decay.

(ii) 9% satisfied the criteria for K„decay.
(iii) 37% were V events that appeared without an

associated e-m shower or a converted y ray.
The above numbers are consistent with the Monte
Carlo calculation, which predicts that the observed
ratios between (a) K'„events with an electromag-
netic shower, (b) K'„events with a converted y
ray, (c) K',, events without a shower, (d) K'„events
without a converted y ray, and (e) detected K'„,
events should be 1:2:4:2:3.

(iv) «.05% of all frames had events with two
track-associated showers and events with both a
converted y ray and a track-associated shower.
These can be explained as resulting from the nu-
clear interaction of a secondary pion in the central
radiator.

(v) 15% of all frames had two tracks of the same
charge in the upstream gap. Since they were found
to come exclusively from the windows of the vacuum
enclosure and the counters S1, 92, and A they were
presumably produced in the nuclear interactions
of beam particles in these materials.

(vi) 35% of all frames had only one track in the
upstream gap or were V events with random sur-
face breakdown. These breakdowns were found to
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be uncorrelated with track position.
One third of the scanned frames, i.e., 50000

frames, including all those scanned during the
training period of the scanners, were rescanned.
Based on this rescan the efficiency for a single
scan was found to be 96%%uo. Of the 4% missed, about
half contained a very wide dark track or a track
which hit the wall of the chamber and was mistaken
as a chamber breakdown. About a quarter of the
events missed had one track whose charge changed
sign at the radiator; such events were normally
classified as K'„events as described in the previ-
ous paragraph.

Events were measured as they were found. Six
to nine points were measured on each track in each
view. These points were chosen in the segments
where the gray filters had reduced the track width
to about 1 mm in space. The downstream gap of
the chamber was divided into two parts by the
screen electrode (see Fig. 2). Tracks that were
registered in both parts were measured in the
wider gap. Tracks of all visible shower second-
aries were measured.

3000

~w 2000)
LIJ

O

Z,'

1000

I j j I
I

l I I I

E. Reconstruction and selection of events

The measurements on events were corrected for
optical distortions produced both in picture taking
and in projection on measurement tables. Tracks
were reconstructed in three-dimensional space
using a computer program TVGP written for track
reconstruction in bubble chambers. The Coulomb
scattering and ionization energy loss features in
TVGP were excluded. The optical constants used in
TVGP were calculated by another computer program
FIDCON, also written for use in bubble-chamber
experiments. Tracks that were reconstructed by
TVG P and their associated error matr ices were
extrapolated into the vacuum decay region. The
point of closest approach between the two tracks
was taken as the decay vertex. Laboratory quan-
tities at this vertex then were used for the zero-
constraint kinematic reconstruction of the event in
the kaon center-of-mass system. It was in this
calculation that a twofold ambiguity resulted in the
calculated value for the kaon momentum and, of
course, also for center-of-mass quantities.

A total of 4364 events were measured as K'„can-
didates. To remove background events and those
which might produce systematic biases, the fol-
lowing criteria were used to select the final sam-
ple:

(a) Only those events with a distance of closest
approach for tracks, p, of &0.7 cm were selected,
thereby eliminating events with large scattering
angles or large measurement errors. Figure 5
shows the p distribution and the limiting value that

I I I I

0.5
p (cm)

1.0

FIG. 5. Histogram of the distance of closest approach
at the vertex, p (in cm) for K„3and K~3 events. The
smooth curve is the Monte Carlo prediction. y =8 for
6 degrees of freedom. Dashed line indicates limit
applied in selection of data and in the X2 calculation.

was used. &91 events were rejected in applying
this criterion. )

(b) The projected distributions of vertex positions
along x, z, and y inside the vacuum box are shown
in Figs. 6, 7, and 8, respectively. The effect of
the scattering of K~ mesons by the lead y-ray ab-
sorber and by the beam-defining collimator walls
results in long flat tails on the x and z distribu-
tions. To restrict the number of these scatterings
in our sample, events were included only if their
vertices occurred in the intervals -2.5 & x & 2.5 cm
and 18.5 & z & 35.5 cm. The effect of events pro-
duced by scattered K~ mesons still remaining in
the sample was estimated and corrections for it
were made. [See Sec. IIIA(b). ] To eliminate back-
ground events resulting from nuclear interactions
in the A and $ counters and the aluminum windows
of the vacuum box, y was required to be within the
interval -66.4& y & -43.8 cm. The vacuum region
between counters A and S lay between y = -67.1 cm
and y = -43.1 cm. (4 I2 events were rejected. )

(c) The upstream tracks of an event were re-
quired to traverse the radiatbr inside a central
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FIG. 6. Distribution of event vertices; projection
along x (cm). Smooth curve represents the Monte Carlo
prediction. g =34 for 9 degrees of freedom. Dashed
lines indicate limits applied in selection of data and in
the g2 calculation.

area of 35 x50 cm' so that any shower produced
would be visible in the 40 @75 cm' downstream gap
and that no tracks would traverse the walls of the
spark chamber. The distributions of the traversal
points for electrons and for pions in K'„decay are
shown in Figs. 9 and 10, respectively. At the ra-
diator the tracks also were required to be sepa-
rated by a distance of 2 cm so that the shower
could be unambiguously associated with only one
of the tracks. At the radiator plane, the shower
tracks were required to extrapolate to within 1 cm

FIG. 8. Distribution of event vertices; projection along

y (cm). Smooth curve represents the Monte Carlo pre-
diction. g =28 for 21 degrees of freedom. Dashed lines
indicate limits applied in selection of data and in the y

calculation.

of the upstream track which was associated with

the shower by the scanner. (61 events were re-
jected. )

(d) To eliminate events having low detection ef-
ficiences or large momentum measurement er-
rors, both tracks in the upstream gap of the cham-
ber were required to have momenta between 100
MeV/c and 1500 MeV/c. The laboratory momen-
tum spectra for electrons and pions in K'„decay
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FIG. 7. Distribution of event vertices; projection
along z (cm). Smooth curve represents the Monte Carlo
prediction. g =14 for 16 degrees of freedom. Dashed
lines indicate limits applied in selection of data and in
the y calculation.

FIG. 9 ~ Distributions of points of traversal on the
radiator plane, for the electron in %~3 events. (a)
projection along x (cm) (X =48 for 11 degrees of freedom)
and (b) projection along z (cm) (y2=19 for 8 degrees of
freedom). Smooth curves represent the Monte Carlo
prediction.
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FIG. 12. Laboratory momentum spectrum for pions
in K,3 events. Smooth curve represents the Monte
Carlo prediction. y =18 for 17 degrees of freedom.
Dashed line indicates lower limit applied in selection
of data and in X calculation; upper limit at 1500 MeV/c.

200—
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I

50

FIG. 10. Distributions of points of traversal on the
radiator plane, for the pion in K,s events. (a) projection
along x (cm) (X =11 for 11 degrees of freedom) and (b)
projection along z (cm) (g~ =16 for 8 degrees of freedom).
Smooth curves represent the Monte Carlo prediction.

where the vector (6p„6p,) represents the devia-

300

(n 200

LIJ)
I 00—

0 500 1000
p e (MeV/c)

FIG. 11~ Laboratory momentum spectrum for electrons
in Ke3 events. Smooth curve represents the Monte Carlo
prediction. y =36 for 18 degrees of freedom. Dashed
line represents lower limit applied in selection of data
and in y calculation; upper limit at 1500 MeV/c.

are shown in Figs. 11 and 12, respectively. The
momentum limit eliminated the long flat tails
which characterized these distributions. (288
events were rejected. }

(e) Due to random measurement errors, the ze-
ro-constraint kinematic reconstruction could re-
sult in nonphysical solutions. In these cases, con-
strained least-squares fits to select events having
acceptable physical solutions were made. The
quantity that was minimized was

D' =(6p. , 65.)G '(6p. , 6P.) , where m, is the invariant mass of the charged pion

400

z 300
IJJ)
o 200

IOO
z'

0
0 20 40

e~e (degrees)

60 80

FIG. 13. Laboratory 7r-e opening angle (degrees) for
K~3 events. Smooth curve represents the Monte Carlo
prediction. g =9 for 10 degrees of freedom.

tions of the fitted vertex momenta from the mea-
sured momenta, and t" is the error matrix of the
measured momenta referred to the vertex. Im-
probable events were excluded by requiring that
the quantity D' be less than 2. (70 events were re-
jected. )

(f) To eliminate background electron pairs from
Dalitz decays of the ~' from K~ —3n', the invari-
ant mass for both particles, assumed to be elec-
trons, was required to be greater than 70 MeV/c'.
(20 events were rejected. ) The resulting opening-
angle distribution for K'„events after applying this
restriction is shown in Fig. 13.

(g) The contamination from Ko„,decay can be
estimated from the distribution of the quantity

p,", which is the square of the K~ momentum in
the coordinate system where the two charged par-
ticles (assumed to be pions} have zero total longi-
tudinal momentum. P,"may be written as fol-
low

(m»' —m, o' —m, ')'- 4 m, o' m, ' —4 m»'p„'
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pair and p„is their total transverse momentum.
For charged K'„,events, this quantity should be
positive. Figures 14(a) and 14(b) show the distri-
butions of this quantity for the K'„andK'„,candi-
dates, respectively. In order to eliminate K'„,
contamination, p,"for our K'„sample was re-
quired to be less than -4000 (MeV/c)'. This limit
together with that used in selecting K'„,events is
indicated in the figures. (202 events were reject-
ed. }

(h) The downstream tracks were extrapolated to
the Q-counter plane and required to traverse two
or more Q-counter pairs. Due to the uncertainties
in the magnetic field in the region of the Q coun-
ters, ' a one-inch tolerance was allowed on the out-
side periphery of the Q counters. (989 events were
rejected. ) Reasons for this rather large number of
rejects are (i) particles traversing the Lucite light
pipes of the Qcounters produced Cerenkov radi-
ation and counted with an estimated efficiency of
30-100%; (ii) the y rays produced in the electro-
magnetic shower at the radiator were converted in
and detected by the Q counters. Since the efficien-
cies in detecting events in both cases were not
known and could not be compensated for, a strict
Q-counter trigger test was applied to tracks in the
final selection of events. However, there remains
still a possible systematic bias due to the uncertain
magnetic field in the region near Q counters, and
this will be dealt with in Sec. IV F.

After the rejection of events as described above
we are left with a final-event sample of 2171.

III. ANALYSIS AND RESULTS

A. Monte Carlo simulation of E,3 decay

In order to correct for the selective trigger and
scanning criteria used in this experiment, a Monte
Carlo calculation was performed in which a simu-
lated sample of events was generated on a digital
computer.

The simulated events were generated at random
in the K~ rest frame. A pure vector interaction
with a constant form factor was used, for which
the distribution density on the pion-electron energy
plane (E„*,E~) is'

(dN'/dE*, dE,*)=2E~(mr -E,*—E~)

—mr(E*.~.—E.*)
~

where m~ is the K~o rest mass and E,* is the
maximum pion total energy in the K~ rest frame.

A pair of energies (E», E,~} was picked randomly
within the physical region of the Dalitz plot accord-
ing to this density distribution. The vector mo-
menta of the two particles in the center-of-mass
system were calculated. Next the K~ momentum
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FIG. 14. P02 distribution (GeV/c) (a) for K 03 events
(g =9 for 12 degrees of freedom) and (b) for K~3 events
(g =17 for 16 degrees of freedom). Dashed lines indicate
limits applied in selection of data and in the y calcu-
lation.

was randomly chosen according to a distribution
determined experimentally, ' and the center-of-
mass quantities were transformed to the labora-
tory. The decay position, or vertex, was then
chosen randomly according to the geometry of the
target, the collimator system, and the scintillation
counters. The particle trajectories downstream
from the vertex were calculated with the same
computer program that was used to extrapolate
real tracks. The trigger criterion at the counter
plane (8„S,) (in Fig. 2) was applied and the tra-
jectories were extrapolated to the radiator plane.

The electromagnetic shower of the electron due
to the lead radiator of 0.79 radiation length was
simulated with a Monte Carlo shower program. "'"
The secondary electrons (or positrons) which
emerged from the downstream side of the radiator
were required to have momenta ~20 MeV/c and an
angle with the radiator of ~45' in order to assure
efficient detection. In general they were required
to satisfy the selection criteria used in scanning
for K',, decays. The secondary electron(s) passing
these tests and the pion (after random multiple
scattering and energy loss in the radiator were in-
troduced) were extrapolated to the Q counters to
see if the event satisfied all the trigger and scan-
ning criteria. In order to save computation time
and reduce fluctuations, the electron-shower sim-
ulation and the Q-counter trigger-criterion test
were repeated four times for each event. The
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fraction of successes was recorded for each event
and was used later as a weight factor, W, .

In this simulation, the following additional effects
and corrections were introduced into the Monte
Carlo sample in order to be able to refine the
comparisions with the experimental sample:

(a) A random measurement error, experimental-
ly determined, and a random small-angle multiple
scattering due to the material of the S counters and
the vacuum window, were associated with each
simulated track at the upstream entry point of the
spark chamber.

(b) The K~0 direction was also altered to simulate
the effect of the uncertainty in the beam direction.
In addition, the effects of multiple scattering of K~
mesons in the lead y-ray absorber and the beam-
defining collimator walls were considered. The
fraction of events produced by scattered K~0 me-
sons, but still remaining in the sample after fidu-
cial-volume restrictions, was estimated using the
tails of the distributions in Figs. 6 and 7. This
same fraction of Monte Carlo events was randomly
chosen and their K~ directions were altered appro-
priately.

All events were recalculated with the above ef-
fects exactly as were the experimentally measured
events. Vertex position and energies in the K~
rest frame were recalculated, using the altered
track quantities at the beginning of the chamber.
All criteria that were imposed on the selection of
the experimental sample were imposed on the
Monte Carlo sample and the kinematic reconstruc-
tion was also computed by the same program.

(c) Also included in the Monte Carlo sample were
2.2% K'„,events similarly generated and 2.8% K'„
events with the electron and pion interchanged in
the kinematic reconstruction. These events which
result from pion nuclear interactions in the radia-
tor were introduced to compensate for the inclusion
of such events in the experimental sample as dis-
cussed in Sec. IVD.

Using this Monte Carlo program and applying the
above corrections, the relative detection efficiency
for K'„decay was determined. Figure 15(a) shows
contours of constant detection efficiency over the
Dalitz plot. In Fig. 15(b) the relative efficiency in
the kaon center-of-mass system is plotted as a
function of q'.
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FIG. 15. (a) Relative detection efficiency over (T ~~, T~~)

Dalitz plot. (T~~, T,*) are (pion, electron) kinetic
energies in the K~& center-of-mass system. (b) Relative
detection efficiency as a function of q2.

of the Monte Carlo and experimental distributions
for the lower-momentum solution for E,* was used
to determine the best-fit value for the X, parame-
ter. In this comparison the effective number of
Monte Carlo events used was 2.5 times the final
selected number of experimental events.

In the Monte Carlo simulation the energy-depen-
dent parameter A., in the form factor was assumed
to be zero. Instead of generating further Monte
Carlo samples with different assumed values of A„
a weight depending on A., was assigned to each
Monte Carlo event according to the following equa-
tion:

B. Determination of the X, parameter

Due to the zero-constraint kinematical fit for
each event, two solutions are obtained for the K~
momentum and center-of-mass quantities, e.g. ,
E,*. From Monte Carlo comparisons with experi-
mental data, the lower-kaon-momentum solution
was found to be the most probable. A comparison

where q' was calculated using the true rest-frame
pion energy E„*of the Monte Carlo events. The
quantity W~ is the probability that the electron will
produce a visible shower which also triggers the
Q counters (see Sec. IIIA), and the quantity W„is
the radiative correction factor, determined from
the published results of Ginsberg. "
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The weighted distribution for the lower-K~0 mo-
mentum solution of the pion energy E*, for the
Monte Carlo sample was then compared with the
distribution of the same quantity for the experi-
mental sample. The weight of each Monte Carlo
event was normalized so that the sum of weights
was equal to the total number of events in the ex-
perimental sample. The A., value was then calcu-
lated by determining the minimum value for y' giv-
en by the relation

X =E(iv; —(ZW) )'/[(ZW) +(ZW') i,
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where i is the index of the E,* energy interval and,
in each interval, Ã, is the number of experimental
events, (PW); is the sum of the normalized
weights, and (QW'), is the sum of the squares of
those weights. The y' values calculated were
plotted as a function of the A,, parameter used in
the weighting and is shown in Fig. 16. The best
estimate of A., was 0.040+0.010, where the error
is the statistical error only. Possible systematic
errors are discussed in Sec. IV. The final result
is A., =0.040~ 0.012.

Using the weights corresponding to the best esti-
mated values of A.

„

the Monte Carlo distributions
were determined for a number of laboratory quan-
tities. These were compared with experimental
distributions in Figs. 5-14, where the Monte Carlo
distributions have been indicated by solid curves.
The X values for each distribution were evaluated
between the indicated limits using the formula ap-
pearing above. In performing these calculations,
when the number of events per interval was below
50, intervals were summed together.

Figures 5-10 show plots of position distributions
in the laboratory. These distributions are not sen-
sitive to different values of A.„butindicate the de-
gree to which the simulation matched the observed

FIG. 17. Experimental distribution of K,3 events on
(T„*,T,*) Dalitz plot (low-Kz-momentum solution).
(T „*,T~~) are (pion, electron) kinetic energies in the KLO

center-of-mass system. Monte Carlo predictions are
shown in parentheses. g =36.5 for 31 degrees of free-
dom.

distributions in the laboratory. Relatively high X

values are noted; however, the general behavior
of these experimental distributions is consistent
with that predicted by the simulation.

Figures 11, 12, and 13 show plots related to the
laboratory vector momenta of secondaries. These
quantities are more related to the characteristics
of the decay but are still insensitive to the value of

Generally good agreement is seen except in
Fig. 11 which, due to unexplained peak at P, =575
MeV/c, gave a )(' of 36 for 18 degrees of freedom.

The Dalitz plot for the low-K~ -momentum solu-
tion is shown in Fig. 17. The experimental results
and the Monte Carlo results (with best-fit A., ) are
compared over the 31 regions and they are in good
agreement;

Various other phenomenological forms for f, (q')
also were fitted using the minimum y' method.
For the single-pole form, f, (q') =f, (0)(1 —q'/
m') ', the best-fit value for m was 780',",' MeV/c'.
()(' = 17 for 17 degrees of freedom. ) For a dipole
form, f,(q') f, (0)(1 —q /m ), the best-fit value
for m was 1080'~»,' MeV/c'. (y' =16.5 for 17 de-
grees of freedom. ) A quadratic dependence, f, (q')
=f, (0)(1+A,q'/m, '+A,'q'/m, '), also was fitted to
the experimental data, with the resulting best-fit
values of A., =0.050~0.023 and A.,' = -0.002 +0.005.
(X'=16.2 for 16 degrees of freedom. ) The corre-
lation between X, and X,' was found to be (dX,'/d&, )
= -0.2.

IV. STUDY OF POSSIBLE SYSTEMATIC EFFECTS

In this section a number of systematic effects
are considered and the resulting correction to A.

„

i.e., ~A., is given for each. These corrections
were applied in obtaining the final value given here
for A, The uncertainties in these corrections,
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i.e. , 5(b, h., ) were added in quadrature to the sta-
tistical error to give the quoted error value.

A. Random measurement errors

40

30

4-inch Cu Regenerator

The main source of random errors in the deter-
mination of the K-decay position and the particle
vector momenta at the vertex was the random er-
ror in measurement of points on the film. When
the measured laboratory quantities were trans-
formed into the K~ rest frame, the errors became
asymmetrical and produced a systematic shift in

Had the measurement error of 5 p, on the film
not been taken into account in the analysis, "the
best-fit value of A., would have changed by b, A.,
=+0.013. The uncertainty in the measurement er-
ror was +1 p. and this gives an uncertainty in 6X,
of 5(~'A, ) =+0.002.

The magnitude of the random error of 5 p. was
calculated in TVGP. This value was confirmed in
special calibration runs made with the central ra-
diator removed, in which measurements on parti-
cle tracks in the upstream and downstream gap
were compared. The differences were found to
agree with that expected from this film-setting er-
ror but with an uncertainty of- 2%0. Additional con-
firmations came from a study of the reconstructed
position of a brass target placed inside the vacuum
box in the neutral beam and from the Monte Carlo
prediction of the observed distribution for p, the
distance of closest approach between tracks (shown
in Fig. 5).

B. Chamber distortion

A systematic error in the determination of the
particle position resulted from the drift of the ion-
ization electrons during the time of spark forma-
tion (-150 nsec). Studies of film taken with the ra-
diator removed showed that this drift averaged
3.8 mm along E and 0.65 mm along E xB. The av-
erage drift was corrected for in the analysis; how-
ever, there remained a small nonuniform system-
atic drift along the track due to the nonuniform
magnetic and electric fields. This systematic dis-
tortion corresponded to about —,

' of that caused by
random measurement error and was taken into ac-
count in the over-all calibration discussed in Sec.
IV C.

C. Over-all calibration for momentum measurements

An over-all correction for the measurement of
momentum may be obtained from a study of the in-
variant mass for Ks mesons, which were coher-
ently regenerated in the special regenerator runs
previously mentioned and of the m'm invariant
mass for the charged pions in K'„decay. The re-
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FIG. 18. Histogram for the ~'7r invariant mass for
V events, (a) when a 4-in. Cu regenerator was placed
2.25 in. upstream from anticounter A, and (b) with no
regenerator. Histogram for events having vector sum
of ~+ and n momenta within 1.8' of the beam direction
shown shaded.

sultant correction took the form of a scale factor
for the magnetic field.

Samples of V events were measured for runs
with and without a regenerator. Figure 18 shows
the invariant mass distributions, assuming the two
charged particles were pions. The events included
in the shaded histograms were required to have the
direction of the vector sum of the momenta of the
two charged particles within 1.8' of the K~ beam
direction. Events without shower tracks or con-
verted y's taken without regenerator were used to
determine the three-body-decay background. The
regenerator run with the background subtracted
showed a single peak at 496.3 MeV/c' with a
spread of the ~16.4 MeV/c' and an average value
of 496.3+2.0 MeV/c. This result, based on the
analysis of 2000 V events, did not determine the
magnetic-field scale factor as precisely as was
required. Rather than increase the statistical
sample it was decided to employ the method de-
scribed below.

The distribution of invariant mass of the charged
pions in K'„,decay is also sensitive to this scale
factor for the magnetic field. Comparing the
Monte Carlo generated distribution of this invari-
ant mass with the experimental distribution calcu-
lated for varying magnetic fields, a best-fit dis-
tribution was searched for. The y' showed a mini-
mum at a X' value of 14.0 for 18 degrees of free-
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dom. The scale factor at the y' minimum deviated
from unity by (0.55+0.13%). This result agreed in
magnitude and sign with that from the K~ invariant
mass study and was used in the analysis of the
data. The uncertainty in this correction results in
an uncertainty in A., of

~
6(AX, ) ~s 0.002.

D. Contaminations in the experimental sample

In the scanning criteria for the selection of K'„
events in this experiment, no distinction was made
between possible pion nuclear interactions in the
radiator and electron showers. Thus the selected
sample contained some K'„,and K» events. There
were also some K'„events with the pion misiden-
tified as an electron.

From the p,"distribution of Fig. 14(a), the dis-
crepancy between the Monte Carlo simulation and
the experiment ih the positive P,"region indicated
that there were about 48 + 10 K'„events or 2.3% of
the experimental sample. These K'„events were
virtually eliminated from the final K'„sample by
the exclusion of events with p,"larger than -4000
(MeV/c}', i.e., criterion (g) of Sec. IIE.

The number of K» events and of K'„events with
the pion misidentified as an electron cannot be es-
timated directly. However, since the laboratory
pion momentum distribution of these decay modes
was similar to that of the K„,mode, the probabil-
ity of a pion interaction in these decay modes
should also be the same. Using the known branch-
ing ratios of the decay modes and their trigger ef-
ficiencies, it was estimated that there were about
48 +10K» events appearing as K'„events and 59
+12 K'„events with pions misidentified as elec-
trons. Consequently, these events were not elim-
inated, but their effect was corrected for by intro-
ducing the same contaminations in the Monte Carlo
sample. The change in A., due to the inclusion of
these events was b, A., = -0.009, with an uncertainty
of 6(LA., ) = +0.003.

Another possible source of contamination was
electron pairs (Dalitz pairs) from decaying w in
K~ - 3m'. These events were essentially elimi-
nated by the selection criterion (f) in Sec. II E.
Contamination from other modes of decay was neg-
ligible.

E. E~ beam parameters

In the zero-constraint kinematic reconstruction
of neutral three-body decay, precise knowledge of
the beam direction is very important. In this ex-
periment, the K~ beam direction was determined
to +0.8 mrad from a study of regenerated K~
events. The spread in the beam direction due to
scattering of the beam in the lead y-ray absorber
and the beam-defining collimator walls was also

considered and compensated for by introducing the
same amount of spread in the Monte Carlo simula-
tion. [See Sec. IIIA(b). j The effect on X, from in-
troducing this beam spread into the Monte Carlo
analysis was AA., = -0.008 +0.002.

The K~ momentum spectrum was determined in
the study reported previously and was also con-
firmed in this K',, analysis. ' The uncertainty in it
was small and the effect on the error in A., was
6(5, X, ) & 0.001.

F. Uncertainty in the trigger condition

The magnetic field in the Q-counter region was
not mapped, ' but was extrapolated from the mapped
region using Maxwell's equations. The extrapola-
tion of tracks in this region was subject to system-
atic shifts of up to a~ in. Due to the consider-
ations discussed in (h) of Sec. IIE, it was neces-
sary to extrapolate all tracks to this region to ver-
ify the trigger condition. The uncertainty in the po-
sition of tracks at the Q-counter plane gives an un-
certainty in the trigger efficiency which, in turn,
could bias the value of X, . This bias was only par-
tially compensated for by using the same extrapo-
lated magnetic field to extrapolate real and simu-
lated tracks and by allowing a one-inch tolerance
around the Q counters for the position of real
tracks. The resulting uncertainty in X, due to this
effect was estimated to be 6(AX, ) = + 0.003.

G. Other small systematic effects

The scanning inefficiency was -4% as determined
from the rescanning of one third of the film. The
effect on A..of the inclusion of the events found in
the rescan was small and was estimated not to ex-
ceed 6(4X,}= +0.001.

The radiative correction was introduced in the
analysis. Without this correction, the value of X,
estimated would have increased by AX, = 0.002.
Since this correction is very small, the uncertain-
ty in the correction should be even smaller and
was ignored.

From the laboratory pion spectrum of the K'„
sample, it was estimated that 1% of the pions de-
cayed into muons before they traversed the up-
stream gap of the wide-gap chamber, where the
momentum was measured. Those with decay muon
momentum or direction, sufficiently different from
that of the pion, were eliminated either in the geo-
metric reconstruction program TVGP or by the re-
sulting large distance of closest approach between
the pion and electron tracks at the vertex. The ef-
fect of those events still remaining in the sample
was small and any bias introduced into the sample
was negligible when transformed in the kaon rest
frame.
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A summary of corrected systematic errors, sA.
„

and the estimated contribution to the error in A.,
after their correction, 5(AA., ), is given in Table I.

V. DISCUSSION AND CONCLUSION

TABLE I. Summary of systematic errors, AA+, and
remaining errors after correction, 6A+).

Effect

Random measurement error (A)
Chamber distortion (B)
Momentum calibration (C)
Contamination of sample (D)
KL beam parameters (E)
Uncertain trigger condition (F)
Scanning inefficiency (G)
Radiation correction (G)

+ 0.013
+ 0.002

-0.009
-0.008

+ 0.002

5 Q, A+)

+0.002

&0.002
+0.003
60.002
+0.003
&0.001

The result obtained in this experiment for I,, in
K 3 decay is 0.040+0.012. The error includes the
effect of the uncertainties in the correction for
systematic errors, i.e., 5(LA.,), which were dis-
cussed in Sec. IV. These errors were added in
quadrature to the statistical error to obtain the
quoted error. The correlation between these sys-
tematic errors was not investigated. Were the
systematic errors assumed to be strongly corre-
lated, the values for 5(sX, ) should be added lin-
early and then quadratically combined with the
statistical error. The result assuming this most
unfavorable case would be A,, =0.040+0.017.

The A,, value obtained is in poor agreement with

theoretical predictions of -0.023 and with many
K 3 experimental results .' A summary of recent
experimental measurements" "for A,, and an av-
erage value for earlier measurements are given
in Table II. The consistency between these results
is indeed poor indicating only that A., should lie in
the range of 0.03 to 0.06. In the analysis of this
experiment, a rather large sensitivity to what
might normally be considered small systematic ef-
fects was observed. It would seem that the large
discrepancies in the results for A., (and A.,') obtained
in a number of even recent experiments could be
due, in part, to such systematic effects.

The recent analysis of K„made by Chounet et
aL" selected out some of the more precise deter-
minations of the form factor in K'„andK~ decay
and obtained a combined best-fit value for both lin-
ear and quadratic forms for the form factor. The
value for the linear form was A., =0.038+0.002.
(y'=79 for 51 degrees of freedom. ) For a fit using
the quadratic form they obtained A., = 0.012 ~ 0.005
and A.,' =0.0052+0.0013 with an improved y' of 63
for 51 degrees of freedom. The results reported

TABLE II. Summary of experimental results on A,

Average values from earlier experiments (Ref. 3)

K~3
0 0.017+ 0.007

0.030+ 0.007

(0 045)

0.045 + 0.012

Recent experimental results

K~3
0

0
K~3

0
Ke3

Ke3

Ke3

K»0

K~3
0

K~3

K»
0

K~3

C. 'y. Chien et al. '

V. Bisi et al.

G. Neuhofer et al

H. J. Steiner et al . '

I-H. Chiang et al.

C. Y. Chien et al.23

M. G. Albrow et al.24

D. Hajdt eg al 25'

C. Ankenbrandt et al.26

This experiment

0.05 ~0.010

0.023 + 0.005

0.022 + 0.014

0.027 + 0.010

0.029 + 0.011

0.08 + 0.010

0,085 + 0.015

0.060 + 0.019

0.024 + 0.022

0.040 + 0.012

~ This value could not be excluded. See Ref. 3.

here are in good agreement with the linear-form
fit of Chounet et aL The quadratic-form fit to our
data gives a value for A.,' consistent with zero.
(See Sec. IIIB.) The determination of the q' de-
pendence for the form factor indeed requires fur-
ther experimental investigation.
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Large-angle elastic proton-proton polarization at 5.15 Gev/cf

Q. %. Abshire, C. M. Ankenbrandt, * R. R. Crittenden, R. M. Heinz,
K. Hinotani, f S. I. Levy, H. A. weal, 5 and D. R. Rust
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We present herein the initial results of a large-angle elastic p-p polarization experiment
which is now in progress at the Argonne ZGS {Zero-Gradient Synchrotron) accelerator. Data
for the incident proton momentum of 5.15 GeV/c are presented for 30'6 8c~ %90'. These
results, which extend to t = -4.0 (GeV/c}, represent the first high-statistics p-p polariza-
tion measurements for (t~ values greater than -2.5 (GeV/o)t. We observe a minimum in the
polarization gear t = -0.8 (GeV/c), a smooth increase in the polarization until a maximum
is attained near t = -1.8 (GeV/g), and then a monotonic decline in the polarization until the
value of zero is reached at 8,~ = 90'. The data are analyzed in terms of an optical model.

We present here the 5.15-GeV/c results of an
experiment presently in progress at the Argonne
ZQS to study the polarization in elastic proton-
proton scattering at large momentum transfers.
A dramatic extension in the t range for high-sta-
tistics polarization data has been achieved by uti-
lizing, for the first time at high energies, a polar-
ized-proton target in an external proton beam. At
5.15 GeV/c, data were taken at center-of-mass
angles between 30' and 90', corresponding to the
f range 0.5 &

~
t (

& 4.0 (GeV/c)'. The typical statis-
tical error in the polarization is +0.03.

The layout of the experimental apparatus is
shown in Fig. 1. A beam of 10'-10"protons per
pulse was incident on a 2-inch-long ethylene glycol
polarized-proton target. The angular divergence
of the incident beam was &2 mrad. Each of the.
elastically scattered protons was detected in a
multiwire proportional chambex spectrometer
whose angular position was remotely controlled.
The apparent scattering angle of each scattered
proton was determined with a resolution of +2.0
mrad, the momentum of each final-state particle
was determined with a resolution of +5%, and the
difference in the particle transit time to counters
FC5 and SC5 was measured with a resolution of
+0.7 nsec. Thus, in the analysis of each event we
could examine the mass of each final-state particle,

the correlation between the two final-state momen-
ta, and the correlation between the two scattering
angles. The trigger system itself, consisting of a
fourfold coincidence in each arm, defined a labo-
ratory solid angle acceptance of ~0.5 msr for each
arm and a time resolution of 10 nsec between the
fast-arm and slow-arm coincidences.

The incident beam employed in the experiment
was formed by utilizing two septum magnets to
split off a small fraction of the ZQS External Pro-
ton Beam I. This beam was transmitted through a
dispersive optics system to the polarized-proton
target (PPT). The gross intensity of the beam was
monitored by two ionization chambers in the beam.
%e employed five sepax ate monitors to determine
the x elative beam flux incident on the actual polar-
ized-proton target. One monitor (BM) is a scintil-
lator placed in that portion of the beam that illumi-
nates the polarized-proton target. This scintillator
is viewed by a photomultiplier whose output is in-
tegrated and then digitized. Monitor LM is a
three-element telescope which detects particles
scattered from a piece of plastic placed in the por-
tion of the beam which illuminates the target.
Monitor RM is a three-element telescope which
views the polarized-proton target at a large angle.
By conducting a highly controlled series of mea-
surements, we have demonstrated that the number




